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Anisotropic TZ?

Visser et al., EPSL, 2008; Chang et al., JGR, 2015

a sign change in the average anisotropy from positive (VSHNVSV) to
negative (VSVNVSH) anisotropy, which was also observed by Mon-
tagner and Kennett (1996), Beghein et al. (2006), Zhou et al. (2006),
although Beghein et al. (2006) concluded that it is not significant due
to the large uncertainties in their linearized inversion. We find
significant (95% confidence or larger than two standard deviations)
negative average anisotropy from 220 km down to the transition zone.
The change in the sign of anisotropy could indicate a change from
predominantly horizontal flow in the lithosphere and asthenosphere
to predominantly vertical flow in the deeper mantle assuming that
anisotropy is caused by the lattice preferred orientation of intrinsically
anisotropic mantle minerals by finite strain due to mantle flow.
Although the presence of water could significantly complicate this
simple view (Jung and Karato, 2001). The peak in negative anisotropy
around 300 kmwas also observed by Zhou et al. (2006), although this
study only used fundamental mode data and the resolution should
therefore not extend much beyond a depth of 400 km. The significant
negative anisotropy continues through the transition zone which
disagrees with Montagner and Kennett (1996) who found positive
anisotropy in the transition zone. In the lower mantle (down to
1500 km), we find no significant average anisotropy in agreement
with previous studies.

5. How probable is laterally varying anisotropy?

Our individual posterior probability density functions for ξ are
clearly skewed (Fig. 7), which makes it difficult to represent them by a

Fig. 8. Spherically averaged anisotropy. Also indicated are the 95% confidence levels (two
standard deviations) and the anisotropic PREMmodel (Dziewonski andAnderson,1981).

Fig. 9. Maps of probability of anisotropy (VSHNVSV).
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disorder in octahedral sites in majorite is addressed by clas-
sical Monte Carlo simulations coupled with a cluster expan-
sion model, which includes pair clusters and tetrahedral
clusters [Vinograd et al., 2006].

3. Results and Discussion

3.1. Crystal Structure and Static
Compression Mechanism
[6] Majorite, Mg3(MgSi)Si3O12, is an orthosilicate that

belongs to the garnet group of minerals with the general
formula of VIIIX3

VIY2
IVSi3O12, where the Roman numbers

denote cation coordination numbers and X and Y represent
cation species (see Smyth et al. [2000a, 2000b] for a short
review). The crystal structure of tetragonal‐type garnet was
first proposed for CaGeO3 byRingwood and Seabrook [1963]
and subsequently determined by Prewitt and Sleight [1969]
in CdGeO3. Figure 1 shows the crystal structure of the
ordered tetragonal (I41/a) majorite Mg3

VIII(Mg, Si)VI Si3
IVO12

at 0 GPa. It is primarily a network of octahedra and tetra-
hedra that interconnect by corners. The tetrahedral sites are
occupied by Si and the dodecahedral sites (also called dis-
torted cubic sites) by Mg. The octahedral sites, due to the
tetragonal symmetry, can be subdivided into two group of
sites (8c and 8d in space group I41/a) that are equivalent in
symmetry and related by a translational vector (one half of
the c vector, Figure 1). One group of sites is solely occupied
by Mg and the other by Si. Disorder of Mg and Si atoms
between the two octahedral sites occurs either at high tem-
peratures (e.g., above 2000°C at 19 GPa [Heinemann et al.,
1997]) or when Al, introduced to substitute for Mg and Si in
the octahedral sites, reaches a threshold concentration of

∼36% [Nakatsuka et al., 1999]. Cation disorder through
these two means (with temperature or Al substitution)
effectively changes the symmetry of the average structure
from tetragonal to cubic. An intermediate I41/acd phase was
also reported [Heinemann et al., 1997; Hofmeister et al.,
2004], but we focus on the I41/a ordered tetragonal phase.
[7] The crystal structure of tetragonal majorite was fully

relaxed under hydrostatic pressures up to 50 GPa. The cal-
culated crystal structural parameters and internal coordinates
at 0 GPa by LDA (Table 1) are in excellent agreement with
experimental data [Angel et al., 1989]. Because the com-
pressional behavior of the polyhedral building blocks in a
framework structure plays an important role in determining
the compressibility of the crystal, we have calculated the
pressure dependence of volume, angle variance (AV), and
quadratic‐elongation (QE) of the three types of polyhedra,
SiO4, SiO6, and MgO6, in tetragonal majorite up to 50 GPa
(Figure 2). A comparison with the experimentally deter-
mined polyhedral compression of the SiO4 and AlO6 units in
pyrope Mg3Al2Si3O12 [Zhang et al., 1998] is also shown.
The SiO4 units in majorite and in pyrope have nearly
identical compressional curves (Figure 2, top), indicating
very similar polyhedral bulk moduli, ∼420 GPa; the volume
of the AlO6 units in pyrope lies in between those of the SiO6
and MgO6 units in majorite, and the calculated polyhedral
bulk moduli of the AlO6, SiO6, and MgO6 units are 248,
266, and 169 GPa, respectively. (The polyhedral volume
versus pressure data are fitted with the third‐order Birch‐
Murnaghan equation of state.) Under compression, AV and
QE of the MgO6 units in majorite and those of the AlO6
units in pyrope increase more rapidly than the values of the
SiO6 units in majorite, whereas AV and QE of the SiO4

Figure 1. Crystal structure of tetragonal majorite garnet Mg3 (Mg, Si)Si3O12 (I41/a) at 0 GPa with c/a ≈
0.990 (LDA calculation). The yellow and blue octahedra represent MgO6 and SiO6 groups, respectively.
The striped blue tetrahedra represent SiO4 groups that interconnect octahedral units. The magnesium
dodecahedral sites are shown as yellow spheres.
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Major phases in TZ
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Anisotropy and shear wave splitting

Nowacki et al., J Geod, 2011
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Method

Nowacki et al., G3, 2015

Kennett, 1996; Panning and Romanowicz, 2006, 2004], the strength of anisotropy in the majority of the LM is
very small. Hence we make here the common assumption that no shear wave splitting is accrued in most of
the lower mantle. In order to measure splitting near the source, therefore, we must remove the effects of
anisotropy near the receiver. We do this by using receivers where the substation splitting has been very
well characterized using SKS splitting measurements in previous studies [Ayele et al., 2004; Barruol et al.,
1997; Barruol and Hoffmann, 1999; Fouch et al., 2000; Liu, 2009; Niu and Perez, 2004; J. O. S. Hammond, perso-
nal communication, 2012]. Any variation in the SKS splitting parameters with backazimuth betrays the pres-
ence of complex, dipping or heterogeneous anisotropy in the UM beneath the station, so we use only
stations where splitting parameters are invariant with backazimuth and where good backazimuthal cover-
age is available. The absence of any backazimuthal variation also precludes any significant splitting in SKS
from D00 [Hall et al., 2004], which though known to be azimuthally anisotropic [Nowacki et al., 2011] does
not appear to be responsible for significant splitting in SKS waves [Niu and Perez, 2004; Restivo and Helffrich,
2006]. We also avoid stations above subduction zones, because of the potential for TZ anisotropy to be
present beneath the receiver in these locations, as well as the source, which would increase the likelihood
that our receiver correction is not complete. (Details of the corrections used for each station are in the sup-
plementary information.) We finally avoid stations which appear to exhibit no splitting (in comparison to
Foley and Long [2011] and Lynner and Long [2014]), because it seems very likely that these stations sit atop
regions where multiple layers or domains of anisotropy cancel each other out, rather than that there is com-
plete isotropy between the lower mantle and the surface along the SKS paths.

The SKS splitting measurements are assumed to be a good approximation to the splitting experienced by
direct S waves, as they share very similar paths in the upper mantle (Figure 2a). We measure the splitting in
the direct S waves and remove the splitting measured in SKS; hence, the remaining splitting should be caused
by anisotropy in regions where the paths differ. This is mostly in the region near the earthquake. However,
any difference in splitting between S and SKS—for example, due to unaccounted-for TZ anisotropy beneath
the receiver—will also affect our observations. We assume this is not the case from here onward.

We mainly discuss our results in terms of the ray-frame fast orientation, /0 (Figure 2b). This describes the
orientation of the fast shear wave with respect to the Earth radial direction (equivalently, the sagittal plane)
when looking along the ray from source to receiver. For near-vertical rays at the receiver, /05b2/, where
b is the back azimuth at the receiver and / is the orientation of the fast shear wave measured at the surface,
given as an azimuth from local north toward east. (Using a fully slowness-dependent expression gives val-
ues different only by a few degrees for the distance ranges we use, which is typically within the uncertainty
of the splitting measurement.) In this notation, horizontally polarized S waves (SH) correspond to /0590!

and vertically polarized (SV), /050! .

We also discuss results in the source-frame orientation, /00, where / is projected back to the surface above
the source; this is given by /005a1b2/, where a is the azimuth from the source to the receiver.
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Figure 2. Experimental setup. (a) Mantle section showing the raypath of the S wave from source region (orange circle) to receiver at surface (inverted triangle). Gray shaded region
shows the path of SKS across all back azimuths. Green regions are parts of the mantle generally known to be anisotropic. (b) Explanation of the fast shear wave orientation in the receiver
(/), ray (/0), and source (/00) frames.
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Results

Kennett, 1996; Panning and Romanowicz, 2006, 2004], the strength of anisotropy in the majority of the LM is
very small. Hence we make here the common assumption that no shear wave splitting is accrued in most of
the lower mantle. In order to measure splitting near the source, therefore, we must remove the effects of
anisotropy near the receiver. We do this by using receivers where the substation splitting has been very
well characterized using SKS splitting measurements in previous studies [Ayele et al., 2004; Barruol et al.,
1997; Barruol and Hoffmann, 1999; Fouch et al., 2000; Liu, 2009; Niu and Perez, 2004; J. O. S. Hammond, perso-
nal communication, 2012]. Any variation in the SKS splitting parameters with backazimuth betrays the pres-
ence of complex, dipping or heterogeneous anisotropy in the UM beneath the station, so we use only
stations where splitting parameters are invariant with backazimuth and where good backazimuthal cover-
age is available. The absence of any backazimuthal variation also precludes any significant splitting in SKS
from D00 [Hall et al., 2004], which though known to be azimuthally anisotropic [Nowacki et al., 2011] does
not appear to be responsible for significant splitting in SKS waves [Niu and Perez, 2004; Restivo and Helffrich,
2006]. We also avoid stations above subduction zones, because of the potential for TZ anisotropy to be
present beneath the receiver in these locations, as well as the source, which would increase the likelihood
that our receiver correction is not complete. (Details of the corrections used for each station are in the sup-
plementary information.) We finally avoid stations which appear to exhibit no splitting (in comparison to
Foley and Long [2011] and Lynner and Long [2014]), because it seems very likely that these stations sit atop
regions where multiple layers or domains of anisotropy cancel each other out, rather than that there is com-
plete isotropy between the lower mantle and the surface along the SKS paths.

The SKS splitting measurements are assumed to be a good approximation to the splitting experienced by
direct S waves, as they share very similar paths in the upper mantle (Figure 2a). We measure the splitting in
the direct S waves and remove the splitting measured in SKS; hence, the remaining splitting should be caused
by anisotropy in regions where the paths differ. This is mostly in the region near the earthquake. However,
any difference in splitting between S and SKS—for example, due to unaccounted-for TZ anisotropy beneath
the receiver—will also affect our observations. We assume this is not the case from here onward.

We mainly discuss our results in terms of the ray-frame fast orientation, /0 (Figure 2b). This describes the
orientation of the fast shear wave with respect to the Earth radial direction (equivalently, the sagittal plane)
when looking along the ray from source to receiver. For near-vertical rays at the receiver, /05b2/, where
b is the back azimuth at the receiver and / is the orientation of the fast shear wave measured at the surface,
given as an azimuth from local north toward east. (Using a fully slowness-dependent expression gives val-
ues different only by a few degrees for the distance ranges we use, which is typically within the uncertainty
of the splitting measurement.) In this notation, horizontally polarized S waves (SH) correspond to /0590!

and vertically polarized (SV), /050! .

We also discuss results in the source-frame orientation, /00, where / is projected back to the surface above
the source; this is given by /005a1b2/, where a is the azimuth from the source to the receiver.
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Figure 2. Experimental setup. (a) Mantle section showing the raypath of the S wave from source region (orange circle) to receiver at surface (inverted triangle). Gray shaded region
shows the path of SKS across all back azimuths. Green regions are parts of the mantle generally known to be anisotropic. (b) Explanation of the fast shear wave orientation in the receiver
(/), ray (/0), and source (/00) frames.
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Results

Kennett, 1996; Panning and Romanowicz, 2006, 2004], the strength of anisotropy in the majority of the LM is
very small. Hence we make here the common assumption that no shear wave splitting is accrued in most of
the lower mantle. In order to measure splitting near the source, therefore, we must remove the effects of
anisotropy near the receiver. We do this by using receivers where the substation splitting has been very
well characterized using SKS splitting measurements in previous studies [Ayele et al., 2004; Barruol et al.,
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when looking along the ray from source to receiver. For near-vertical rays at the receiver, /05b2/, where
b is the back azimuth at the receiver and / is the orientation of the fast shear wave measured at the surface,
given as an azimuth from local north toward east. (Using a fully slowness-dependent expression gives val-
ues different only by a few degrees for the distance ranges we use, which is typically within the uncertainty
of the splitting measurement.) In this notation, horizontally polarized S waves (SH) correspond to /0590!
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We also discuss results in the source-frame orientation, /00, where / is projected back to the surface above
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Figure 2. Experimental setup. (a) Mantle section showing the raypath of the S wave from source region (orange circle) to receiver at surface (inverted triangle). Gray shaded region
shows the path of SKS across all back azimuths. Green regions are parts of the mantle generally known to be anisotropic. (b) Explanation of the fast shear wave orientation in the receiver
(/), ray (/0), and source (/00) frames.
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Results

Kennett, 1996; Panning and Romanowicz, 2006, 2004], the strength of anisotropy in the majority of the LM is
very small. Hence we make here the common assumption that no shear wave splitting is accrued in most of
the lower mantle. In order to measure splitting near the source, therefore, we must remove the effects of
anisotropy near the receiver. We do this by using receivers where the substation splitting has been very
well characterized using SKS splitting measurements in previous studies [Ayele et al., 2004; Barruol et al.,
1997; Barruol and Hoffmann, 1999; Fouch et al., 2000; Liu, 2009; Niu and Perez, 2004; J. O. S. Hammond, perso-
nal communication, 2012]. Any variation in the SKS splitting parameters with backazimuth betrays the pres-
ence of complex, dipping or heterogeneous anisotropy in the UM beneath the station, so we use only
stations where splitting parameters are invariant with backazimuth and where good backazimuthal cover-
age is available. The absence of any backazimuthal variation also precludes any significant splitting in SKS
from D00 [Hall et al., 2004], which though known to be azimuthally anisotropic [Nowacki et al., 2011] does
not appear to be responsible for significant splitting in SKS waves [Niu and Perez, 2004; Restivo and Helffrich,
2006]. We also avoid stations above subduction zones, because of the potential for TZ anisotropy to be
present beneath the receiver in these locations, as well as the source, which would increase the likelihood
that our receiver correction is not complete. (Details of the corrections used for each station are in the sup-
plementary information.) We finally avoid stations which appear to exhibit no splitting (in comparison to
Foley and Long [2011] and Lynner and Long [2014]), because it seems very likely that these stations sit atop
regions where multiple layers or domains of anisotropy cancel each other out, rather than that there is com-
plete isotropy between the lower mantle and the surface along the SKS paths.

The SKS splitting measurements are assumed to be a good approximation to the splitting experienced by
direct S waves, as they share very similar paths in the upper mantle (Figure 2a). We measure the splitting in
the direct S waves and remove the splitting measured in SKS; hence, the remaining splitting should be caused
by anisotropy in regions where the paths differ. This is mostly in the region near the earthquake. However,
any difference in splitting between S and SKS—for example, due to unaccounted-for TZ anisotropy beneath
the receiver—will also affect our observations. We assume this is not the case from here onward.

We mainly discuss our results in terms of the ray-frame fast orientation, /0 (Figure 2b). This describes the
orientation of the fast shear wave with respect to the Earth radial direction (equivalently, the sagittal plane)
when looking along the ray from source to receiver. For near-vertical rays at the receiver, /05b2/, where
b is the back azimuth at the receiver and / is the orientation of the fast shear wave measured at the surface,
given as an azimuth from local north toward east. (Using a fully slowness-dependent expression gives val-
ues different only by a few degrees for the distance ranges we use, which is typically within the uncertainty
of the splitting measurement.) In this notation, horizontally polarized S waves (SH) correspond to /0590!

and vertically polarized (SV), /050! .

We also discuss results in the source-frame orientation, /00, where / is projected back to the surface above
the source; this is given by /005a1b2/, where a is the azimuth from the source to the receiver.
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Figure 2. Experimental setup. (a) Mantle section showing the raypath of the S wave from source region (orange circle) to receiver at surface (inverted triangle). Gray shaded region
shows the path of SKS across all back azimuths. Green regions are parts of the mantle generally known to be anisotropic. (b) Explanation of the fast shear wave orientation in the receiver
(/), ray (/0), and source (/00) frames.

Geochemistry, Geophysics, Geosystems 10.1002/2014GC005667

NOWACKI ET AL. VC 2015. American Geophysical Union. All Rights Reserved. 3

0

1

2

3

t /
 s

200 300 400 500 600 700
Depth / km



Results

Kennett, 1996; Panning and Romanowicz, 2006, 2004], the strength of anisotropy in the majority of the LM is
very small. Hence we make here the common assumption that no shear wave splitting is accrued in most of
the lower mantle. In order to measure splitting near the source, therefore, we must remove the effects of
anisotropy near the receiver. We do this by using receivers where the substation splitting has been very
well characterized using SKS splitting measurements in previous studies [Ayele et al., 2004; Barruol et al.,
1997; Barruol and Hoffmann, 1999; Fouch et al., 2000; Liu, 2009; Niu and Perez, 2004; J. O. S. Hammond, perso-
nal communication, 2012]. Any variation in the SKS splitting parameters with backazimuth betrays the pres-
ence of complex, dipping or heterogeneous anisotropy in the UM beneath the station, so we use only
stations where splitting parameters are invariant with backazimuth and where good backazimuthal cover-
age is available. The absence of any backazimuthal variation also precludes any significant splitting in SKS
from D00 [Hall et al., 2004], which though known to be azimuthally anisotropic [Nowacki et al., 2011] does
not appear to be responsible for significant splitting in SKS waves [Niu and Perez, 2004; Restivo and Helffrich,
2006]. We also avoid stations above subduction zones, because of the potential for TZ anisotropy to be
present beneath the receiver in these locations, as well as the source, which would increase the likelihood
that our receiver correction is not complete. (Details of the corrections used for each station are in the sup-
plementary information.) We finally avoid stations which appear to exhibit no splitting (in comparison to
Foley and Long [2011] and Lynner and Long [2014]), because it seems very likely that these stations sit atop
regions where multiple layers or domains of anisotropy cancel each other out, rather than that there is com-
plete isotropy between the lower mantle and the surface along the SKS paths.

The SKS splitting measurements are assumed to be a good approximation to the splitting experienced by
direct S waves, as they share very similar paths in the upper mantle (Figure 2a). We measure the splitting in
the direct S waves and remove the splitting measured in SKS; hence, the remaining splitting should be caused
by anisotropy in regions where the paths differ. This is mostly in the region near the earthquake. However,
any difference in splitting between S and SKS—for example, due to unaccounted-for TZ anisotropy beneath
the receiver—will also affect our observations. We assume this is not the case from here onward.

We mainly discuss our results in terms of the ray-frame fast orientation, /0 (Figure 2b). This describes the
orientation of the fast shear wave with respect to the Earth radial direction (equivalently, the sagittal plane)
when looking along the ray from source to receiver. For near-vertical rays at the receiver, /05b2/, where
b is the back azimuth at the receiver and / is the orientation of the fast shear wave measured at the surface,
given as an azimuth from local north toward east. (Using a fully slowness-dependent expression gives val-
ues different only by a few degrees for the distance ranges we use, which is typically within the uncertainty
of the splitting measurement.) In this notation, horizontally polarized S waves (SH) correspond to /0590!

and vertically polarized (SV), /050! .

We also discuss results in the source-frame orientation, /00, where / is projected back to the surface above
the source; this is given by /005a1b2/, where a is the azimuth from the source to the receiver.
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Figure 2. Experimental setup. (a) Mantle section showing the raypath of the S wave from source region (orange circle) to receiver at surface (inverted triangle). Gray shaded region
shows the path of SKS across all back azimuths. Green regions are parts of the mantle generally known to be anisotropic. (b) Explanation of the fast shear wave orientation in the receiver
(/), ray (/0), and source (/00) frames.
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Transition zone near slabs is anisotropic
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Kennett, 1996; Panning and Romanowicz, 2006, 2004], the strength of anisotropy in the majority of the LM is
very small. Hence we make here the common assumption that no shear wave splitting is accrued in most of
the lower mantle. In order to measure splitting near the source, therefore, we must remove the effects of
anisotropy near the receiver. We do this by using receivers where the substation splitting has been very
well characterized using SKS splitting measurements in previous studies [Ayele et al., 2004; Barruol et al.,
1997; Barruol and Hoffmann, 1999; Fouch et al., 2000; Liu, 2009; Niu and Perez, 2004; J. O. S. Hammond, perso-
nal communication, 2012]. Any variation in the SKS splitting parameters with backazimuth betrays the pres-
ence of complex, dipping or heterogeneous anisotropy in the UM beneath the station, so we use only
stations where splitting parameters are invariant with backazimuth and where good backazimuthal cover-
age is available. The absence of any backazimuthal variation also precludes any significant splitting in SKS
from D00 [Hall et al., 2004], which though known to be azimuthally anisotropic [Nowacki et al., 2011] does
not appear to be responsible for significant splitting in SKS waves [Niu and Perez, 2004; Restivo and Helffrich,
2006]. We also avoid stations above subduction zones, because of the potential for TZ anisotropy to be
present beneath the receiver in these locations, as well as the source, which would increase the likelihood
that our receiver correction is not complete. (Details of the corrections used for each station are in the sup-
plementary information.) We finally avoid stations which appear to exhibit no splitting (in comparison to
Foley and Long [2011] and Lynner and Long [2014]), because it seems very likely that these stations sit atop
regions where multiple layers or domains of anisotropy cancel each other out, rather than that there is com-
plete isotropy between the lower mantle and the surface along the SKS paths.

The SKS splitting measurements are assumed to be a good approximation to the splitting experienced by
direct S waves, as they share very similar paths in the upper mantle (Figure 2a). We measure the splitting in
the direct S waves and remove the splitting measured in SKS; hence, the remaining splitting should be caused
by anisotropy in regions where the paths differ. This is mostly in the region near the earthquake. However,
any difference in splitting between S and SKS—for example, due to unaccounted-for TZ anisotropy beneath
the receiver—will also affect our observations. We assume this is not the case from here onward.

We mainly discuss our results in terms of the ray-frame fast orientation, /0 (Figure 2b). This describes the
orientation of the fast shear wave with respect to the Earth radial direction (equivalently, the sagittal plane)
when looking along the ray from source to receiver. For near-vertical rays at the receiver, /05b2/, where
b is the back azimuth at the receiver and / is the orientation of the fast shear wave measured at the surface,
given as an azimuth from local north toward east. (Using a fully slowness-dependent expression gives val-
ues different only by a few degrees for the distance ranges we use, which is typically within the uncertainty
of the splitting measurement.) In this notation, horizontally polarized S waves (SH) correspond to /0590!

and vertically polarized (SV), /050! .

We also discuss results in the source-frame orientation, /00, where / is projected back to the surface above
the source; this is given by /005a1b2/, where a is the azimuth from the source to the receiver.
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Figure 2. Experimental setup. (a) Mantle section showing the raypath of the S wave from source region (orange circle) to receiver at surface (inverted triangle). Gray shaded region
shows the path of SKS across all back azimuths. Green regions are parts of the mantle generally known to be anisotropic. (b) Explanation of the fast shear wave orientation in the receiver
(/), ray (/0), and source (/00) frames.
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How did it get there?

Faccenda, Tectonophys, 2014

1. Preface

The distribution of water in the Earth's interior is one of the most
important topics in geodynamics because water (as hydrogen) signifi-
cantly affects the solid-state viscosity of the convective mantle and, as
a consequence, the dynamical evolution and behavior of our planet.
With the initiation of plate tectonics, water has been fluxed in and out
of the Earth's interior through subduction and delamination of the oce-
anic and continental lithosphere, and volcanism at mid-ocean ridges,
hotspots and island arcs/back-arcs (Litasov and Ohtani, 2007). After
the initial scientific interest on mantle degassing related to magmatic
activity, in the recent years particular attention has been devoted to
mantle regassing via subduction of a hydrated oceanic lithosphere,
mainly due to the discovery of new geodynamic settings such as the
trench–rise system where extensive oceanic plate hydration occurs be-
fore subduction (Contreras-Reyes et al., 2011; Ranero et al., 2003; Van
Avendonk et al., 2011) and ofmany hydrous phases stable at deepman-
tle conditions (Fumagalli et al., 2001; Irifune et al., 1998; Ohtani et al.,
2004). Mantle regassing can be viewed as occurring in three different
steps: the initial storage of water in the dry oceanic lithosphere at the
surface, subsequent subduction of the hydrated slab and final release
of aqueous fluids at depth during slab dehydration reactions. Several
reviews have treated separately one of these different phases, either
focusing on the hydrology and alteration of the seafloor around mid-
ocean ridges and fracture zones (Davis and Elderfield, 2004; Fryer,
2002; Mevél, 2003) or discussing the water storage capacity of mafic
and ultramafic rocks along the subducting slab (Iwamori, 2004;
Keppler and Smyth, 2006; Litasov and Ohtani, 2007). Furthermore,
over the last decade, geophysical studies, laboratory experiments and
numerical models have provided additional information that substan-
tially improved our understanding of many processes associated with
water in the oceanic lithosphere. The aim of this review is then to dis-
cuss comprehensively the history of water in the slab through the afore-
mentioned three fundamental phases that constitute the trilogy and, as
a whole, describe the long route of water from its early storage within
the oceanic plate at the surface to its final release at mantle depths
(although, as we will see, minor amounts of water can be retained in
the nominally anhydrous rocks of the slab) (Fig. 1).

More in detail, the first episode of the trilogy deals with hydration of
the oceanic lithosphere that occurs at different settings and at different
scales: locally along transform faults, fracture zones and volcanic ridges,
and more widely at mid-ocean ridges and trench–rise systems. Oceanic
plate alteration by seawater percolation into dry mafic and ultramafic
rocks is the main mechanism by which water is stored in the oceanic

lithosphere, while magmatism accounts for minor amounts of water
storage. Hydrothermal convection, establishing in places with suitable
permeability and thermal gradient conditions, enhances water circula-
tion and oceanic lithosphere hydration.

The second episode is related to the geophysical evidence and impli-
cations of a hydrated slab at depth. Herein I will discuss how the pres-
ence of water in rocks could affect seismological observations and
patterns of mantle convection.

The third and final episode focuses on slab dehydration. Particular
emphasis will be given to the geophysical observations and predicted
fluid flow patterns at intermediate-depths, as evidence of deep
(N300 km) dehydration reactions is at best indirect.

Before starting our journey, however, it is useful to review in which
form water can be stored in rocks of the oceanic lithosphere and, as in-
ferences on water content in the slab are based mainly on geophysical
observations, which are the main petrophysical implications of the
presence of water in mafic and ultramafic lithologies.

2. Prologue: Water in rocks of the oceanic lithosphere and major
geophysical implications

Water in rocks can be present:

1) in nominally hydrousminerals aswater of crystallization, structurally
bound in the crystal lattice in the formofmolecule (H2O) or hydroxyl
(OH−). Rocks containing hydrous phases will be referred to as
hydrated;

2) in nominally anhydrous minerals (NAM, i.e. those minerals that by
definition and by their formulae do not contain hydrogen at all),
structurally incorporated as hydroxyl or, more rarely, as molecular
water (Keppler and Bolfan-Casanova, 2006). Rocks that contain
NAM incorporating water will be referred to as wet;

3) in pores and cracks as a free fluid component. Rocks containing free
fluids will be referred to as porous.

2.1. Water in nominally hydrous minerals

2.1.1. Hydrous phases in sediments, mafic and ultramafic rocks
Hydrous phases (Table 1) are stable at relatively low temperature

conditions (T b 1000 °C for P b 10 GPa, T b 1400 °C for P N 10 GPa),
thus the cold oceanic lithosphere is physically suitable to host them.

At relatively low pressures, the water content in sediments, and
mafic and ultramafic rocks of the oceanic lithosphere have been deter-
mined with laboratory experiments (Okamoto and Maruyama, 1999;
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approximately 6mol% Al2O3 (Akaogi and Ito, 1999).
At higher pressure than the post-spinel transition,
the garnet–perovskite equilibria can be modeled in
the binary system shown in Fig. 3. Our experimental
data show that 12mol% Al2O3 majorite garnet yields
6mol% Al2O3 perovskite at 1600 ◦C over an interval
of about 23–26GPa corresponding to 660–710 km
depth (Kubo and Akaogi, 2000). Next, we should
consider effects of calcium and ferrous iron on the
garnet–perovskite transition. We assume that at depths
deeper than 550 km garnet has no calcium component,
it having exsolved as CaSiO3 perovskite. Because
no experimental data are available on the effect of
Fe2+ on the garnet–perovskite transition and Fe2+
component in majorite garnet is only less than 10%
of all the divalent cations (Wood, 2000), we ignore
the effect of Fe2+. On the basis of the earlier discus-
sion, we estimate relative proportions of minerals (in
vol.%) in pyrolite along the normal mantle geotherm.
Fig. 8a shows the mineral proportions versus depth in
pyrolite thereby obtained. Results on phase transition
experiments of pyrolite and peridotite compositions
(Irifune and Ringwood, 1987b; Irifune, 1994; Wood,
2000) are reasonably consistent with the mineral
proportions that we just calculated.
Phase transitions of minerals along the low-tempe-

rature geotherm are also estimated from the phase
transition data in the system Mg2SiO4–Fe2SiO4
(Ito and Takahashi, 1989) and Mg4Si4O12–Mg3Al2-
Si3O12 (this study). The results are shown in Fig. 8b.
Because temperatures along the geotherm are 600
degrees lower than those in typical mantle, spinel dis-
sociation reaction to perovskite plus magnesiowustite
occurs at about 690–700 km depth, by 30–40 km
deeper than that in Fig. 8a. It is clear from the phase
relations in Fig. 1 that garnet solid solution does not
transform directly to perovskite but first transforms to
ilmenite solid solution and further to perovskite solid
solution with increasing depth. As discussed previ-
ously, majorite garnet has about 12mol% Al2O3 in
the transition zone. Ilmenite has also the same Al2O3
content below the pressure of the post-spinel transi-
tion. At the lower mantle pressure, perovskite would
have about 6mol% Al2O3. Using these Al2O3 con-
tents, mineral proportions are estimated from Fig. 1,
and shown in Fig. 8b. Since effects of Fe2+ on the
garnet–ilmenite and ilmenite–perovskite transitions
are not accurately determined and the abundance of

Fig. 8. Mineral proportions (vol.%) vs. depth in the mantle. (a)
Proportions of minerals along the normal mantle geotherm, and (b)
those along the low-temperature geotherm. Both of the geotherms
are described in the text. Sp: spinel, Gar: garnet, Il: ilmenite, Pv:
perovskite, Mw: magnesiowustite, Ca–pv: calcium perovskite.

Fe2+ component is much smaller than Mg2+, we
assume to ignore the effects of Fe2+. As shown in
Fig. 8b, ilmenite solid solution is stable at depth range
of about 610–740 km and consists of about 35 vol.%
maximum in a pyrolite mantle. Therefore, the miner-
alogy along the low-temperature geotherm would be
quite different from that in the normal mantle in the
vicinity of the boundary between transition zone and
lower mantle.

4.3. Calculation of density and seismic velocity
profiles in the mantle

To illustrate difference in density and seismic ve-
locity profiles associated with the different mineral

Some possible causes in lower TZ

•Ringwoodite
•Majorite
•Ca-perovskite

•Metastable olivine
•Bridgmanite in lower mantle

•DHMS: D, shyB
•Akimotoite (ilmenite form)
•Aligned inclusions (melt, other)

Kudoh, Phys Chem Min, 2001;  Yu et al., JGR, 2011;  Mainprice et al., EPSL, 2007;  Akoagi et al., PEPI, 2002
occupancy or H disorder, we created a corresponding
ordered and stoichiometric model in the triple cell (or
supercell) with edges a−b, a+2b, c (Table 1b, Fig. 1),
resulting in space group P3−m1. CuKα1 X-ray powder
patterns calculated for the two models (a) and (b) from
Table 1 were indistinguishable to the eye even for their
very weak reflections, confirming the equivalence of the
two structure models.

2.2. Ab initio computations

The elastic calculation and interpretation scheme was
that described in (Le Page and Saxe, 2002). It was
implemented here with two strain magnitudes of 0.5 and
0.75%. Input data files for VASP (Kresse, 1993; Kresse
and Hafner, 1993, 1994) were generated by Materials
Toolkit (Le Page and Rodgers, 2005) using the following
execution parameters: GGA PAW potentials (Kresse and
Joubert, 1999); electronic convergence at 1×10−7 eV;
convergence for forces 1×10− 4 eV/Å; Davidson-
blocked iterative optimization of the wave functions in
combination with reciprocal space projectors (David-

son, 1983); reciprocal space integration with a Mon-
khorst–Pack scheme (Monkhorst and Pack, 1976); and a
Methfessel–Paxton smearing scheme of order 1 and
width 0.2 eV for energy corrections (Methfessel and
Paxton, 1989). Spin polarization corrections were not
used. The k-mesh grid used for all optimizations was
3×3×5. A maximum of 30 iterations for preliminary
optimization of the undistorted structure and 20
iterations for elastic calculations ensured proper con-
vergence of atom relaxation, calculated energy and
stress. Elastic calculations required about 4 cpu×days
each on 2.8-GHz Intel Xeon PCs running parallel
VASP.4.6.3 under Linux.

Starting from the ordered structural model in Table
1, we first optimized its atom coordinates, retaining its
zero-pressure experimental cell data. The correspond-
ing calculated pressure was −5.45 GPa. This value
constitutes the offset between experimental and
calculated pressures. Such an offset is expected and
is due to slight imperfections in the representation of
the core electron density for calculated ab initio
potentials. This offset is used later in the interpretation

Fig. 1. View down c-axis (left-hand figure) and a-axis (right) of Yang et al. (1997) (YPF) structure results for D phase in space group P3−m1. The YPF
cell unit shown by a black dotted outline with labels o at the origin, a, b and c cell unit. The c vector points towards the viewer in the left-hand figure
and the a vector in the right-hand figure. The blue shaded octahedral represent the SiO6 octrahedra with the blue Si at the center and red oxygens at the
corners. The magnesium atoms (yellow) are also at the center of an octahedral oxygen cage. The hydrogen atoms (white) are the only atoms that are
not octrahedrally co-ordinated, and they are clearly seen to have trigonal threefold distribution around the c-axis (left-hand figure). The view down the
a-axis (right) illustrates the layered structure of the D phase. The solid black lines represent the edges of the triple unit cell (supercell) with as=a−b,
bs=a+2b, cs=c with symmetry P3−m1 used in the present study, as well as corresponding labels as and bs. The red lines at 120° represent the twofold
axes a1, a2 and a3 in the basal plane (left).
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approximately 6mol% Al2O3 (Akaogi and Ito, 1999).
At higher pressure than the post-spinel transition,
the garnet–perovskite equilibria can be modeled in
the binary system shown in Fig. 3. Our experimental
data show that 12mol% Al2O3 majorite garnet yields
6mol% Al2O3 perovskite at 1600 ◦C over an interval
of about 23–26GPa corresponding to 660–710 km
depth (Kubo and Akaogi, 2000). Next, we should
consider effects of calcium and ferrous iron on the
garnet–perovskite transition. We assume that at depths
deeper than 550 km garnet has no calcium component,
it having exsolved as CaSiO3 perovskite. Because
no experimental data are available on the effect of
Fe2+ on the garnet–perovskite transition and Fe2+
component in majorite garnet is only less than 10%
of all the divalent cations (Wood, 2000), we ignore
the effect of Fe2+. On the basis of the earlier discus-
sion, we estimate relative proportions of minerals (in
vol.%) in pyrolite along the normal mantle geotherm.
Fig. 8a shows the mineral proportions versus depth in
pyrolite thereby obtained. Results on phase transition
experiments of pyrolite and peridotite compositions
(Irifune and Ringwood, 1987b; Irifune, 1994; Wood,
2000) are reasonably consistent with the mineral
proportions that we just calculated.
Phase transitions of minerals along the low-tempe-

rature geotherm are also estimated from the phase
transition data in the system Mg2SiO4–Fe2SiO4
(Ito and Takahashi, 1989) and Mg4Si4O12–Mg3Al2-
Si3O12 (this study). The results are shown in Fig. 8b.
Because temperatures along the geotherm are 600
degrees lower than those in typical mantle, spinel dis-
sociation reaction to perovskite plus magnesiowustite
occurs at about 690–700 km depth, by 30–40 km
deeper than that in Fig. 8a. It is clear from the phase
relations in Fig. 1 that garnet solid solution does not
transform directly to perovskite but first transforms to
ilmenite solid solution and further to perovskite solid
solution with increasing depth. As discussed previ-
ously, majorite garnet has about 12mol% Al2O3 in
the transition zone. Ilmenite has also the same Al2O3
content below the pressure of the post-spinel transi-
tion. At the lower mantle pressure, perovskite would
have about 6mol% Al2O3. Using these Al2O3 con-
tents, mineral proportions are estimated from Fig. 1,
and shown in Fig. 8b. Since effects of Fe2+ on the
garnet–ilmenite and ilmenite–perovskite transitions
are not accurately determined and the abundance of

Fig. 8. Mineral proportions (vol.%) vs. depth in the mantle. (a)
Proportions of minerals along the normal mantle geotherm, and (b)
those along the low-temperature geotherm. Both of the geotherms
are described in the text. Sp: spinel, Gar: garnet, Il: ilmenite, Pv:
perovskite, Mw: magnesiowustite, Ca–pv: calcium perovskite.

Fe2+ component is much smaller than Mg2+, we
assume to ignore the effects of Fe2+. As shown in
Fig. 8b, ilmenite solid solution is stable at depth range
of about 610–740 km and consists of about 35 vol.%
maximum in a pyrolite mantle. Therefore, the miner-
alogy along the low-temperature geotherm would be
quite different from that in the normal mantle in the
vicinity of the boundary between transition zone and
lower mantle.

4.3. Calculation of density and seismic velocity
profiles in the mantle

To illustrate difference in density and seismic ve-
locity profiles associated with the different mineral
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occupancy or H disorder, we created a corresponding
ordered and stoichiometric model in the triple cell (or
supercell) with edges a−b, a+2b, c (Table 1b, Fig. 1),
resulting in space group P3−m1. CuKα1 X-ray powder
patterns calculated for the two models (a) and (b) from
Table 1 were indistinguishable to the eye even for their
very weak reflections, confirming the equivalence of the
two structure models.

2.2. Ab initio computations

The elastic calculation and interpretation scheme was
that described in (Le Page and Saxe, 2002). It was
implemented here with two strain magnitudes of 0.5 and
0.75%. Input data files for VASP (Kresse, 1993; Kresse
and Hafner, 1993, 1994) were generated by Materials
Toolkit (Le Page and Rodgers, 2005) using the following
execution parameters: GGA PAW potentials (Kresse and
Joubert, 1999); electronic convergence at 1×10−7 eV;
convergence for forces 1×10− 4 eV/Å; Davidson-
blocked iterative optimization of the wave functions in
combination with reciprocal space projectors (David-

son, 1983); reciprocal space integration with a Mon-
khorst–Pack scheme (Monkhorst and Pack, 1976); and a
Methfessel–Paxton smearing scheme of order 1 and
width 0.2 eV for energy corrections (Methfessel and
Paxton, 1989). Spin polarization corrections were not
used. The k-mesh grid used for all optimizations was
3×3×5. A maximum of 30 iterations for preliminary
optimization of the undistorted structure and 20
iterations for elastic calculations ensured proper con-
vergence of atom relaxation, calculated energy and
stress. Elastic calculations required about 4 cpu×days
each on 2.8-GHz Intel Xeon PCs running parallel
VASP.4.6.3 under Linux.

Starting from the ordered structural model in Table
1, we first optimized its atom coordinates, retaining its
zero-pressure experimental cell data. The correspond-
ing calculated pressure was −5.45 GPa. This value
constitutes the offset between experimental and
calculated pressures. Such an offset is expected and
is due to slight imperfections in the representation of
the core electron density for calculated ab initio
potentials. This offset is used later in the interpretation

Fig. 1. View down c-axis (left-hand figure) and a-axis (right) of Yang et al. (1997) (YPF) structure results for D phase in space group P3−m1. The YPF
cell unit shown by a black dotted outline with labels o at the origin, a, b and c cell unit. The c vector points towards the viewer in the left-hand figure
and the a vector in the right-hand figure. The blue shaded octahedral represent the SiO6 octrahedra with the blue Si at the center and red oxygens at the
corners. The magnesium atoms (yellow) are also at the center of an octahedral oxygen cage. The hydrogen atoms (white) are the only atoms that are
not octrahedrally co-ordinated, and they are clearly seen to have trigonal threefold distribution around the c-axis (left-hand figure). The view down the
a-axis (right) illustrates the layered structure of the D phase. The solid black lines represent the edges of the triple unit cell (supercell) with as=a−b,
bs=a+2b, cs=c with symmetry P3−m1 used in the present study, as well as corresponding labels as and bs. The red lines at 120° represent the twofold
axes a1, a2 and a3 in the basal plane (left).

285D. Mainprice et al. / Earth and Planetary Science Letters 259 (2007) 283–296



318 M. Akaogi et al. / Physics of the Earth and Planetary Interiors 132 (2002) 303–324

approximately 6mol% Al2O3 (Akaogi and Ito, 1999).
At higher pressure than the post-spinel transition,
the garnet–perovskite equilibria can be modeled in
the binary system shown in Fig. 3. Our experimental
data show that 12mol% Al2O3 majorite garnet yields
6mol% Al2O3 perovskite at 1600 ◦C over an interval
of about 23–26GPa corresponding to 660–710 km
depth (Kubo and Akaogi, 2000). Next, we should
consider effects of calcium and ferrous iron on the
garnet–perovskite transition. We assume that at depths
deeper than 550 km garnet has no calcium component,
it having exsolved as CaSiO3 perovskite. Because
no experimental data are available on the effect of
Fe2+ on the garnet–perovskite transition and Fe2+
component in majorite garnet is only less than 10%
of all the divalent cations (Wood, 2000), we ignore
the effect of Fe2+. On the basis of the earlier discus-
sion, we estimate relative proportions of minerals (in
vol.%) in pyrolite along the normal mantle geotherm.
Fig. 8a shows the mineral proportions versus depth in
pyrolite thereby obtained. Results on phase transition
experiments of pyrolite and peridotite compositions
(Irifune and Ringwood, 1987b; Irifune, 1994; Wood,
2000) are reasonably consistent with the mineral
proportions that we just calculated.
Phase transitions of minerals along the low-tempe-

rature geotherm are also estimated from the phase
transition data in the system Mg2SiO4–Fe2SiO4
(Ito and Takahashi, 1989) and Mg4Si4O12–Mg3Al2-
Si3O12 (this study). The results are shown in Fig. 8b.
Because temperatures along the geotherm are 600
degrees lower than those in typical mantle, spinel dis-
sociation reaction to perovskite plus magnesiowustite
occurs at about 690–700 km depth, by 30–40 km
deeper than that in Fig. 8a. It is clear from the phase
relations in Fig. 1 that garnet solid solution does not
transform directly to perovskite but first transforms to
ilmenite solid solution and further to perovskite solid
solution with increasing depth. As discussed previ-
ously, majorite garnet has about 12mol% Al2O3 in
the transition zone. Ilmenite has also the same Al2O3
content below the pressure of the post-spinel transi-
tion. At the lower mantle pressure, perovskite would
have about 6mol% Al2O3. Using these Al2O3 con-
tents, mineral proportions are estimated from Fig. 1,
and shown in Fig. 8b. Since effects of Fe2+ on the
garnet–ilmenite and ilmenite–perovskite transitions
are not accurately determined and the abundance of

Fig. 8. Mineral proportions (vol.%) vs. depth in the mantle. (a)
Proportions of minerals along the normal mantle geotherm, and (b)
those along the low-temperature geotherm. Both of the geotherms
are described in the text. Sp: spinel, Gar: garnet, Il: ilmenite, Pv:
perovskite, Mw: magnesiowustite, Ca–pv: calcium perovskite.

Fe2+ component is much smaller than Mg2+, we
assume to ignore the effects of Fe2+. As shown in
Fig. 8b, ilmenite solid solution is stable at depth range
of about 610–740 km and consists of about 35 vol.%
maximum in a pyrolite mantle. Therefore, the miner-
alogy along the low-temperature geotherm would be
quite different from that in the normal mantle in the
vicinity of the boundary between transition zone and
lower mantle.

4.3. Calculation of density and seismic velocity
profiles in the mantle

To illustrate difference in density and seismic ve-
locity profiles associated with the different mineral

Some possible causes in lower TZ

•Ringwoodite
•Majorite
•Ca-perovskite

•Metastable olivine
•Bridgmanite in lower mantle

•DHMS: D, shyB
•Akimotoite (ilmenite form)
•Aligned inclusions (melt, other)

Kudoh, Phys Chem Min, 2001;  Yu et al., JGR, 2011;  Mainprice et al., EPSL, 2007;  Akoagi et al., PEPI, 2002
occupancy or H disorder, we created a corresponding
ordered and stoichiometric model in the triple cell (or
supercell) with edges a−b, a+2b, c (Table 1b, Fig. 1),
resulting in space group P3−m1. CuKα1 X-ray powder
patterns calculated for the two models (a) and (b) from
Table 1 were indistinguishable to the eye even for their
very weak reflections, confirming the equivalence of the
two structure models.

2.2. Ab initio computations

The elastic calculation and interpretation scheme was
that described in (Le Page and Saxe, 2002). It was
implemented here with two strain magnitudes of 0.5 and
0.75%. Input data files for VASP (Kresse, 1993; Kresse
and Hafner, 1993, 1994) were generated by Materials
Toolkit (Le Page and Rodgers, 2005) using the following
execution parameters: GGA PAW potentials (Kresse and
Joubert, 1999); electronic convergence at 1×10−7 eV;
convergence for forces 1×10− 4 eV/Å; Davidson-
blocked iterative optimization of the wave functions in
combination with reciprocal space projectors (David-

son, 1983); reciprocal space integration with a Mon-
khorst–Pack scheme (Monkhorst and Pack, 1976); and a
Methfessel–Paxton smearing scheme of order 1 and
width 0.2 eV for energy corrections (Methfessel and
Paxton, 1989). Spin polarization corrections were not
used. The k-mesh grid used for all optimizations was
3×3×5. A maximum of 30 iterations for preliminary
optimization of the undistorted structure and 20
iterations for elastic calculations ensured proper con-
vergence of atom relaxation, calculated energy and
stress. Elastic calculations required about 4 cpu×days
each on 2.8-GHz Intel Xeon PCs running parallel
VASP.4.6.3 under Linux.

Starting from the ordered structural model in Table
1, we first optimized its atom coordinates, retaining its
zero-pressure experimental cell data. The correspond-
ing calculated pressure was −5.45 GPa. This value
constitutes the offset between experimental and
calculated pressures. Such an offset is expected and
is due to slight imperfections in the representation of
the core electron density for calculated ab initio
potentials. This offset is used later in the interpretation

Fig. 1. View down c-axis (left-hand figure) and a-axis (right) of Yang et al. (1997) (YPF) structure results for D phase in space group P3−m1. The YPF
cell unit shown by a black dotted outline with labels o at the origin, a, b and c cell unit. The c vector points towards the viewer in the left-hand figure
and the a vector in the right-hand figure. The blue shaded octahedral represent the SiO6 octrahedra with the blue Si at the center and red oxygens at the
corners. The magnesium atoms (yellow) are also at the center of an octahedral oxygen cage. The hydrogen atoms (white) are the only atoms that are
not octrahedrally co-ordinated, and they are clearly seen to have trigonal threefold distribution around the c-axis (left-hand figure). The view down the
a-axis (right) illustrates the layered structure of the D phase. The solid black lines represent the edges of the triple unit cell (supercell) with as=a−b,
bs=a+2b, cs=c with symmetry P3−m1 used in the present study, as well as corresponding labels as and bs. The red lines at 120° represent the twofold
axes a1, a2 and a3 in the basal plane (left).
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approximately 6mol% Al2O3 (Akaogi and Ito, 1999).
At higher pressure than the post-spinel transition,
the garnet–perovskite equilibria can be modeled in
the binary system shown in Fig. 3. Our experimental
data show that 12mol% Al2O3 majorite garnet yields
6mol% Al2O3 perovskite at 1600 ◦C over an interval
of about 23–26GPa corresponding to 660–710 km
depth (Kubo and Akaogi, 2000). Next, we should
consider effects of calcium and ferrous iron on the
garnet–perovskite transition. We assume that at depths
deeper than 550 km garnet has no calcium component,
it having exsolved as CaSiO3 perovskite. Because
no experimental data are available on the effect of
Fe2+ on the garnet–perovskite transition and Fe2+
component in majorite garnet is only less than 10%
of all the divalent cations (Wood, 2000), we ignore
the effect of Fe2+. On the basis of the earlier discus-
sion, we estimate relative proportions of minerals (in
vol.%) in pyrolite along the normal mantle geotherm.
Fig. 8a shows the mineral proportions versus depth in
pyrolite thereby obtained. Results on phase transition
experiments of pyrolite and peridotite compositions
(Irifune and Ringwood, 1987b; Irifune, 1994; Wood,
2000) are reasonably consistent with the mineral
proportions that we just calculated.
Phase transitions of minerals along the low-tempe-

rature geotherm are also estimated from the phase
transition data in the system Mg2SiO4–Fe2SiO4
(Ito and Takahashi, 1989) and Mg4Si4O12–Mg3Al2-
Si3O12 (this study). The results are shown in Fig. 8b.
Because temperatures along the geotherm are 600
degrees lower than those in typical mantle, spinel dis-
sociation reaction to perovskite plus magnesiowustite
occurs at about 690–700 km depth, by 30–40 km
deeper than that in Fig. 8a. It is clear from the phase
relations in Fig. 1 that garnet solid solution does not
transform directly to perovskite but first transforms to
ilmenite solid solution and further to perovskite solid
solution with increasing depth. As discussed previ-
ously, majorite garnet has about 12mol% Al2O3 in
the transition zone. Ilmenite has also the same Al2O3
content below the pressure of the post-spinel transi-
tion. At the lower mantle pressure, perovskite would
have about 6mol% Al2O3. Using these Al2O3 con-
tents, mineral proportions are estimated from Fig. 1,
and shown in Fig. 8b. Since effects of Fe2+ on the
garnet–ilmenite and ilmenite–perovskite transitions
are not accurately determined and the abundance of

Fig. 8. Mineral proportions (vol.%) vs. depth in the mantle. (a)
Proportions of minerals along the normal mantle geotherm, and (b)
those along the low-temperature geotherm. Both of the geotherms
are described in the text. Sp: spinel, Gar: garnet, Il: ilmenite, Pv:
perovskite, Mw: magnesiowustite, Ca–pv: calcium perovskite.

Fe2+ component is much smaller than Mg2+, we
assume to ignore the effects of Fe2+. As shown in
Fig. 8b, ilmenite solid solution is stable at depth range
of about 610–740 km and consists of about 35 vol.%
maximum in a pyrolite mantle. Therefore, the miner-
alogy along the low-temperature geotherm would be
quite different from that in the normal mantle in the
vicinity of the boundary between transition zone and
lower mantle.

4.3. Calculation of density and seismic velocity
profiles in the mantle

To illustrate difference in density and seismic ve-
locity profiles associated with the different mineral

Some possible causes in lower TZ

•Ringwoodite
•Majorite
•Ca-perovskite

•Metastable olivine
•Bridgmanite in lower mantle

•DHMS: D, shyB
•Akimotoite (ilmenite form)
•Aligned inclusions (melt, other)

Kudoh, Phys Chem Min, 2001;  Yu et al., JGR, 2011;  Mainprice et al., EPSL, 2007;  Akoagi et al., PEPI, 2002
occupancy or H disorder, we created a corresponding
ordered and stoichiometric model in the triple cell (or
supercell) with edges a−b, a+2b, c (Table 1b, Fig. 1),
resulting in space group P3−m1. CuKα1 X-ray powder
patterns calculated for the two models (a) and (b) from
Table 1 were indistinguishable to the eye even for their
very weak reflections, confirming the equivalence of the
two structure models.

2.2. Ab initio computations

The elastic calculation and interpretation scheme was
that described in (Le Page and Saxe, 2002). It was
implemented here with two strain magnitudes of 0.5 and
0.75%. Input data files for VASP (Kresse, 1993; Kresse
and Hafner, 1993, 1994) were generated by Materials
Toolkit (Le Page and Rodgers, 2005) using the following
execution parameters: GGA PAW potentials (Kresse and
Joubert, 1999); electronic convergence at 1×10−7 eV;
convergence for forces 1×10− 4 eV/Å; Davidson-
blocked iterative optimization of the wave functions in
combination with reciprocal space projectors (David-

son, 1983); reciprocal space integration with a Mon-
khorst–Pack scheme (Monkhorst and Pack, 1976); and a
Methfessel–Paxton smearing scheme of order 1 and
width 0.2 eV for energy corrections (Methfessel and
Paxton, 1989). Spin polarization corrections were not
used. The k-mesh grid used for all optimizations was
3×3×5. A maximum of 30 iterations for preliminary
optimization of the undistorted structure and 20
iterations for elastic calculations ensured proper con-
vergence of atom relaxation, calculated energy and
stress. Elastic calculations required about 4 cpu×days
each on 2.8-GHz Intel Xeon PCs running parallel
VASP.4.6.3 under Linux.

Starting from the ordered structural model in Table
1, we first optimized its atom coordinates, retaining its
zero-pressure experimental cell data. The correspond-
ing calculated pressure was −5.45 GPa. This value
constitutes the offset between experimental and
calculated pressures. Such an offset is expected and
is due to slight imperfections in the representation of
the core electron density for calculated ab initio
potentials. This offset is used later in the interpretation

Fig. 1. View down c-axis (left-hand figure) and a-axis (right) of Yang et al. (1997) (YPF) structure results for D phase in space group P3−m1. The YPF
cell unit shown by a black dotted outline with labels o at the origin, a, b and c cell unit. The c vector points towards the viewer in the left-hand figure
and the a vector in the right-hand figure. The blue shaded octahedral represent the SiO6 octrahedra with the blue Si at the center and red oxygens at the
corners. The magnesium atoms (yellow) are also at the center of an octahedral oxygen cage. The hydrogen atoms (white) are the only atoms that are
not octrahedrally co-ordinated, and they are clearly seen to have trigonal threefold distribution around the c-axis (left-hand figure). The view down the
a-axis (right) illustrates the layered structure of the D phase. The solid black lines represent the edges of the triple unit cell (supercell) with as=a−b,
bs=a+2b, cs=c with symmetry P3−m1 used in the present study, as well as corresponding labels as and bs. The red lines at 120° represent the twofold
axes a1, a2 and a3 in the basal plane (left).
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approximately 6mol% Al2O3 (Akaogi and Ito, 1999).
At higher pressure than the post-spinel transition,
the garnet–perovskite equilibria can be modeled in
the binary system shown in Fig. 3. Our experimental
data show that 12mol% Al2O3 majorite garnet yields
6mol% Al2O3 perovskite at 1600 ◦C over an interval
of about 23–26GPa corresponding to 660–710 km
depth (Kubo and Akaogi, 2000). Next, we should
consider effects of calcium and ferrous iron on the
garnet–perovskite transition. We assume that at depths
deeper than 550 km garnet has no calcium component,
it having exsolved as CaSiO3 perovskite. Because
no experimental data are available on the effect of
Fe2+ on the garnet–perovskite transition and Fe2+
component in majorite garnet is only less than 10%
of all the divalent cations (Wood, 2000), we ignore
the effect of Fe2+. On the basis of the earlier discus-
sion, we estimate relative proportions of minerals (in
vol.%) in pyrolite along the normal mantle geotherm.
Fig. 8a shows the mineral proportions versus depth in
pyrolite thereby obtained. Results on phase transition
experiments of pyrolite and peridotite compositions
(Irifune and Ringwood, 1987b; Irifune, 1994; Wood,
2000) are reasonably consistent with the mineral
proportions that we just calculated.
Phase transitions of minerals along the low-tempe-

rature geotherm are also estimated from the phase
transition data in the system Mg2SiO4–Fe2SiO4
(Ito and Takahashi, 1989) and Mg4Si4O12–Mg3Al2-
Si3O12 (this study). The results are shown in Fig. 8b.
Because temperatures along the geotherm are 600
degrees lower than those in typical mantle, spinel dis-
sociation reaction to perovskite plus magnesiowustite
occurs at about 690–700 km depth, by 30–40 km
deeper than that in Fig. 8a. It is clear from the phase
relations in Fig. 1 that garnet solid solution does not
transform directly to perovskite but first transforms to
ilmenite solid solution and further to perovskite solid
solution with increasing depth. As discussed previ-
ously, majorite garnet has about 12mol% Al2O3 in
the transition zone. Ilmenite has also the same Al2O3
content below the pressure of the post-spinel transi-
tion. At the lower mantle pressure, perovskite would
have about 6mol% Al2O3. Using these Al2O3 con-
tents, mineral proportions are estimated from Fig. 1,
and shown in Fig. 8b. Since effects of Fe2+ on the
garnet–ilmenite and ilmenite–perovskite transitions
are not accurately determined and the abundance of

Fig. 8. Mineral proportions (vol.%) vs. depth in the mantle. (a)
Proportions of minerals along the normal mantle geotherm, and (b)
those along the low-temperature geotherm. Both of the geotherms
are described in the text. Sp: spinel, Gar: garnet, Il: ilmenite, Pv:
perovskite, Mw: magnesiowustite, Ca–pv: calcium perovskite.

Fe2+ component is much smaller than Mg2+, we
assume to ignore the effects of Fe2+. As shown in
Fig. 8b, ilmenite solid solution is stable at depth range
of about 610–740 km and consists of about 35 vol.%
maximum in a pyrolite mantle. Therefore, the miner-
alogy along the low-temperature geotherm would be
quite different from that in the normal mantle in the
vicinity of the boundary between transition zone and
lower mantle.

4.3. Calculation of density and seismic velocity
profiles in the mantle

To illustrate difference in density and seismic ve-
locity profiles associated with the different mineral

Some possible causes in lower TZ

•Ringwoodite
•Majorite
•Ca-perovskite

•Metastable olivine
•Bridgmanite in lower mantle

•DHMS: D, shyB
•Akimotoite (ilmenite form)
•Aligned inclusions (melt, other)

Kudoh, Phys Chem Min, 2001;  Yu et al., JGR, 2011;  Mainprice et al., EPSL, 2007;  Akoagi et al., PEPI, 2002
occupancy or H disorder, we created a corresponding
ordered and stoichiometric model in the triple cell (or
supercell) with edges a−b, a+2b, c (Table 1b, Fig. 1),
resulting in space group P3−m1. CuKα1 X-ray powder
patterns calculated for the two models (a) and (b) from
Table 1 were indistinguishable to the eye even for their
very weak reflections, confirming the equivalence of the
two structure models.

2.2. Ab initio computations

The elastic calculation and interpretation scheme was
that described in (Le Page and Saxe, 2002). It was
implemented here with two strain magnitudes of 0.5 and
0.75%. Input data files for VASP (Kresse, 1993; Kresse
and Hafner, 1993, 1994) were generated by Materials
Toolkit (Le Page and Rodgers, 2005) using the following
execution parameters: GGA PAW potentials (Kresse and
Joubert, 1999); electronic convergence at 1×10−7 eV;
convergence for forces 1×10− 4 eV/Å; Davidson-
blocked iterative optimization of the wave functions in
combination with reciprocal space projectors (David-

son, 1983); reciprocal space integration with a Mon-
khorst–Pack scheme (Monkhorst and Pack, 1976); and a
Methfessel–Paxton smearing scheme of order 1 and
width 0.2 eV for energy corrections (Methfessel and
Paxton, 1989). Spin polarization corrections were not
used. The k-mesh grid used for all optimizations was
3×3×5. A maximum of 30 iterations for preliminary
optimization of the undistorted structure and 20
iterations for elastic calculations ensured proper con-
vergence of atom relaxation, calculated energy and
stress. Elastic calculations required about 4 cpu×days
each on 2.8-GHz Intel Xeon PCs running parallel
VASP.4.6.3 under Linux.

Starting from the ordered structural model in Table
1, we first optimized its atom coordinates, retaining its
zero-pressure experimental cell data. The correspond-
ing calculated pressure was −5.45 GPa. This value
constitutes the offset between experimental and
calculated pressures. Such an offset is expected and
is due to slight imperfections in the representation of
the core electron density for calculated ab initio
potentials. This offset is used later in the interpretation

Fig. 1. View down c-axis (left-hand figure) and a-axis (right) of Yang et al. (1997) (YPF) structure results for D phase in space group P3−m1. The YPF
cell unit shown by a black dotted outline with labels o at the origin, a, b and c cell unit. The c vector points towards the viewer in the left-hand figure
and the a vector in the right-hand figure. The blue shaded octahedral represent the SiO6 octrahedra with the blue Si at the center and red oxygens at the
corners. The magnesium atoms (yellow) are also at the center of an octahedral oxygen cage. The hydrogen atoms (white) are the only atoms that are
not octrahedrally co-ordinated, and they are clearly seen to have trigonal threefold distribution around the c-axis (left-hand figure). The view down the
a-axis (right) illustrates the layered structure of the D phase. The solid black lines represent the edges of the triple unit cell (supercell) with as=a−b,
bs=a+2b, cs=c with symmetry P3−m1 used in the present study, as well as corresponding labels as and bs. The red lines at 120° represent the twofold
axes a1, a2 and a3 in the basal plane (left).
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approximately 6mol% Al2O3 (Akaogi and Ito, 1999).
At higher pressure than the post-spinel transition,
the garnet–perovskite equilibria can be modeled in
the binary system shown in Fig. 3. Our experimental
data show that 12mol% Al2O3 majorite garnet yields
6mol% Al2O3 perovskite at 1600 ◦C over an interval
of about 23–26GPa corresponding to 660–710 km
depth (Kubo and Akaogi, 2000). Next, we should
consider effects of calcium and ferrous iron on the
garnet–perovskite transition. We assume that at depths
deeper than 550 km garnet has no calcium component,
it having exsolved as CaSiO3 perovskite. Because
no experimental data are available on the effect of
Fe2+ on the garnet–perovskite transition and Fe2+
component in majorite garnet is only less than 10%
of all the divalent cations (Wood, 2000), we ignore
the effect of Fe2+. On the basis of the earlier discus-
sion, we estimate relative proportions of minerals (in
vol.%) in pyrolite along the normal mantle geotherm.
Fig. 8a shows the mineral proportions versus depth in
pyrolite thereby obtained. Results on phase transition
experiments of pyrolite and peridotite compositions
(Irifune and Ringwood, 1987b; Irifune, 1994; Wood,
2000) are reasonably consistent with the mineral
proportions that we just calculated.
Phase transitions of minerals along the low-tempe-

rature geotherm are also estimated from the phase
transition data in the system Mg2SiO4–Fe2SiO4
(Ito and Takahashi, 1989) and Mg4Si4O12–Mg3Al2-
Si3O12 (this study). The results are shown in Fig. 8b.
Because temperatures along the geotherm are 600
degrees lower than those in typical mantle, spinel dis-
sociation reaction to perovskite plus magnesiowustite
occurs at about 690–700 km depth, by 30–40 km
deeper than that in Fig. 8a. It is clear from the phase
relations in Fig. 1 that garnet solid solution does not
transform directly to perovskite but first transforms to
ilmenite solid solution and further to perovskite solid
solution with increasing depth. As discussed previ-
ously, majorite garnet has about 12mol% Al2O3 in
the transition zone. Ilmenite has also the same Al2O3
content below the pressure of the post-spinel transi-
tion. At the lower mantle pressure, perovskite would
have about 6mol% Al2O3. Using these Al2O3 con-
tents, mineral proportions are estimated from Fig. 1,
and shown in Fig. 8b. Since effects of Fe2+ on the
garnet–ilmenite and ilmenite–perovskite transitions
are not accurately determined and the abundance of

Fig. 8. Mineral proportions (vol.%) vs. depth in the mantle. (a)
Proportions of minerals along the normal mantle geotherm, and (b)
those along the low-temperature geotherm. Both of the geotherms
are described in the text. Sp: spinel, Gar: garnet, Il: ilmenite, Pv:
perovskite, Mw: magnesiowustite, Ca–pv: calcium perovskite.

Fe2+ component is much smaller than Mg2+, we
assume to ignore the effects of Fe2+. As shown in
Fig. 8b, ilmenite solid solution is stable at depth range
of about 610–740 km and consists of about 35 vol.%
maximum in a pyrolite mantle. Therefore, the miner-
alogy along the low-temperature geotherm would be
quite different from that in the normal mantle in the
vicinity of the boundary between transition zone and
lower mantle.

4.3. Calculation of density and seismic velocity
profiles in the mantle

To illustrate difference in density and seismic ve-
locity profiles associated with the different mineral

Some possible causes in lower TZ

•Ringwoodite
•Majorite
•Ca-perovskite

•Metastable olivine
•Bridgmanite in lower mantle

•DHMS: D, shyB
•Akimotoite (ilmenite form)
•Aligned inclusions (melt, other)
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occupancy or H disorder, we created a corresponding
ordered and stoichiometric model in the triple cell (or
supercell) with edges a−b, a+2b, c (Table 1b, Fig. 1),
resulting in space group P3−m1. CuKα1 X-ray powder
patterns calculated for the two models (a) and (b) from
Table 1 were indistinguishable to the eye even for their
very weak reflections, confirming the equivalence of the
two structure models.

2.2. Ab initio computations

The elastic calculation and interpretation scheme was
that described in (Le Page and Saxe, 2002). It was
implemented here with two strain magnitudes of 0.5 and
0.75%. Input data files for VASP (Kresse, 1993; Kresse
and Hafner, 1993, 1994) were generated by Materials
Toolkit (Le Page and Rodgers, 2005) using the following
execution parameters: GGA PAW potentials (Kresse and
Joubert, 1999); electronic convergence at 1×10−7 eV;
convergence for forces 1×10− 4 eV/Å; Davidson-
blocked iterative optimization of the wave functions in
combination with reciprocal space projectors (David-

son, 1983); reciprocal space integration with a Mon-
khorst–Pack scheme (Monkhorst and Pack, 1976); and a
Methfessel–Paxton smearing scheme of order 1 and
width 0.2 eV for energy corrections (Methfessel and
Paxton, 1989). Spin polarization corrections were not
used. The k-mesh grid used for all optimizations was
3×3×5. A maximum of 30 iterations for preliminary
optimization of the undistorted structure and 20
iterations for elastic calculations ensured proper con-
vergence of atom relaxation, calculated energy and
stress. Elastic calculations required about 4 cpu×days
each on 2.8-GHz Intel Xeon PCs running parallel
VASP.4.6.3 under Linux.

Starting from the ordered structural model in Table
1, we first optimized its atom coordinates, retaining its
zero-pressure experimental cell data. The correspond-
ing calculated pressure was −5.45 GPa. This value
constitutes the offset between experimental and
calculated pressures. Such an offset is expected and
is due to slight imperfections in the representation of
the core electron density for calculated ab initio
potentials. This offset is used later in the interpretation

Fig. 1. View down c-axis (left-hand figure) and a-axis (right) of Yang et al. (1997) (YPF) structure results for D phase in space group P3−m1. The YPF
cell unit shown by a black dotted outline with labels o at the origin, a, b and c cell unit. The c vector points towards the viewer in the left-hand figure
and the a vector in the right-hand figure. The blue shaded octahedral represent the SiO6 octrahedra with the blue Si at the center and red oxygens at the
corners. The magnesium atoms (yellow) are also at the center of an octahedral oxygen cage. The hydrogen atoms (white) are the only atoms that are
not octrahedrally co-ordinated, and they are clearly seen to have trigonal threefold distribution around the c-axis (left-hand figure). The view down the
a-axis (right) illustrates the layered structure of the D phase. The solid black lines represent the edges of the triple unit cell (supercell) with as=a−b,
bs=a+2b, cs=c with symmetry P3−m1 used in the present study, as well as corresponding labels as and bs. The red lines at 120° represent the twofold
axes a1, a2 and a3 in the basal plane (left).
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Test causes of anisotropy: Inversions

Shiraishi, Nature, 2008;  Li et al., PEPI, 2009;  Rosa et al., EPSL, 2013;  Mainprice et al., EPSL, 2008

•‘transverse isotropy’
•akimotoite (flattened)
•phase D (flattened)
•bridgmanite (sheared γ = 1,2)

Elastic constants for:
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Reference frame

The global mean dt is ð1:060:4Þ s (1 s.d.), similar to that observed in SKS splitting studies of the UM. At
650 km deep, a layer 100 km thick requires shear wave anisotropy of approximately 6%; a 50 km layer
requires 11% anisotropy; and equivalently a 200 km layer requires 3%.
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Figure 3. Source-side shear wave splitting results for earthquakes beneath (a) South America, (b) New Britain, (c) Tonga, (d) Sumatra and
Philippines, (e) Kuril and Aleutians, and (f) Izu-Bonin and Japan. The orientation of the bars shows the orientation of the fast shear wave
projected to the source, /00 , and the length of the bars is proportional to the delay time, dt, as shown in the legend. Colored circles show
the depth of the earthquake as indicated in the legend, and gray arrows show the convergence rate given by NUVEL-1A [DeMets et al.,
1994] at selected points along the subduction interfaces. Thick black lines show line of sections in Figure 4.
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Figure 15: All source-side shear wave splitting results in the slab frame. (a) Explanation
of the lower hemisphere figure in b. (b) Equal-area lower hemisphere projection of shear
wave splitting results of all events in the slab frame (see text). Each region is colour
coded, as shown in the legend. Some data points for Tonga leave the slab region at a few
degrees more than 90� to the slab normal, and have been plotted on the edge of the lower
hemisphere.
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looking from above. The new fast orientations are therefore not necessarily173
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orientations on an equal-area lower-hemisphere projection (Figure 15). It is175

notable when doing so that only one or two ray paths from the event to the176

receiver travel in the region above the slab for the entire dataset: instead,177

most leave the slab in the back-arc direction. This means that in this study178

we have no sensitivity to anisotropy above the slab. This is a result simply179

of the location of deep subduction zones and our receivers.180

It is di�cult to qualitatively assess whether there is any consistent pattern181
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we consider some first-order anisotropic cases which may fit the data and183
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Thermal parameter

absolute velocities, so this itself will
not affect the results. The anisot-
ropy of olivine does change with
pressure and temperature, how-
ever, and hence we do not take
this in to account—however, there
are no elasticity data for olivine
when metastable nor natural sam-
ples of textured olivine-rich rocks
at these conditions, so we believe it
is an acceptable compromise.

We show the comparison between
U and inverted layer thickness for
the metastable olivine case in Fig-
ure 16. There is no significant posi-
tive correlation between the two,
and hence with these data we can
also rule out this case.

4.5. The Cause of Deep Earthquakes
Significant debate has centered around the underlying cause of earthquakes in the transition zone for
many years, with suggestions chiefly focusing on the possibility of metastable olivine [Kirby et al., 1996],
as well as melting [Griggs and Handin, 1960], dehydration of hydrous phases in fault zones [Meade and
Jeanloz, 1991], and inherent weakness in hydrous phases [Raleigh and Paterson, 1965]. (Mechanisms are
reviewed by Kirby et al. [1996].) If our observations of seismic anisotropy in the slab region can be
ascribed to material within the slab itself, then this potentially sheds light onto the mechanism of deep
seismicity.

Because we find no evidence that there is a change in the amount of anisotropy within or beneath the
slab with depth, our results do not support the idea that reactions in metastable olivine are the cause of
earthquakes. However, this assumes that metastable olivine rocks in slabs retain texture; it is possible that
olivine is present, but simply does not contribute to seismic anisotropy. On the basis of recent studies
suggesting that if olivine is metastable at all in the TZ, it must be dry [Du Frane et al., 2013], and in any
case very little should exist [Mosenfelder et al., 2001], we believe that our observations could not of
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Figure 15. Thermal parameter, U, against the range of dt for each deep subduction
region. Circles show mean values, colored bars indicate one standard deviation, whilst
the extreme values are shown by the thin black bars.

Figure 16. The layer thickness of an olivine aggregate required to best fit shear wave splitting observations for the deepest slab regions,
against the thermal parameter, U.
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Hydrous silicates (alphabet soup)

Nishi et al., Nature Geosci., 2014
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Figure 3 | Selected X-ray di�raction patterns of in situ observations
(M1372). PhH, phase H; St, stishovite; Br, brucite; Pe, periclase; D, phase D;
*, characteristic lines of Au, gold (67.0 and 68.9 keV) and La, lanthanum
(33.0, 33.4 and 37.8 keV). Di�ractions from the (Mg,Cr)O pressure
medium (Pe, periclase) and capsule (Gr, graphite) overlap with those from
the sample.

orthorhombic phase. Nevertheless, the observed cell parameters
are close to those of the theoretically predicted cell parameters
(space group P2/m with a=4.534 Å, b=4.068 Å, c=2.691 Å and
� = 91.43� at 40GPa), which implies that the present phase H
and the theoretically predicted DHMS have very similar crystal
structures and stability fields.

Figure 4 illustrates the hydrous phases that are expected to
be major inventories of water in subducting slabs based on the
phase relations in a pyrolite + a small amount of H2O system
(for example, 2 wt%; refs 7,8) combined with the results of the
present study (Supplementary Notes). Phase H in this composition
is formed by the reaction of phase D and periclase, which is assumed
to occur at the same pressure as the reaction of phase D and brucite
(D+Br$H), although this boundary could be shifted towards
higher pressures defined by the reaction from phase D to phase H
plus stishovite (D$H+St).

Recent high-resolution seismic tomography imaging suggests
that some of the subducting slabs penetrate directly into the deep
lower mantle 18, in which the temperatures may be around or less
than 1,000 �C (ref. 19) at depths of the upper parts of the lower
mantle. Thus, water can be retained as superhydrous phase B and
phase D in descending cold slabs at depths of 660–1,000 km in the
uppermost lower mantle. Phase H should replace these phases and
play amajor role in the transportation of water deeper into the lower
mantle to depths of at least 1,250 km (>50GPa).

Theoretical calculations predicted that the new phase closely
related to the present phase H would dissociate to MgSiO3

perovskite plus an H2O phase ice X at ⇠52 GP (ref. 16). However,
in the actual multicomponent systems of the mantle, phase H is
expected to form solid solutions with �-AlOOH by the substitutions
of Mg2+ +Si4+ $2Al3+. In fact, we confirmed that phase H can
accommodate at least up to ⇠70% of the AlOOH component at
50GPa (Supplementary Fig. 3). It has been found that �-AlOOH is
stable over the entire range of conditions of the lower mantle 20,21

and is predicted to remain stable up to about 170GPa, where it
transforms to a pyrite-type structure 22. Thus, the stability field
of phase H should substantially expand towards higher pressure

Figure 4 | Stability fields of major hydrous phases in the subducted slabs
in a pyrolite +⇠2 wt% H2O system. Those of �-AlOOH (ref. 20) and
aluminous phase H (H) are shown by a green dashed line and light blue
region, respectively, for comparison. Coloured areas represent the regions
where water is retained in the high-pressure phases. Typical temperatures
in cold slabs 19 in the mantle geotherm27 are shown by thick solid curves.
Atg, antigorite; A, phase A; Wd, wadsleyite; Rw, ringwoodite; sB,
superhydrous phase B; D, phase D.

and temperature by the dissolution of the �-AlOOH component
(Fig. 4). Aluminous phase H was actually confirmed to be stable at
40GPa and 1,080 �C (Supplementary Table 2), where alumina-free
phase H dissociates to perovskite + fluid (Fig. 2b). Moreover, we
observed that alumina is strongly partitioned into phase H relative
to coexistingMgSiO3 perovskite and phase D (Supplementary Table
2), which indicates that phase H should have high aluminium
contents in hydrous peridotitic compositions in the deep lower
mantle and be stabilized at the expense of phase D and magnesium
silicate perovskite. Therefore, we suggest that phase H is the
dominant DHMS in descending slabs at pressures far higher than
50GPa and at temperatures substantially higher than 1,000 �C.
Thus, phase H can deliver significant amounts of water to deeper
regions of the lower mantle and probably to the core–mantle
boundary. The deep-seated phase H should eventually release
free water when the slabs warm up at the bottom region of the
mantle, which has some important implications for the formation
and dynamics of ultralow-velocity regions 23 and large low-shear-
velocity provinces 24 observed in this region, as the presence of free
water is known to substantially decrease the melting temperatures
of mantle minerals and rocks.

Methods
Quench experiments were conducted using a 1,500-ton multi-anvil apparatus
(MADONNA-II) at Ehime University (Supplementary Table 1). We used sintered
diamond anvils with a truncated edge length of 1.5mm as the second-stage
anvils. The sample assemblies are shown in Supplementary Fig. 4. Pressure was
calibrated at room temperature on the basis of the phase transitions in ZnS, GaP,
Zr and Fe2O3 (ref. 25). The samples were compressed to target pressures at room
temperature. Then the temperature was increased to 920–1,250 �C and held for
0.5–9 h. Although the ideal composition of phase D is reported as MgSi2H2O6, a
phase with such a composition has never been synthesized because of the partial
substitution of Si4+ by H+. We used composition (A), which is close to the
composition of the phase D actually synthesized and used in an earlier study to
evaluate its stability field 10.

In situ X-ray di�raction measurements were perfumed using a multi-anvil
apparatus (SPEED-Mk.II) at BL04B1, SPring-8. We used the starting material of
only composition (B) to evaluate the stability field of phase H. A small amount
of gold powder was used to determine the pressure and was mixed with the
starting material. Pressure was calculated from the unit-cell volume of gold 26.
Graphite was used as the capsule for the X-ray beam paths. Other parts of the
sample assembly and the second-stage anvils were the same as those used in
the quench experiments. A white X-ray beam from synchrotron radiation was
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4. Discussion

The ringwoodite-rim growth rates at 18 GPa and 700 and 900 !C
for olivine with 75 ppmw H2O are similar to those of olivine with
300 ppmw D2O (Diedrich et al., 2009). The rim thickness data from
these two studies overlap within error (Fig. 4A and 4B). Rim thick-
nesses grew at nearly linear rates at 900 !C, where the longest
experiment (26 h) suggests only a slight decrease in growth rate
(Figs. 5B). This result is similar to the slight downward curvature
of rim thickness data for olivine with 300 ppmw D2O at 900 and
1100 !C (Diedrich et al., 2009). The ringwoodite-rim growth rates
for olivine with !75 ppmw H2O at 18 GPa and 1100 !C were not
constant over the durations examined in this study. The initial
growth rate we fit from 2, 5, and 10 min runs using olivine with
!75 ppmw H2O was similar in magnitude to the nearly constant,
overall growth rate measured in olivine with!300 ppmwD2O over
(Diedrich et al., 2009). However, for olivine with !75 ppmw H2O,

the growth rate decreased substantially after the rim grew to
!40 lm thick in 5 min (Fig. 5C). We can estimate H2O concentra-
tion of the growth rim using measurements of the olivine core with
the approximate partition coefficient of 3.4 for D2O in ringwoodite
to olivine (Diedrich et al., 2009). Ringwoodite rims with !400–
600 ppmw D2O (Figs. 9 and 12 in Diedrich et al. (2009)) do not
show the significant decrease in the growth rate, but those with
!140–240 ppmw (=3.4 " 42 to 3.4 " 72 ppmw H2O in Run BB550
and 588) exhibit substantial decrease in growth rate with time
(Fig. 6). Therefore the threshold amount of hydrogen necessary
to sufficiently weaken the ringwoodite growth rim is likely in be-
tween these values. This compares favorably with previous mea-
surements of growth rates for Fe-bearing wadsleyite with 200–
500 ppmw H2O that decreased with time at temperatures
P1030 !C (Kubo et al., 1998a,b).

The Hosoya et al. (2005) model predicts growth rates for olivine
with 75 ppmwH2O and 300 ppmwH2O that are significantly lower
than those measured in this study and in Diedrich et al. (2009)
(Fig. 6). Experimental differences may account for some of these
discrepancies. Elastic strain energy associated with olivine-wads-
leyite transformation (#6% volume change) is less than for oliv-
ine-ringwoodite transformation (#8% volume change). The
olivine grain sizes (425–500 lm) and Fe content (Fo91) of samples
in this study better resemble those observed in mantle xenoliths
(e.g. Frey and Prinz, 1978; Armienti and Tarquini, 2002) than sam-
ples studied by Hosoya et al. (2005) (Fo100, 5–7 lm). The effects of
elastic strain energy are likely to be less for smaller grain sizes due
to higher surface area to volume ratio. Additionally the elastic
strain energy effects may be influenced somewhat by the different
experimental assemblies used. The role of Fe on olivine transfor-
mation has not been studied, but Fe content affects the mecha-
nisms for hydrogen incorporation (Mosenfelder et al., 2006; Zhao
et al., 2004).

The similarity in ringwoodite growth rates measured in olivine
with either 75 ppmw H2O or 300 ppmw D2O suggests that the
rates do not depend strongly on H2O contents between 75–
300 ppmw (assuming that hydrogen and deuterium have the same
or similar effects). If true, the observed power-law dependence of
wadsleyite growth rates on H2O contents P660 ppmw (Hosoya
et al., 2005) may not extrapolate accurately to H2O contents
<300 ppmw. The mechanism of hydrogen-aided diffusion is likely
to be sensitive to H2O content, and may therefore be the dominant
mechanism of growth rate enhancement for P660 ppmw H2O
(Hosoya et al., 2005). Alternatively, a hydrolytic weakening mech-
anism would be insensitive to H2O contents, if there is a threshold
H2O concentration that sufficiently weakens ringwoodite rims to
allow growth-rim deformation to keep pace with the volume
change associated with transformation. The exact mechanism of
hydrolytic weakening and its dependence on H2O contents are
not well constrained for ringwoodite, but in this case the growth
rim only needs to be weakened enough to prevent buildup of sig-
nificant stress at the growth interface. Therefore, the hydrolytic
weakening mechanism better explains ringwoodite-rim growth
rates that are significantly higher than nominally anhydrous oliv-
ine, but insensitive to H2O concentration in 75–300 ppmw range.

We propose that during olivine transformation, hydrogen parti-
tions into growth rims, allowing them to deform. Rim deformation
can proceed as long as the H2O concentration of the rim remains
above a threshold level. The amount of H2O between 75–
300 ppmw does not seem to alter the initial growth rate, but in-
stead determines how long the growth rate will remain high, con-
stant, and unimpeded by the build-up of elastic strain energy.
Based on our experiments at 18 GPa and 900 !C, a bulk hydrogen
content of 75 ppmw H2O seems to satisfy this requirement for
nearly complete transformation. Our experiments at 18 GPa,
1100 !C were closer to the olivine-ringwoodite phase boundary,

Fig. 6. Normalized growth rate, where _x0 = _x/[T(1 # exp (#DGrxn/RT)] as a function
of reciprocal temperature on an Arrhenius plot. Growth rates for t = 0 shown for
nominally anhydrous olivine fit using our newly proposed method – green triangles
and solid green line (this study); and those fit using the previous method – open
triangle (Diedrich et al., 2009) – short-dashed grey line (Mosenfelder et al., 2001).
Growth rates shown for olivine with 75 ppmw H2O – blue diamonds and solid blue
line (this study), and for olivine with 300 ppmw D2O – grey diamonds and long-
dashed grey line (Diedrich et al., 2009). Growth rates calculated from Hosoya et al.
(2005) shown for olivine with various H2O contents – dotted grey lines. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

Table 4
Growth rate fitting results.

Fitting equation _x (m/s)
700 !C

_x (m/s)
900 !C

_x (m/s)
1100 !C¥

DH (kJ/
mol)

mx+b (uw) 2.5(1.6)E-
11

1.0(0.1)E-
09

8.9(3.0)E-
08

226(37)

mx (uw) 4.1(0.7)E-
11

1.3(0.1)E-
09

9.5(1.5)E-
08

214(36)

mx+b (w) 2.9(1.4)E-
11

1.4(0.2)E-
09

1.0(0.3)E-
07

227(32)

mx (w) 4.3(0.7)E-
11

2.3(0.3)E-
09

7.3(1.8)E-
08

207(14)

mx, method 2
(uw)

3.4E-11* 1.2(0.1)E-
09

5.4E-08* 205(26)

mx, method 1
(uw)

5.5E-11* 2.4(0.2)E-
09

9.6E-08* 209(21)

uw denotes unweighted fit, w denotes weighted fit.
DH calculated assuming that DVa = 0.
* Some errors n/a because <3 points were used in fit.
¥ For 1100 !C, data > 10 min was excluded from fits.

8 W.L. Du Frane et al. / Physics of the Earth and Planetary Interiors 219 (2013) 1–10
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associated with LVLs (Tsuji et al., 2008; Zhang et al., 2004) (Fig. 13B) ex-
tending down to 40–150 km depth, after which the velocity anomalies
are recovered. This is consistent with oceanic crust dehydration reac-
tions occurring at depths b300 km as inferred from laboratory experi-
ments (Fig. 2A).

On the other hand, there is less but somewhat increasing evidence
supporting a serpentinized lithospheric mantle at depth. Double-
difference seismic tomographies of the slab subducting beneath NE
Japan, Middle America and northern Chile indicate that at intermediate-
depths the sub-Moho mantle between the upper and lower planes of
seismicity is characterized by reduced seismic velocities and high
Vp/Vs ratios possibly produced by 10–20% serpentinization or free
fluids (Dorbath et al., 2008; Nakajima et al., 2011; Syracuse et al.,
2008; Zhang et al., 2004). The velocity structures of intraslab earth-
quakes in NE Japan suggest that the oceanic mantle is heterogeneously
hydrated, with elongate low-velocity and high Vp/Vs areas where large
intraslab earthquakes and aftershocks align forming trenchward and
seaward 60°-dipping planes from the slab surface (Nakajima et al.,
2011) (Fig. 13B). These observations are taken as evidence of reactiva-
tion of hydrated bending-related normal faults. Such heterogeneously
serpentinized, low-velocity mantle has been invoked to explain body
wave dispersion patterns in NE Japan (Garth and Rietbrock, 2013).
Analogously, high-frequency (0.3 Hz) late arrivals with anomalously
long coda from deep events in Tonga have been interpreted with
serpentinized fault zone structures extending at depths N600 km, pro-
viding evidence for deep subduction of water in this region (Savage,
2013). In New Zealand, high-frequency precursors in slab-guided
waves from deep earthquakes may require a thin, high-velocity layer
embedded in a relatively slow surrounding mantle down to 600 km in
the Pacific slab (van der Hilst and Snieder, 1996). Rosa et al. (2012)
interpreted the velocity reduction and positive radial anisotropy ob-
served in a slab fragment lying in the transition zone at Tonga with
the CPO of DHMS phases.

The preferred orientation of hydrated faults subducted below the
forearc might induce seismic anisotropy (Faccenda et al., 2008). The an-
isotropy originates from the large-scale vertical layering consisting of
dry and hydrated crust–mantle sections (SPO)whose spacing is several
time smaller than teleseismic wavelengths and from the deformation-
induced CPO of highly anisotropic hydrous minerals (i.e., serpentine,
talc, chlorite; Fig. 5B) formed along bending-related fault zones
(Fig. 14A). The upper portion of the slab would be then characterized
by transverse isotropy with a slow, sub-horizontal symmetry axis ori-
ented normal to the sub-vertical faults, yielding fault-parallel polariza-
tion of the fast shear wave component (Fig. 14B). Alternatively, a
small volume fraction (~5%) of vertically oriented, fault-parallel and
water-filled cracks with high aspect ratio in a 10 km thick dehydrating
layer could be sufficient to explain the observed SKS time delays
(Faccenda et al., 2008; Healy et al., 2009) (Fig. 14C). As an example,
the recent study of Miller (2013) confirmed that indeed the bending-
related fabric significantly affect P-wave anisotropy at the MAT outer-
rise, shifting 45° the trench-normal fast direction due to the spreading
fabric. So far, few studies have attempted to distinguish between differ-
ent source layers of anisotropy below the forearc and contrasting seis-
mological evidence has been reported regarding the slab anisotropy at
depths due to the technical difficulties to isolate the contribution of
such layer. For example, Eberhart-Phillips and Reyners (2009), Wang
and Zhao (2013) and Yu and Wang (2013) found significant trench-
parallel anisotropy in the upper portion of the Pacific slab subducting
beneath the northern island of New Zealand and Japan/Izu–Bonin
trenches down to 120–180 kmdepth, afterwhich it reduces or becomes
trench-normal. Suchdepth-dependent anisotropy pattern cannot be ex-
plained with the fossil spreading fabric (unless by invoking dramatic
plate reorganizations) or with B-type olivine fabric potentially acquired
during bending-related deformation (that, in any case, would be too
small to overprint the fossil LPO), but it requires a mechanism related
to a change of elastic properties with depth, such as, for example, that

caused by slab dehydration. Huang et al. (2011) found a modest contri-
bution to the splitting from the shallow portion of the Pacific slab be-
neath NE Japan, with frequency-dependent delay times of few tents of
seconds that might indicate contribution from a vertically layered

A)

B)

C)

Fig. 14. Seismic anisotropy in the slab. A) Models of potential components of seismic an-
isotropy in the upper portion of the slab below the forearc. Anisotropy may be generated
by thin layering of dry (blue) and hydrated or fluid-filled (green) slab portions, and by
the CPO of strongly anisotropic hydrousminerals along sub-vertical hydrated faults. Calcu-
lated Vs anisotropywith the differential effectivemedium (DEM)model (Section 2.3) for a
30° dipping plates with about 5% trench-normal anisotropy as a function of the volume
fraction of trench-parallel and antigorite filled (B) or water filled (C) fractures, and their
aspect ratio. Low aspect ratio water filled cracks induced strong Vs anisotropy when com-
pared to spheroidal pores.
From Faccenda et al. (2008).
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4. Interpretation and Implications

In order to interpret the results, it is important to consider the location and mechanism of anisotropy
around these deep slabs. Therefore, we consider the results in a number of different reference frames:

1. The source frame (considering /00);

2. The global frame (considering /0); and

3. The slab frame.

The first two have been previously described. In the slab frame, fast orientations are related to the approxi-
mate plane which describes the slab in the transition zone, based on seismicity in the slab [Hayes et al.,
2012]. To do this, we use the event locations and ray takeoff angles calculated at 660 km depth in the
AK135 model [Kennett et al., 1995] to rotate the fast orientations such that the new vertical direction is par-
allel to the slab updip direction, and the ray’s azimuth is measured clockwise from the slab strike, where the
strike is 90! anticlockwise from the downdip direction when looking from above. The new fast orientations
are therefore not necessarily intuitively related to those in the source or global frame. We plot these
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Figure 5. Amount of splitting, dt, versus depth for all events, shown by region. Error bars show 2r uncertainty in the splitting
measurement.
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deflection of the 660-km discontinuity11 and the resolving power
of our model, which is confirmed in another recent waveform
tomography study22. On the one hand, the upwelling plume
favours stagnation in the transition zone of the overlying slab
segment (Fig. 4c,d) and increases trench retreat at the opposite
side of the subduction system23 (Supplementary Fig. 7c). It is
worth noting that slab stagnation is found also in models where
the plume is upwelling beneath the centre of the plate. On the

other hand, the entrainment of the Hikurangi plateau arrests
trench motion and decreases the rate of subduction on the
Kermadec slab23–25, while promoting fast (up to 49 cm per year)
trench retreat on the Tonga slab (Figs 4b,d and 5; Supplementary
Fig. 7 for the trench position with time). The fast trench rollback,
in turn, increases the subduction velocity and the tendency of the
slab to stagnate in the transition zone by decreasing the slab dip
angle26, and induces strong toroidal mantle flow patterns around
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Figure 2 | Cross sections of perturbations in Voigt average and anisotropic structure and corresponding geodynamic models. (a,c) Cross sections from

the Voigt average model (V2
Voigt ¼

2V2
SV þV2

SH
3 ) in the direction of SW–NE and NW–SE, respectively. (b,d) Cross sections from the anisotropic model

(x ¼ V2
SH=V

2
SVÞ in the direction of SW–NE and NW–SE, respectively, down to 1,400 km depth, from where the resolution of the anisotropic structure is

limited18. Focal depths from EHB data58 with an upper bound of 60 km are superimposed in the cross sections as grey circles. The mantle discontinuity at
660 km is indicated by black-dashed lines in cross sections. Hot spots are represented as triangles in the in-maps. (e,f) Isotropic dVs and radial anisotropy
from the geodynamic modelling shown in Fig. 4d. The vertical cross-section is taken at Z¼ 1,300 km. In e the anomalies are due to (1) variations of
temperature and (2) topography of major mantle phase transitions occurring approximately at 410, 520 and 660 km depth. In f radial anisotropy in the
lower mantle results from the strain-induced fabric of bridgmanite calculated with easy [100](001) system five times weaker than all other slip systems
(Supplementary Fig. 8).
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deflection of the 660-km discontinuity11 and the resolving power
of our model, which is confirmed in another recent waveform
tomography study22. On the one hand, the upwelling plume
favours stagnation in the transition zone of the overlying slab
segment (Fig. 4c,d) and increases trench retreat at the opposite
side of the subduction system23 (Supplementary Fig. 7c). It is
worth noting that slab stagnation is found also in models where
the plume is upwelling beneath the centre of the plate. On the

other hand, the entrainment of the Hikurangi plateau arrests
trench motion and decreases the rate of subduction on the
Kermadec slab23–25, while promoting fast (up to 49 cm per year)
trench retreat on the Tonga slab (Figs 4b,d and 5; Supplementary
Fig. 7 for the trench position with time). The fast trench rollback,
in turn, increases the subduction velocity and the tendency of the
slab to stagnate in the transition zone by decreasing the slab dip
angle26, and induces strong toroidal mantle flow patterns around
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Figure 2 | Cross sections of perturbations in Voigt average and anisotropic structure and corresponding geodynamic models. (a,c) Cross sections from

the Voigt average model (V2
Voigt ¼

2V2
SV þV2

SH
3 ) in the direction of SW–NE and NW–SE, respectively. (b,d) Cross sections from the anisotropic model

(x ¼ V2
SH=V

2
SVÞ in the direction of SW–NE and NW–SE, respectively, down to 1,400 km depth, from where the resolution of the anisotropic structure is

limited18. Focal depths from EHB data58 with an upper bound of 60 km are superimposed in the cross sections as grey circles. The mantle discontinuity at
660 km is indicated by black-dashed lines in cross sections. Hot spots are represented as triangles in the in-maps. (e,f) Isotropic dVs and radial anisotropy
from the geodynamic modelling shown in Fig. 4d. The vertical cross-section is taken at Z¼ 1,300 km. In e the anomalies are due to (1) variations of
temperature and (2) topography of major mantle phase transitions occurring approximately at 410, 520 and 660 km depth. In f radial anisotropy in the
lower mantle results from the strain-induced fabric of bridgmanite calculated with easy [100](001) system five times weaker than all other slip systems
(Supplementary Fig. 8).
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Figure 4. Sections through each region in this study, showing shear wave splitting measurements in the ray frame. (top left) Map shows
the start point of section with the black circle and the line of section with thick line. Raypaths to stations are shown with thin lines. (mid-
dle) Cross sections show the slab profile along the section as given by the slab1.0 model [Hayes et al., 2012] with the thick black line. Small
black circles show the event locations projected onto the section; in some cases, the events project away from the slab surface for the spe-
cific profile. Thin black lines show the raypaths from the earthquake to the receiver projected onto the section; hence, near-vertical rays
travel nearly perpendicular to the section. Blue bars at the base of the section show the ray-frame splitting parameters. Length corre-
sponds to delay time, dt, and angle clockwise from the vertical shows the value of /0 . (top right) The polar histograms show the distribu-
tion of ray-frame fast orientations for the section, with /0 at the top, increasing clockwise, as indicated in the (bottom right) explanatory
diagram. Color in the section shows perturbation from the reference model in P velocity for the tomographic model PRI-P05 [Montelli
et al., 2004], as indicated in the (bottom right) scale. The number of measurements is shown by N.
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deflection of the 660-km discontinuity11 and the resolving power
of our model, which is confirmed in another recent waveform
tomography study22. On the one hand, the upwelling plume
favours stagnation in the transition zone of the overlying slab
segment (Fig. 4c,d) and increases trench retreat at the opposite
side of the subduction system23 (Supplementary Fig. 7c). It is
worth noting that slab stagnation is found also in models where
the plume is upwelling beneath the centre of the plate. On the

other hand, the entrainment of the Hikurangi plateau arrests
trench motion and decreases the rate of subduction on the
Kermadec slab23–25, while promoting fast (up to 49 cm per year)
trench retreat on the Tonga slab (Figs 4b,d and 5; Supplementary
Fig. 7 for the trench position with time). The fast trench rollback,
in turn, increases the subduction velocity and the tendency of the
slab to stagnate in the transition zone by decreasing the slab dip
angle26, and induces strong toroidal mantle flow patterns around
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Figure 2 | Cross sections of perturbations in Voigt average and anisotropic structure and corresponding geodynamic models. (a,c) Cross sections from

the Voigt average model (V2
Voigt ¼

2V2
SV þV2

SH
3 ) in the direction of SW–NE and NW–SE, respectively. (b,d) Cross sections from the anisotropic model

(x ¼ V2
SH=V

2
SVÞ in the direction of SW–NE and NW–SE, respectively, down to 1,400 km depth, from where the resolution of the anisotropic structure is

limited18. Focal depths from EHB data58 with an upper bound of 60 km are superimposed in the cross sections as grey circles. The mantle discontinuity at
660 km is indicated by black-dashed lines in cross sections. Hot spots are represented as triangles in the in-maps. (e,f) Isotropic dVs and radial anisotropy
from the geodynamic modelling shown in Fig. 4d. The vertical cross-section is taken at Z¼ 1,300 km. In e the anomalies are due to (1) variations of
temperature and (2) topography of major mantle phase transitions occurring approximately at 410, 520 and 660 km depth. In f radial anisotropy in the
lower mantle results from the strain-induced fabric of bridgmanite calculated with easy [100](001) system five times weaker than all other slip systems
(Supplementary Fig. 8).
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Figure 4. Sections through each region in this study, showing shear wave splitting measurements in the ray frame. (top left) Map shows
the start point of section with the black circle and the line of section with thick line. Raypaths to stations are shown with thin lines. (mid-
dle) Cross sections show the slab profile along the section as given by the slab1.0 model [Hayes et al., 2012] with the thick black line. Small
black circles show the event locations projected onto the section; in some cases, the events project away from the slab surface for the spe-
cific profile. Thin black lines show the raypaths from the earthquake to the receiver projected onto the section; hence, near-vertical rays
travel nearly perpendicular to the section. Blue bars at the base of the section show the ray-frame splitting parameters. Length corre-
sponds to delay time, dt, and angle clockwise from the vertical shows the value of /0 . (top right) The polar histograms show the distribu-
tion of ray-frame fast orientations for the section, with /0 at the top, increasing clockwise, as indicated in the (bottom right) explanatory
diagram. Color in the section shows perturbation from the reference model in P velocity for the tomographic model PRI-P05 [Montelli
et al., 2004], as indicated in the (bottom right) scale. The number of measurements is shown by N.
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