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We report NMR shift hK and TI data of Y taken from 77 to 300 K in YBa2Cu366+ for
0.35 & x & 1, from the insulating to the metallic state. A Korringa law and therefore a Fermi-liquid pic-
ture is found to apply for the spin part K, of AIC. The spin contribution g, (x,T) to g is singled out, as
the T variation of BED scales linearly with the macroscopic susceptibility g . This implies that Cu(3d)
and G(2p) holes do not have independent degrees of freedom. Their hybridization, which has a o char-
acter, hardly varies with doping. These results put severe constraints on theoretical models of high-T,
cuprates.

PACS numbers: 74.70.Vy, 75.20.En, 76.60.Cq, 76.60.Es

The interplay between the magnetic properties of
Cu(3d) holes and the charge transport mediated by the
G(2p) holes is still a highly controversial question in
high-T; materials. While T~ nuclear-spin-lattice relaxa-
tion data on Y and Cu at the supcrconducting transi-
tion ' indicate that both hole systems are involved in the
superconducting pairing, some authors suggest that the
~rsistence of 20 antiferromagnetjtc spin Auctuations
above T, indicates that the Cu(3d) spins could somehow
be decoupled from thc charge transport mediated by the
G(2p) holes. This could result for instance from weak
Cu(3d)-G(2p) x bonding at the Fermi level. Such
ideas have recently led Johnston to attempt a partition
of the macroscopic susceptibility g in high-T, materials
into a T-dependent part attributed to the lattice of Cu
spins and a Pauli term associated with charge carriers.
In order to gain local insight on these properties, NMR
measurements are highly desirable. Y nuclei are direct
probes of the susceptibility of the Cu02 planes. We
report here. an extensive experimental study of both the
NMR shift Kg and the nuclear r'elaxation rate Ti of

Y, which allows for the erst time a direct comparison
of the static and dynamic susceptibilities in these materi-
als from thc metallic to the semiconducting state. These
results provide evidence that both K, and (T|T) ' are T
dependent in thc metallic state as soon as x departs from
unity. A Korringa relation between T~ T and K, is estab-
lished and indicates that a Fermi-liquid picture holds.
Our data suggest that this behavior might extend as well
into the semiconducting state. Further, K„which probes
the T dependence of g on the oxygen sites, ' is found to
scale with g, which is dominated by g on the copper
sites. ' Therefore the T variation of g should in no
case be attributed solely to the Cu + spins and Cu(3d)
and O(2p) holes do not have independent degrees of
freedom.

NMR data have taken on the same powdered ceramic
samples as in Ref. 7, which had been deoxygenated at
low T (—500'C) and immediately sealed in Pyrex vials
in a He atmosphere. Our initial x 1 sample (now la-
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FIG. 1. The shift hE of the Y line, referenced to YC13
plotted vs T, from 77 to 300 K. The lines are guides to the eye.

beled x- I —e) had been left about two weeks in air be-
fore being sealed and has probably lost some oxygen.
Samples kept now for more than one year in such vials
did not show any change in their properties. The posi-
tions ~ of the NMR line relative to a YC13 reference,
determined as in Ref. 7, are summarized in Fig. 1 for
samples with x &0.35 which arc not antifcrromagnetic
above 100 K. It can bc seen that AE is nearly T in-
dependent above T; only for x 1, in good agreement
with Cu NMR data, ' while a large-T variation of hE
is detected already for x 1 —e. Except for x =1, earlier
data reported above 150 K" agree with thc present re-
sults.

Let us recall here that the shift tensor AK(x) =a(x)
+K, (x) involves a chemical-shift contribution o(x) due
to ftBed electronic shells and a spin contribution K, (x)
due to the susceptibility on the G(2p) holes. Data on
oriented powders, to be reported elsewhere, ' confirm
that e is T independent, as might be expected from the
negligible T variation of the lattice parameters, and that
K, (x) is purely isotropic, as obtained indirectly from
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evidence (explaining the rotational symmetry breaking) over a broad
temperature range in YBa2Cu3Oy (refs 14, 19–22). Therefore, instead
of being a defining property of the ordered state, the small amplitude of
the charge differentiation is more likely to be a consequence of stripe
order (the smectic phase of an electronic liquid crystal17) remaining
partly fluctuating (that is, nematic).

In stripe copper oxides, charge order at T 5 Tcharge is always accom-
panied by spin order at Tspin , Tcharge. Slowing down of the spin

fluctuations strongly enhances the spin–lattice (1/T1) and spin–spin
(1/T2) relaxation rates between Tcharge and Tspin for 139La nuclei. For
the more strongly hyperfine-coupled 63Cu, the relaxation rates become
so large that the Cu signal is gradually ‘wiped out’ on cooling below
Tcharge (refs 18, 23, 24). In contrast, the 63Cu(2) signal here in
YBa2Cu3Oy does not experience any intensity loss and 1/T1 does not
show any peak or enhancement as a function of temperature (Fig. 3).
Moreover, the anisotropy of the linewidth (Supplementary
Information) indicates that the spins, although staggered, align mostly
along the field (that is, c axis) direction, and the typical width of the
central lines at base temperature sets an upper magnitude for the static
spin polarization as small as gÆSzæ # 2 3 1023mB for both samples in
fields of ,30 T. These consistent observations rule out the presence of
magnetic order, in agreement with an earlier suggestion based on the
presence of free-electron-like Zeeman splitting6.

In stripe-ordered copper oxides, the strong increase of 1/T2 on
cooling below Tcharge is accompanied by a crossover of the time decay
of the spin-echo from the high-temperature Gaussian form
exp(2K(t/T2G)2) to an exponential form exp(2t/T2E)18,23. A similar
crossover occurs here, albeit in a less extreme manner because of the
absence of magnetic order: 1/T2 sharply increases below Tcharge and the
decay actually becomes a combination of exponential and Gaussian
decays (Fig. 3). In Supplementary Information we provide evidence
that the typical values of the 1/T2E below Tcharge imply that antiferro-
magnetic (or ‘spin-density-wave’) fluctuations are slow enough to
appear frozen on the timescale of a cyclotron orbit 1/vc < 10212 s.
In principle, such slow fluctuations could reconstruct the Fermi sur-
face, provided that spins are correlated over large enough distances25,26

(see also ref. 9). It is unclear whether this condition is fulfilled here. The
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Figure 4 | Phase diagram of underdoped YBa2Cu3Oy. The charge ordering
temperature Tcharge (defined as the onset of the Cu2F line splitting; blue open
circles) coincides with T0 (brown plus signs), the temperature at which the Hall
constant RH changes its sign. T0 is considered as the onset of the Fermi surface
reconstruction11–13. The continuous line represents the superconducting
transition temperature Tc. The dashed line indicates the speculative nature of
the extrapolation of the field-induced charge order. The magnetic transition
temperatures (Tspin) are from muon-spin-rotation (mSR) data (green stars)27. T0

and Tspin vanish close to the same critical concentration p 5 0.08. A scenario of
field-induced spin order has been predicted for p . 0.08 (ref. 8) by analogy with
La1.855Sr0.145CuO4, for which the non-magnetic ground state switches to
antiferromagnetic order in fields greater than a few teslas (ref. 7 and references
therein). Our work, however, shows that spin order does not occur up to ,30 T.
In contrast, the field-induced charge order reported here raises the question of
whether a similar field-dependent charge order actually underlies the field
dependence of the spin order in La22xSrxCuO4 and YBa2Cu3O6.45. Error bars
represent the uncertainty in defining the onset of the NMR line splitting (Fig. 1f
and Supplementary Figs 8–10).
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Figure 3 | Slow spin fluctuations instead of spin order. a, b, Temperature
dependence of the planar 63Cu spin-lattice relaxation rate 1/T1 for p 5 0.108
(a) and p 5 0.12 (b). The absence of any peak/enhancement on cooling rules
out the occurrence of a magnetic transition. c, d, Increase in the 63Cu spin–spin
relaxation rate 1/T2 on cooling below ,Tcharge, obtained from a fit of the spin-
echo decay to a stretched form s(t) / exp(2(t/T2)a), for p 5 0.108 (c) and
p 5 0.12 (d). e, f, Stretching exponent a for p 5 0.108 (e) and p 5 0.12 (f). The
deviation from a 5 2 on cooling arises mostly from an intrinsic combination of
Gaussian and exponential decays, combined with some spatial distribution of
T2 values (Supplementary Information). The grey areas define the crossover
temperature Tslow below which slow spin fluctuations cause 1/T2 to increase
and to become field dependent; note that the change of shape of the spin-echo
decay occurs at a slightly higher (,115 K) temperature than Tslow. Tslow is
slightly lower than Tcharge, which is consistent with the slow fluctuations being a
consequence of charge-stripe order. The increase of a at the lowest
temperatures probably signifies that the condition cÆhz

2æ1/2tc= 1, where tc is
the correlation time, is no longer fulfilled, so that the associated decay is no
longer a pure exponential. We note that the upturn of 1/T2 is already present at
15 T, whereas no line splitting is detected at this field. The field therefore affects
the spin fluctuations quantitatively but not qualitatively. g, Plot of NMR signal
intensity (corrected for a temperature factor 1/T and for the T2 decay) against
temperature. Open circles, p 5 0.108 (28.5 T); filled circles, p 5 0.12 (33.5 T).
The absence of any intensity loss at low temperatures also rules out the presence
of magnetic order with any significant moment. Error bars represent the added
uncertainties in signal analysis, experimental conditions and T2 measurements.
All measurements are with H | | c.
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Suppression of charge order by pressure in the cuprate superconductor YBa2Cu3Oy :
Restoring the full superconducting dome
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It has recently become clear that cuprate superconductors have a universal tendency to form
charge-density-wave order. A fundamental question is the relation between this charge order and the
pseudogap phase. A key feature is that this tendency is strongest at a doping p ' 0.12, irrespective of
the modulation period. Here we show that pressure suppresses charge order in YBa2Cu3Oy, but does
not a↵ect the pseudogap phase. The latter is therefore not simply a precursor of the former. Looking
at high-pressure data, we find that when charge order is suppressed, the superconducting dome in
the phase diagram of YBa2Cu3Oy is transformed so that it no longer dips but instead now peaks at
p ' 0.12. The fact that in the absence of mutual competition the domes of superconductivity and
of charge order both peak at the same doping is strong evidence for the existence of a third phase
that competes with both orders at low doping, thereby shaping the phase diagram of cuprates.

PACS numbers: 74.72.Gh, 74.62.Fj, 74.25.Dw

The recent observation of charge density
modulations in YBa2Cu3Oy

(YBCO) [1–4],
La2�x

Sr
x

CuO4 (LSCO) [5], HgBa2CuO4+�

[6], and
Bi2Sr2CuO6+�

[7] shows that charge-density-wave
(CDW) order is a generic tendency of cuprates, not
specific to materials such as La2�x

Ba
x

CuO4 (LBCO),
where it has long been known to exist [8]. In Fig. 1,
the onset temperature of CDW modulations seen in
YBCO by X-ray di↵raction, TCDW, is plotted as a
function of doping [9, 10]. It forms a dome peaked
at p = 0.12, as does the onset temperature of CDW
order seen by NMR (above a threshold magnetic field),
TNMR [11]. The Fermi surface of YBCO undergoes a
reconstruction, attributed to CDW order, into small
electron [12] and hole [13] pockets at low temperature.
This process is detected as a downturn in the Hall
coe�cient RH(T ) towards negative values [14], which
starts at a temperature TFSR [15]. As seen in Fig. 1, the
onset of Fermi-surface reconstruction (FSR), at TFSR,
also peaks at p = 0.12. CDW and FSR also both peak
at p = 0.12 in La1.8�x

Eu0.2SrxCuO4 [16, 17].

The striking experimental fact is that the CDW phase
in cuprates is peaked at p = 0.12. The question is why?
Old explanations in terms of a commensurate match
of the CDW period with either the lattice or the hole
density are no longer viable. Indeed, while in LBCO
or LSCO-based materials the CDW incommensurability
tracks p and the period becomes nearly commensurate
with the lattice at p ' 0.12, neither of these facts are
true for YBCO [9, 10]. For some as yet unknown reason,
the conditions for CDW formation in cuprates are most
favourable at p = 0.12.

CDW order and superconductivity are competing
phases. X-ray intensity drops sharply below Tc [2, 3],
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FIG. 1: Temperature-doping phase diagram of YBCO, show-
ing the superconducting phase below Tc (black dots [18]) and
the onset of charge order seen by NMR, above a threshold
magnetic field, below TNMR (green squares [11]). Charge-
density modulations are detected by X-ray di↵raction below
TCDW (up triangles [9]; down triangles [10]). The Fermi sur-
face undergoes a reconstruction seen as a downturn in the
Hall coe�cient below TFSR (red circles [15]). T ? marks the
onset of the pseudogap phase (dashed line [19, 20]).

showing that superconductivity weakens CDW order in
YBCO. Conversely, CDW order weakens superconduc-
tivity. This shows up in the doping dependence of the
superconducting critical temperature Tc and field Hc2,
as a dip in the former (Fig. 1) [18] and a local minimum
in the latter [21], both centred at p = 0.12, where CDW
order is strongest. The dip in Tc was shown to scale with
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It has recently become clear that cuprate superconductors have a universal tendency to form
charge-density-wave order. A fundamental question is the relation between this charge order and the
pseudogap phase. A key feature is that this tendency is strongest at a doping p ' 0.12, irrespective of
the modulation period. Here we show that pressure suppresses charge order in YBa2Cu3Oy, but does
not a↵ect the pseudogap phase. The latter is therefore not simply a precursor of the former. Looking
at high-pressure data, we find that when charge order is suppressed, the superconducting dome in
the phase diagram of YBa2Cu3Oy is transformed so that it no longer dips but instead now peaks at
p ' 0.12. The fact that in the absence of mutual competition the domes of superconductivity and
of charge order both peak at the same doping is strong evidence for the existence of a third phase
that competes with both orders at low doping, thereby shaping the phase diagram of cuprates.

PACS numbers: 74.72.Gh, 74.62.Fj, 74.25.Dw

The recent observation of charge density
modulations in YBa2Cu3Oy

(YBCO) [1–4],
La2�x

Sr
x

CuO4 (LSCO) [5], HgBa2CuO4+�

[6], and
Bi2Sr2CuO6+�

[7] shows that charge-density-wave
(CDW) order is a generic tendency of cuprates, not
specific to materials such as La2�x

Ba
x

CuO4 (LBCO),
where it has long been known to exist [8]. In Fig. 1,
the onset temperature of CDW modulations seen in
YBCO by X-ray di↵raction, TCDW, is plotted as a
function of doping [9, 10]. It forms a dome peaked
at p = 0.12, as does the onset temperature of CDW
order seen by NMR (above a threshold magnetic field),
TNMR [11]. The Fermi surface of YBCO undergoes a
reconstruction, attributed to CDW order, into small
electron [12] and hole [13] pockets at low temperature.
This process is detected as a downturn in the Hall
coe�cient RH(T ) towards negative values [14], which
starts at a temperature TFSR [15]. As seen in Fig. 1, the
onset of Fermi-surface reconstruction (FSR), at TFSR,
also peaks at p = 0.12. CDW and FSR also both peak
at p = 0.12 in La1.8�x

Eu0.2SrxCuO4 [16, 17].

The striking experimental fact is that the CDW phase
in cuprates is peaked at p = 0.12. The question is why?
Old explanations in terms of a commensurate match
of the CDW period with either the lattice or the hole
density are no longer viable. Indeed, while in LBCO
or LSCO-based materials the CDW incommensurability
tracks p and the period becomes nearly commensurate
with the lattice at p ' 0.12, neither of these facts are
true for YBCO [9, 10]. For some as yet unknown reason,
the conditions for CDW formation in cuprates are most
favourable at p = 0.12.

CDW order and superconductivity are competing
phases. X-ray intensity drops sharply below Tc [2, 3],
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FIG. 1: Temperature-doping phase diagram of YBCO, show-
ing the superconducting phase below Tc (black dots [18]) and
the onset of charge order seen by NMR, above a threshold
magnetic field, below TNMR (green squares [11]). Charge-
density modulations are detected by X-ray di↵raction below
TCDW (up triangles [9]; down triangles [10]). The Fermi sur-
face undergoes a reconstruction seen as a downturn in the
Hall coe�cient below TFSR (red circles [15]). T ? marks the
onset of the pseudogap phase (dashed line [19, 20]).

showing that superconductivity weakens CDW order in
YBCO. Conversely, CDW order weakens superconduc-
tivity. This shows up in the doping dependence of the
superconducting critical temperature Tc and field Hc2,
as a dip in the former (Fig. 1) [18] and a local minimum
in the latter [21], both centred at p = 0.12, where CDW
order is strongest. The dip in Tc was shown to scale with
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of inverse field, by subtracting the monotonic background (shown for
all temperatures in Supplementary Fig. 2). This shows that the oscilla-
tions are periodic in 1/B, as is expected of oscillations that arise
from Landau quantization. A Fourier transform yields the power
spectrum, displayed in Fig. 3b, which consists of a single frequency,
F 5 (530 6 20) T. In Fig. 3c, we plot the amplitude of the oscillations
as a function of temperature, from which we deduce a carrier mass
m* 5 (1.9 6 0.1)m0, where m0 is the bare electron mass. Within error
bars, both F and m* are the same in sample B, for which the current J is
parallel to the b axis (see Supplementary Fig. 1). Oscillations of the
same frequency are also observed in Rxx (in both samples), albeit with a
smaller amplitude. We note that while at 7.5 K the oscillations are still
perceptible, they are absent at 11 K, as expected from thermally
damped quantum oscillations (see Supplementary Fig. 5).

While quantum oscillations in YBa2Cu3O61y (YBCO) have been
the subject of a number of earlier studies8–10, the data reported so far
do not exhibit clear oscillations as a function of 1/B and, as such, have
not been accepted as convincing evidence for a Fermi surface11.
Furthermore, we note that all previous work was done on oriented
powder samples as opposed to the high-quality single crystals used in
the present study.

Quantum oscillations are a direct measure of the Fermi surface
area via the Onsager relation: F 5 (W0/2p2)Ak, where W0 5 (2.07 3
10215) T m2 is the flux quantum, and Ak is the cross-sectional area of
the Fermi surface normal to the applied field. A frequency of 530 T
implies a Fermi surface pocket that encloses a k-space area (in the a–b
plane) of Ak 5 5.1 nm22, that is, 1.9% of the Brillouin zone (of area
4p2/ab). This is only 3% of the area of the Fermi surface cylinder
measured in Tl-2201 (see Fig. 1c), whose radius is kF < 7 nm21. In the
remainder, we examine two scenarios to explain the dramatic differ-
ence between the small Fermi surface revealed by the low frequency of
quantum oscillations reported here for YBa2Cu3O6.5 and the large
cylindrical surface observed in overdoped Tl-2201. The first scenario
assumes that the particular band structure of YBa2Cu3O6.5 is differ-
ent and supports a small Fermi surface sheet. In the second, the
electronic structure of overdoped copper oxides undergoes a trans-
formation as the doping p is reduced below a value pc associated with
a critical point.

Band structure calculations for stoichiometric YBCO (y 5 1.0),

which is slightly overdoped (with p 5 0.2), show a Fermi surface
consisting of four sheets12,13, as reproduced in Fig. 4a: two large
cylinders derived from the CuO2 bi-layer, one open surface coming
from the CuO chains, and a small cylinder associated with both chain
and plane states. The latter sheet, for example, could account for the
low frequency reported here. ARPES studies on YBCO near optimal

doping14,15 appear to be in broad agreement with this electronic
structure. However, recent band structure calculations16 performed
specifically for YBa2Cu3O6.5, which take into account the unit cell
doubling caused by the ortho-II order, give a Fermi surface where the
small cylinder is absent, as shown in Fig. 4b. This leaves no obvious
candidate Fermi surface sheet for the small orbit reported here.

The fact that the same oscillations are observed for currents along a
and b suggests that they are not associated with open orbits in the
chain-derived Fermi surface sheet. In YBCO, the CuO chains along
the b axis are an additional channel of conduction, responsible for an
anisotropy in the zero-field resistivity r(T) of the normal state (above
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Figure 2 | Hall resistance of YBa2Cu3O6.5. Rxy as a function of magnetic
field B, for sample A, at different temperatures between 1.5 and 4.2 K. The
field is applied normal to the CuO2 planes (B | | c) and the current is along the
a axis of the orthorhombic crystal structure (J | | a). The inset shows a zoom
on the data at T 5 2 K, with a fitted monotonic background (dashed line).
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Figure 3 | Quantum oscillations in YBCO. a, Oscillatory part of the Hall
resistance, obtained by subtracting the monotonic background (shown in
the inset of Fig. 2 for T 5 2 K), as a function of inverse magnetic field, 1/B.
The background at each temperature is given in Supplementary Fig. 2.
b, Power spectrum (Fourier transform) of the oscillatory part for the T 5 2 K
isotherm, revealing a single frequency at F 5 (530 6 20) T, which
corresponds to a k-space area Ak 5 5.1 nm22, from the Onsager relation
F 5 (W0/2p2)Ak . Note that the uncertainty of 4% on F is not given by the
width of the peak (a consequence of the small number of oscillations), but by
the accuracy with which the position of successive maxima in a can be
determined. c, Temperature dependence of the oscillation amplitude A,
plotted as ln(A/T) versus T. The fit is to the standard Lifshitz–Kosevich
formula, whereby A/T 5 [sinh(am*T/B)]21, which yields a cyclotron mass
m* 5 (1.9 6 0.1)m0, where m0 is the free electron mass.
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a, Fermi surface of YBa2Cu3O7 in the kz 5 0 plane (from ref. 13, with
permission from O. K. Andersen), showing the four bands discussed in the
main text. b, Fermi surface of ortho-II ordered YBa2Cu3O6.5 in the kz 5 0
plane (from ref. 16, with permission from T. M. Rice). In both a and b the
grey shading indicates one quadrant of the first Brillouin zone.
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It has recently become clear that cuprate superconductors have a universal tendency to form
charge-density-wave order. A fundamental question is the relation between this charge order and the
pseudogap phase. A key feature is that this tendency is strongest at a doping p ' 0.12, irrespective of
the modulation period. Here we show that pressure suppresses charge order in YBa2Cu3Oy, but does
not a↵ect the pseudogap phase. The latter is therefore not simply a precursor of the former. Looking
at high-pressure data, we find that when charge order is suppressed, the superconducting dome in
the phase diagram of YBa2Cu3Oy is transformed so that it no longer dips but instead now peaks at
p ' 0.12. The fact that in the absence of mutual competition the domes of superconductivity and
of charge order both peak at the same doping is strong evidence for the existence of a third phase
that competes with both orders at low doping, thereby shaping the phase diagram of cuprates.
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The recent observation of charge density
modulations in YBa2Cu3Oy

(YBCO) [1–4],
La2�x

Sr
x

CuO4 (LSCO) [5], HgBa2CuO4+�

[6], and
Bi2Sr2CuO6+�

[7] shows that charge-density-wave
(CDW) order is a generic tendency of cuprates, not
specific to materials such as La2�x

Ba
x

CuO4 (LBCO),
where it has long been known to exist [8]. In Fig. 1,
the onset temperature of CDW modulations seen in
YBCO by X-ray di↵raction, TCDW, is plotted as a
function of doping [9, 10]. It forms a dome peaked
at p = 0.12, as does the onset temperature of CDW
order seen by NMR (above a threshold magnetic field),
TNMR [11]. The Fermi surface of YBCO undergoes a
reconstruction, attributed to CDW order, into small
electron [12] and hole [13] pockets at low temperature.
This process is detected as a downturn in the Hall
coe�cient RH(T ) towards negative values [14], which
starts at a temperature TFSR [15]. As seen in Fig. 1, the
onset of Fermi-surface reconstruction (FSR), at TFSR,
also peaks at p = 0.12. CDW and FSR also both peak
at p = 0.12 in La1.8�x

Eu0.2SrxCuO4 [16, 17].

The striking experimental fact is that the CDW phase
in cuprates is peaked at p = 0.12. The question is why?
Old explanations in terms of a commensurate match
of the CDW period with either the lattice or the hole
density are no longer viable. Indeed, while in LBCO
or LSCO-based materials the CDW incommensurability
tracks p and the period becomes nearly commensurate
with the lattice at p ' 0.12, neither of these facts are
true for YBCO [9, 10]. For some as yet unknown reason,
the conditions for CDW formation in cuprates are most
favourable at p = 0.12.

CDW order and superconductivity are competing
phases. X-ray intensity drops sharply below Tc [2, 3],
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FIG. 1: Temperature-doping phase diagram of YBCO, show-
ing the superconducting phase below Tc (black dots [18]) and
the onset of charge order seen by NMR, above a threshold
magnetic field, below TNMR (green squares [11]). Charge-
density modulations are detected by X-ray di↵raction below
TCDW (up triangles [9]; down triangles [10]). The Fermi sur-
face undergoes a reconstruction seen as a downturn in the
Hall coe�cient below TFSR (red circles [15]). T ? marks the
onset of the pseudogap phase (dashed line [19, 20]).

showing that superconductivity weakens CDW order in
YBCO. Conversely, CDW order weakens superconduc-
tivity. This shows up in the doping dependence of the
superconducting critical temperature Tc and field Hc2,
as a dip in the former (Fig. 1) [18] and a local minimum
in the latter [21], both centred at p = 0.12, where CDW
order is strongest. The dip in Tc was shown to scale with
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of inverse field, by subtracting the monotonic background (shown for
all temperatures in Supplementary Fig. 2). This shows that the oscilla-
tions are periodic in 1/B, as is expected of oscillations that arise
from Landau quantization. A Fourier transform yields the power
spectrum, displayed in Fig. 3b, which consists of a single frequency,
F 5 (530 6 20) T. In Fig. 3c, we plot the amplitude of the oscillations
as a function of temperature, from which we deduce a carrier mass
m* 5 (1.9 6 0.1)m0, where m0 is the bare electron mass. Within error
bars, both F and m* are the same in sample B, for which the current J is
parallel to the b axis (see Supplementary Fig. 1). Oscillations of the
same frequency are also observed in Rxx (in both samples), albeit with a
smaller amplitude. We note that while at 7.5 K the oscillations are still
perceptible, they are absent at 11 K, as expected from thermally
damped quantum oscillations (see Supplementary Fig. 5).

While quantum oscillations in YBa2Cu3O61y (YBCO) have been
the subject of a number of earlier studies8–10, the data reported so far
do not exhibit clear oscillations as a function of 1/B and, as such, have
not been accepted as convincing evidence for a Fermi surface11.
Furthermore, we note that all previous work was done on oriented
powder samples as opposed to the high-quality single crystals used in
the present study.

Quantum oscillations are a direct measure of the Fermi surface
area via the Onsager relation: F 5 (W0/2p2)Ak, where W0 5 (2.07 3
10215) T m2 is the flux quantum, and Ak is the cross-sectional area of
the Fermi surface normal to the applied field. A frequency of 530 T
implies a Fermi surface pocket that encloses a k-space area (in the a–b
plane) of Ak 5 5.1 nm22, that is, 1.9% of the Brillouin zone (of area
4p2/ab). This is only 3% of the area of the Fermi surface cylinder
measured in Tl-2201 (see Fig. 1c), whose radius is kF < 7 nm21. In the
remainder, we examine two scenarios to explain the dramatic differ-
ence between the small Fermi surface revealed by the low frequency of
quantum oscillations reported here for YBa2Cu3O6.5 and the large
cylindrical surface observed in overdoped Tl-2201. The first scenario
assumes that the particular band structure of YBa2Cu3O6.5 is differ-
ent and supports a small Fermi surface sheet. In the second, the
electronic structure of overdoped copper oxides undergoes a trans-
formation as the doping p is reduced below a value pc associated with
a critical point.

Band structure calculations for stoichiometric YBCO (y 5 1.0),

which is slightly overdoped (with p 5 0.2), show a Fermi surface
consisting of four sheets12,13, as reproduced in Fig. 4a: two large
cylinders derived from the CuO2 bi-layer, one open surface coming
from the CuO chains, and a small cylinder associated with both chain
and plane states. The latter sheet, for example, could account for the
low frequency reported here. ARPES studies on YBCO near optimal

doping14,15 appear to be in broad agreement with this electronic
structure. However, recent band structure calculations16 performed
specifically for YBa2Cu3O6.5, which take into account the unit cell
doubling caused by the ortho-II order, give a Fermi surface where the
small cylinder is absent, as shown in Fig. 4b. This leaves no obvious
candidate Fermi surface sheet for the small orbit reported here.

The fact that the same oscillations are observed for currents along a
and b suggests that they are not associated with open orbits in the
chain-derived Fermi surface sheet. In YBCO, the CuO chains along
the b axis are an additional channel of conduction, responsible for an
anisotropy in the zero-field resistivity r(T) of the normal state (above
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Figure 2 | Hall resistance of YBa2Cu3O6.5. Rxy as a function of magnetic
field B, for sample A, at different temperatures between 1.5 and 4.2 K. The
field is applied normal to the CuO2 planes (B | | c) and the current is along the
a axis of the orthorhombic crystal structure (J | | a). The inset shows a zoom
on the data at T 5 2 K, with a fitted monotonic background (dashed line).
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Figure 3 | Quantum oscillations in YBCO. a, Oscillatory part of the Hall
resistance, obtained by subtracting the monotonic background (shown in
the inset of Fig. 2 for T 5 2 K), as a function of inverse magnetic field, 1/B.
The background at each temperature is given in Supplementary Fig. 2.
b, Power spectrum (Fourier transform) of the oscillatory part for the T 5 2 K
isotherm, revealing a single frequency at F 5 (530 6 20) T, which
corresponds to a k-space area Ak 5 5.1 nm22, from the Onsager relation
F 5 (W0/2p2)Ak . Note that the uncertainty of 4% on F is not given by the
width of the peak (a consequence of the small number of oscillations), but by
the accuracy with which the position of successive maxima in a can be
determined. c, Temperature dependence of the oscillation amplitude A,
plotted as ln(A/T) versus T. The fit is to the standard Lifshitz–Kosevich
formula, whereby A/T 5 [sinh(am*T/B)]21, which yields a cyclotron mass
m* 5 (1.9 6 0.1)m0, where m0 is the free electron mass.
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Figure 4 | Fermi surface of YBCO from band structure calculations.
a, Fermi surface of YBa2Cu3O7 in the kz 5 0 plane (from ref. 13, with
permission from O. K. Andersen), showing the four bands discussed in the
main text. b, Fermi surface of ortho-II ordered YBa2Cu3O6.5 in the kz 5 0
plane (from ref. 16, with permission from T. M. Rice). In both a and b the
grey shading indicates one quadrant of the first Brillouin zone.
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Figure 1 Anatomy of the checkerboard in optimally doped Bi-2201. a, STM
topography of a 785-Å region of optimally doped (Tc = 35 K) Bi-2201 measured at
T= 6 K. The magnified inset (110 Å) (and red dots on 9 atoms) show the clear
atomic lattice in this high-resolution data. b, Spatially averaged differential
conductance spectra measured in the area shown in a exhibit two distinct gaps: a
superconducting gap�SC ⇠ 15meV and pseudogap�PG ⇠ 75meV.
c, Conductance maps, here taken with bias voltage 10meV on the same region as a,
show a checkerboard structure in the LDOS with a wavelength much larger than the
atomic lattice. The inset is magnified as in a, with the same 9 atoms highlighted in
red. Four checkerboard maxima are also highlighted (yellow) for clarity. d, Fourier
transform of the map shown in c. The checkerboard wave vectors (circled) appear
as four spots along the same direction as the atomic lattice (outlined with a square).
The dashed line shows the locations of the line cuts in e. e, Line cuts extracted from
Fourier-transform LDOS maps with different bias voltages. The left vertical line
marks the position of the checkerboard wave vector, 2⇡/6.2a0 for all energies, and
the right vertical line indicates the atomic lattice wave vector 2⇡/a0. All data in this
letter was acquired with feedback setpoint parameters IS = 400 pA and
VS = �100mV or VS = �200mV.

(Fig. 1b) has a clear inner gap with peaks near 15 meV, probably
associated with the superconducting gap, and a pseudogap with
size roughly 75 meV (ref. 20). A diVerential conductance map of the
region taken at a bias of 10 meV (Fig. 1c) shows a checkerboard-like
electronic lattice, strikingly similar to those observed in other
cuprates3–6. The checkerboard is observed to beyond 50 meV at
both positive and negative sample bias, although the pattern
appears most strongly at low, positive bias. It appears in maps
taken with feedback setpoint voltages ranging from 10 to 300 mV,

0.15 0.20 0.25

5

10

15

In
te

ns
ity

 (a
rb

. u
ni

ts
)

UD25 K
UD32 K
OP35 K

Wave vector (2π/a0)

a b

c d

Figure 2 Doping dependence of the checkerboard. a–c, 400 Å conductance maps
of optimally doped, Tc = 35 K (a), underdoped, Tc = 32 K (b), and underdoped,
Tc = 25 K (c), Bi-2201. All maps were taken with 10mV sample bias at T= 6 K. The
checkerboard structures shown in b,c have denser packing than in a, indicating a
shorter wavelength in underdoped samples. d, Line cuts along the atomic lattice
direction of the Fourier-transform LDOS maps of the three samples. The cuts peak at
the checkerboard wave vectors, corresponding to wavelengths of 6.2a0, 5.1a0 and
4.5a0, respectively.

with feedback currents from 50 to 800 pA, and in topographic scans
at 10 mV bias.

The wavelength of this checkerboard is determined from the
Fourier transform of the image, as shown in Fig. 1d, where the
checkerboard appears as four peaks (one is circled). Its wave
vector corresponds to a wavelength d ⇠ 6.2a0 ±0.2a0, much larger
than that of any such structure previously reported. Figure 1e
shows a line cut along the atomic lattice (⇡,0) direction of the
Fourier-transform LDOS maps taken at diVerent bias voltages. The
consistent position of the checkerboard wave vector observed at
diVerent energies, marked by the left dashed line, indicates that the
checkerboard is a non-dispersive, static ordering.

We find similar checkerboard structures in underdoped
Bi-2201 samples with Tc = 32 K (Fig. 2b) and Tc = 25 K
(Fig. 2c). Surprisingly, Fourier transforms reveal that checkerboard
periodicities in these underdoped samples are reduced to
5.1a0 ± 0.2a0 and 4.5a0 ± 0.2a0 respectively, significantly shorter
than in the optimally doped sample. This can be seen directly from
the denser packing of the underdoped checkerboard (Fig. 2b,c)
compared with that in the optimally doped one (Fig. 2a). Figure 2d
summarizes this doping dependence in line cuts of the Fourier
transforms along the atomic lattice (⇡,0) direction. The increase
of the checkerboard wave vector with decreasing hole density
is pronounced.

In contrast to doping, temperature has no measurable eVect on
the checkerboard wave vector. The LDOS map of the underdoped
Tc = 32 K sample measured at 35 K (Fig. 3a) is qualitatively the
same as that measured at 6 K (Fig. 2a). Figure 3b shows line cuts
of the Fourier transforms of maps measured at a wide range of
temperatures, demonstrating that the peak location is unaVected
by temperature and in particular Tc.
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Figure 1 Anatomy of the checkerboard in optimally doped Bi-2201. a, STM
topography of a 785-Å region of optimally doped (Tc = 35 K) Bi-2201 measured at
T= 6 K. The magnified inset (110 Å) (and red dots on 9 atoms) show the clear
atomic lattice in this high-resolution data. b, Spatially averaged differential
conductance spectra measured in the area shown in a exhibit two distinct gaps: a
superconducting gap�SC ⇠ 15meV and pseudogap�PG ⇠ 75meV.
c, Conductance maps, here taken with bias voltage 10meV on the same region as a,
show a checkerboard structure in the LDOS with a wavelength much larger than the
atomic lattice. The inset is magnified as in a, with the same 9 atoms highlighted in
red. Four checkerboard maxima are also highlighted (yellow) for clarity. d, Fourier
transform of the map shown in c. The checkerboard wave vectors (circled) appear
as four spots along the same direction as the atomic lattice (outlined with a square).
The dashed line shows the locations of the line cuts in e. e, Line cuts extracted from
Fourier-transform LDOS maps with different bias voltages. The left vertical line
marks the position of the checkerboard wave vector, 2⇡/6.2a0 for all energies, and
the right vertical line indicates the atomic lattice wave vector 2⇡/a0. All data in this
letter was acquired with feedback setpoint parameters IS = 400 pA and
VS = �100mV or VS = �200mV.

(Fig. 1b) has a clear inner gap with peaks near 15 meV, probably
associated with the superconducting gap, and a pseudogap with
size roughly 75 meV (ref. 20). A diVerential conductance map of the
region taken at a bias of 10 meV (Fig. 1c) shows a checkerboard-like
electronic lattice, strikingly similar to those observed in other
cuprates3–6. The checkerboard is observed to beyond 50 meV at
both positive and negative sample bias, although the pattern
appears most strongly at low, positive bias. It appears in maps
taken with feedback setpoint voltages ranging from 10 to 300 mV,
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Figure 2 Doping dependence of the checkerboard. a–c, 400 Å conductance maps
of optimally doped, Tc = 35 K (a), underdoped, Tc = 32 K (b), and underdoped,
Tc = 25 K (c), Bi-2201. All maps were taken with 10mV sample bias at T= 6 K. The
checkerboard structures shown in b,c have denser packing than in a, indicating a
shorter wavelength in underdoped samples. d, Line cuts along the atomic lattice
direction of the Fourier-transform LDOS maps of the three samples. The cuts peak at
the checkerboard wave vectors, corresponding to wavelengths of 6.2a0, 5.1a0 and
4.5a0, respectively.

with feedback currents from 50 to 800 pA, and in topographic scans
at 10 mV bias.

The wavelength of this checkerboard is determined from the
Fourier transform of the image, as shown in Fig. 1d, where the
checkerboard appears as four peaks (one is circled). Its wave
vector corresponds to a wavelength d ⇠ 6.2a0 ±0.2a0, much larger
than that of any such structure previously reported. Figure 1e
shows a line cut along the atomic lattice (⇡,0) direction of the
Fourier-transform LDOS maps taken at diVerent bias voltages. The
consistent position of the checkerboard wave vector observed at
diVerent energies, marked by the left dashed line, indicates that the
checkerboard is a non-dispersive, static ordering.

We find similar checkerboard structures in underdoped
Bi-2201 samples with Tc = 32 K (Fig. 2b) and Tc = 25 K
(Fig. 2c). Surprisingly, Fourier transforms reveal that checkerboard
periodicities in these underdoped samples are reduced to
5.1a0 ± 0.2a0 and 4.5a0 ± 0.2a0 respectively, significantly shorter
than in the optimally doped sample. This can be seen directly from
the denser packing of the underdoped checkerboard (Fig. 2b,c)
compared with that in the optimally doped one (Fig. 2a). Figure 2d
summarizes this doping dependence in line cuts of the Fourier
transforms along the atomic lattice (⇡,0) direction. The increase
of the checkerboard wave vector with decreasing hole density
is pronounced.

In contrast to doping, temperature has no measurable eVect on
the checkerboard wave vector. The LDOS map of the underdoped
Tc = 32 K sample measured at 35 K (Fig. 3a) is qualitatively the
same as that measured at 6 K (Fig. 2a). Figure 3b shows line cuts
of the Fourier transforms of maps measured at a wide range of
temperatures, demonstrating that the peak location is unaVected
by temperature and in particular Tc.
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Suppression of charge order by pressure in the cuprate superconductor YBa2Cu3Oy :
Restoring the full superconducting dome
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It has recently become clear that cuprate superconductors have a universal tendency to form
charge-density-wave order. A fundamental question is the relation between this charge order and the
pseudogap phase. A key feature is that this tendency is strongest at a doping p ' 0.12, irrespective of
the modulation period. Here we show that pressure suppresses charge order in YBa2Cu3Oy, but does
not a↵ect the pseudogap phase. The latter is therefore not simply a precursor of the former. Looking
at high-pressure data, we find that when charge order is suppressed, the superconducting dome in
the phase diagram of YBa2Cu3Oy is transformed so that it no longer dips but instead now peaks at
p ' 0.12. The fact that in the absence of mutual competition the domes of superconductivity and
of charge order both peak at the same doping is strong evidence for the existence of a third phase
that competes with both orders at low doping, thereby shaping the phase diagram of cuprates.

PACS numbers: 74.72.Gh, 74.62.Fj, 74.25.Dw

The recent observation of charge density
modulations in YBa2Cu3Oy

(YBCO) [1–4],
La2�x

Sr
x

CuO4 (LSCO) [5], HgBa2CuO4+�

[6], and
Bi2Sr2CuO6+�

[7] shows that charge-density-wave
(CDW) order is a generic tendency of cuprates, not
specific to materials such as La2�x

Ba
x

CuO4 (LBCO),
where it has long been known to exist [8]. In Fig. 1,
the onset temperature of CDW modulations seen in
YBCO by X-ray di↵raction, TCDW, is plotted as a
function of doping [9, 10]. It forms a dome peaked
at p = 0.12, as does the onset temperature of CDW
order seen by NMR (above a threshold magnetic field),
TNMR [11]. The Fermi surface of YBCO undergoes a
reconstruction, attributed to CDW order, into small
electron [12] and hole [13] pockets at low temperature.
This process is detected as a downturn in the Hall
coe�cient RH(T ) towards negative values [14], which
starts at a temperature TFSR [15]. As seen in Fig. 1, the
onset of Fermi-surface reconstruction (FSR), at TFSR,
also peaks at p = 0.12. CDW and FSR also both peak
at p = 0.12 in La1.8�x

Eu0.2SrxCuO4 [16, 17].

The striking experimental fact is that the CDW phase
in cuprates is peaked at p = 0.12. The question is why?
Old explanations in terms of a commensurate match
of the CDW period with either the lattice or the hole
density are no longer viable. Indeed, while in LBCO
or LSCO-based materials the CDW incommensurability
tracks p and the period becomes nearly commensurate
with the lattice at p ' 0.12, neither of these facts are
true for YBCO [9, 10]. For some as yet unknown reason,
the conditions for CDW formation in cuprates are most
favourable at p = 0.12.

CDW order and superconductivity are competing
phases. X-ray intensity drops sharply below Tc [2, 3],
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FIG. 1: Temperature-doping phase diagram of YBCO, show-
ing the superconducting phase below Tc (black dots [18]) and
the onset of charge order seen by NMR, above a threshold
magnetic field, below TNMR (green squares [11]). Charge-
density modulations are detected by X-ray di↵raction below
TCDW (up triangles [9]; down triangles [10]). The Fermi sur-
face undergoes a reconstruction seen as a downturn in the
Hall coe�cient below TFSR (red circles [15]). T ? marks the
onset of the pseudogap phase (dashed line [19, 20]).

showing that superconductivity weakens CDW order in
YBCO. Conversely, CDW order weakens superconduc-
tivity. This shows up in the doping dependence of the
superconducting critical temperature Tc and field Hc2,
as a dip in the former (Fig. 1) [18] and a local minimum
in the latter [21], both centred at p = 0.12, where CDW
order is strongest. The dip in Tc was shown to scale with

Cyr-Choignière, preprint 2015

of inverse field, by subtracting the monotonic background (shown for
all temperatures in Supplementary Fig. 2). This shows that the oscilla-
tions are periodic in 1/B, as is expected of oscillations that arise
from Landau quantization. A Fourier transform yields the power
spectrum, displayed in Fig. 3b, which consists of a single frequency,
F 5 (530 6 20) T. In Fig. 3c, we plot the amplitude of the oscillations
as a function of temperature, from which we deduce a carrier mass
m* 5 (1.9 6 0.1)m0, where m0 is the bare electron mass. Within error
bars, both F and m* are the same in sample B, for which the current J is
parallel to the b axis (see Supplementary Fig. 1). Oscillations of the
same frequency are also observed in Rxx (in both samples), albeit with a
smaller amplitude. We note that while at 7.5 K the oscillations are still
perceptible, they are absent at 11 K, as expected from thermally
damped quantum oscillations (see Supplementary Fig. 5).

While quantum oscillations in YBa2Cu3O61y (YBCO) have been
the subject of a number of earlier studies8–10, the data reported so far
do not exhibit clear oscillations as a function of 1/B and, as such, have
not been accepted as convincing evidence for a Fermi surface11.
Furthermore, we note that all previous work was done on oriented
powder samples as opposed to the high-quality single crystals used in
the present study.

Quantum oscillations are a direct measure of the Fermi surface
area via the Onsager relation: F 5 (W0/2p2)Ak, where W0 5 (2.07 3
10215) T m2 is the flux quantum, and Ak is the cross-sectional area of
the Fermi surface normal to the applied field. A frequency of 530 T
implies a Fermi surface pocket that encloses a k-space area (in the a–b
plane) of Ak 5 5.1 nm22, that is, 1.9% of the Brillouin zone (of area
4p2/ab). This is only 3% of the area of the Fermi surface cylinder
measured in Tl-2201 (see Fig. 1c), whose radius is kF < 7 nm21. In the
remainder, we examine two scenarios to explain the dramatic differ-
ence between the small Fermi surface revealed by the low frequency of
quantum oscillations reported here for YBa2Cu3O6.5 and the large
cylindrical surface observed in overdoped Tl-2201. The first scenario
assumes that the particular band structure of YBa2Cu3O6.5 is differ-
ent and supports a small Fermi surface sheet. In the second, the
electronic structure of overdoped copper oxides undergoes a trans-
formation as the doping p is reduced below a value pc associated with
a critical point.

Band structure calculations for stoichiometric YBCO (y 5 1.0),

which is slightly overdoped (with p 5 0.2), show a Fermi surface
consisting of four sheets12,13, as reproduced in Fig. 4a: two large
cylinders derived from the CuO2 bi-layer, one open surface coming
from the CuO chains, and a small cylinder associated with both chain
and plane states. The latter sheet, for example, could account for the
low frequency reported here. ARPES studies on YBCO near optimal

doping14,15 appear to be in broad agreement with this electronic
structure. However, recent band structure calculations16 performed
specifically for YBa2Cu3O6.5, which take into account the unit cell
doubling caused by the ortho-II order, give a Fermi surface where the
small cylinder is absent, as shown in Fig. 4b. This leaves no obvious
candidate Fermi surface sheet for the small orbit reported here.

The fact that the same oscillations are observed for currents along a
and b suggests that they are not associated with open orbits in the
chain-derived Fermi surface sheet. In YBCO, the CuO chains along
the b axis are an additional channel of conduction, responsible for an
anisotropy in the zero-field resistivity r(T) of the normal state (above
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Figure 2 | Hall resistance of YBa2Cu3O6.5. Rxy as a function of magnetic
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a axis of the orthorhombic crystal structure (J | | a). The inset shows a zoom
on the data at T 5 2 K, with a fitted monotonic background (dashed line).
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the inset of Fig. 2 for T 5 2 K), as a function of inverse magnetic field, 1/B.
The background at each temperature is given in Supplementary Fig. 2.
b, Power spectrum (Fourier transform) of the oscillatory part for the T 5 2 K
isotherm, revealing a single frequency at F 5 (530 6 20) T, which
corresponds to a k-space area Ak 5 5.1 nm22, from the Onsager relation
F 5 (W0/2p2)Ak . Note that the uncertainty of 4% on F is not given by the
width of the peak (a consequence of the small number of oscillations), but by
the accuracy with which the position of successive maxima in a can be
determined. c, Temperature dependence of the oscillation amplitude A,
plotted as ln(A/T) versus T. The fit is to the standard Lifshitz–Kosevich
formula, whereby A/T 5 [sinh(am*T/B)]21, which yields a cyclotron mass
m* 5 (1.9 6 0.1)m0, where m0 is the free electron mass.
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Figure 4 | Fermi surface of YBCO from band structure calculations.
a, Fermi surface of YBa2Cu3O7 in the kz 5 0 plane (from ref. 13, with
permission from O. K. Andersen), showing the four bands discussed in the
main text. b, Fermi surface of ortho-II ordered YBa2Cu3O6.5 in the kz 5 0
plane (from ref. 16, with permission from T. M. Rice). In both a and b the
grey shading indicates one quadrant of the first Brillouin zone.
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Figure 1 Anatomy of the checkerboard in optimally doped Bi-2201. a, STM
topography of a 785-Å region of optimally doped (Tc = 35 K) Bi-2201 measured at
T= 6 K. The magnified inset (110 Å) (and red dots on 9 atoms) show the clear
atomic lattice in this high-resolution data. b, Spatially averaged differential
conductance spectra measured in the area shown in a exhibit two distinct gaps: a
superconducting gap�SC ⇠ 15meV and pseudogap�PG ⇠ 75meV.
c, Conductance maps, here taken with bias voltage 10meV on the same region as a,
show a checkerboard structure in the LDOS with a wavelength much larger than the
atomic lattice. The inset is magnified as in a, with the same 9 atoms highlighted in
red. Four checkerboard maxima are also highlighted (yellow) for clarity. d, Fourier
transform of the map shown in c. The checkerboard wave vectors (circled) appear
as four spots along the same direction as the atomic lattice (outlined with a square).
The dashed line shows the locations of the line cuts in e. e, Line cuts extracted from
Fourier-transform LDOS maps with different bias voltages. The left vertical line
marks the position of the checkerboard wave vector, 2⇡/6.2a0 for all energies, and
the right vertical line indicates the atomic lattice wave vector 2⇡/a0. All data in this
letter was acquired with feedback setpoint parameters IS = 400 pA and
VS = �100mV or VS = �200mV.

(Fig. 1b) has a clear inner gap with peaks near 15 meV, probably
associated with the superconducting gap, and a pseudogap with
size roughly 75 meV (ref. 20). A diVerential conductance map of the
region taken at a bias of 10 meV (Fig. 1c) shows a checkerboard-like
electronic lattice, strikingly similar to those observed in other
cuprates3–6. The checkerboard is observed to beyond 50 meV at
both positive and negative sample bias, although the pattern
appears most strongly at low, positive bias. It appears in maps
taken with feedback setpoint voltages ranging from 10 to 300 mV,
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Figure 2 Doping dependence of the checkerboard. a–c, 400 Å conductance maps
of optimally doped, Tc = 35 K (a), underdoped, Tc = 32 K (b), and underdoped,
Tc = 25 K (c), Bi-2201. All maps were taken with 10mV sample bias at T= 6 K. The
checkerboard structures shown in b,c have denser packing than in a, indicating a
shorter wavelength in underdoped samples. d, Line cuts along the atomic lattice
direction of the Fourier-transform LDOS maps of the three samples. The cuts peak at
the checkerboard wave vectors, corresponding to wavelengths of 6.2a0, 5.1a0 and
4.5a0, respectively.

with feedback currents from 50 to 800 pA, and in topographic scans
at 10 mV bias.

The wavelength of this checkerboard is determined from the
Fourier transform of the image, as shown in Fig. 1d, where the
checkerboard appears as four peaks (one is circled). Its wave
vector corresponds to a wavelength d ⇠ 6.2a0 ±0.2a0, much larger
than that of any such structure previously reported. Figure 1e
shows a line cut along the atomic lattice (⇡,0) direction of the
Fourier-transform LDOS maps taken at diVerent bias voltages. The
consistent position of the checkerboard wave vector observed at
diVerent energies, marked by the left dashed line, indicates that the
checkerboard is a non-dispersive, static ordering.

We find similar checkerboard structures in underdoped
Bi-2201 samples with Tc = 32 K (Fig. 2b) and Tc = 25 K
(Fig. 2c). Surprisingly, Fourier transforms reveal that checkerboard
periodicities in these underdoped samples are reduced to
5.1a0 ± 0.2a0 and 4.5a0 ± 0.2a0 respectively, significantly shorter
than in the optimally doped sample. This can be seen directly from
the denser packing of the underdoped checkerboard (Fig. 2b,c)
compared with that in the optimally doped one (Fig. 2a). Figure 2d
summarizes this doping dependence in line cuts of the Fourier
transforms along the atomic lattice (⇡,0) direction. The increase
of the checkerboard wave vector with decreasing hole density
is pronounced.

In contrast to doping, temperature has no measurable eVect on
the checkerboard wave vector. The LDOS map of the underdoped
Tc = 32 K sample measured at 35 K (Fig. 3a) is qualitatively the
same as that measured at 6 K (Fig. 2a). Figure 3b shows line cuts
of the Fourier transforms of maps measured at a wide range of
temperatures, demonstrating that the peak location is unaVected
by temperature and in particular Tc.
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Figure 1 Anatomy of the checkerboard in optimally doped Bi-2201. a, STM
topography of a 785-Å region of optimally doped (Tc = 35 K) Bi-2201 measured at
T= 6 K. The magnified inset (110 Å) (and red dots on 9 atoms) show the clear
atomic lattice in this high-resolution data. b, Spatially averaged differential
conductance spectra measured in the area shown in a exhibit two distinct gaps: a
superconducting gap�SC ⇠ 15meV and pseudogap�PG ⇠ 75meV.
c, Conductance maps, here taken with bias voltage 10meV on the same region as a,
show a checkerboard structure in the LDOS with a wavelength much larger than the
atomic lattice. The inset is magnified as in a, with the same 9 atoms highlighted in
red. Four checkerboard maxima are also highlighted (yellow) for clarity. d, Fourier
transform of the map shown in c. The checkerboard wave vectors (circled) appear
as four spots along the same direction as the atomic lattice (outlined with a square).
The dashed line shows the locations of the line cuts in e. e, Line cuts extracted from
Fourier-transform LDOS maps with different bias voltages. The left vertical line
marks the position of the checkerboard wave vector, 2⇡/6.2a0 for all energies, and
the right vertical line indicates the atomic lattice wave vector 2⇡/a0. All data in this
letter was acquired with feedback setpoint parameters IS = 400 pA and
VS = �100mV or VS = �200mV.

(Fig. 1b) has a clear inner gap with peaks near 15 meV, probably
associated with the superconducting gap, and a pseudogap with
size roughly 75 meV (ref. 20). A diVerential conductance map of the
region taken at a bias of 10 meV (Fig. 1c) shows a checkerboard-like
electronic lattice, strikingly similar to those observed in other
cuprates3–6. The checkerboard is observed to beyond 50 meV at
both positive and negative sample bias, although the pattern
appears most strongly at low, positive bias. It appears in maps
taken with feedback setpoint voltages ranging from 10 to 300 mV,
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Figure 2 Doping dependence of the checkerboard. a–c, 400 Å conductance maps
of optimally doped, Tc = 35 K (a), underdoped, Tc = 32 K (b), and underdoped,
Tc = 25 K (c), Bi-2201. All maps were taken with 10mV sample bias at T= 6 K. The
checkerboard structures shown in b,c have denser packing than in a, indicating a
shorter wavelength in underdoped samples. d, Line cuts along the atomic lattice
direction of the Fourier-transform LDOS maps of the three samples. The cuts peak at
the checkerboard wave vectors, corresponding to wavelengths of 6.2a0, 5.1a0 and
4.5a0, respectively.

with feedback currents from 50 to 800 pA, and in topographic scans
at 10 mV bias.

The wavelength of this checkerboard is determined from the
Fourier transform of the image, as shown in Fig. 1d, where the
checkerboard appears as four peaks (one is circled). Its wave
vector corresponds to a wavelength d ⇠ 6.2a0 ±0.2a0, much larger
than that of any such structure previously reported. Figure 1e
shows a line cut along the atomic lattice (⇡,0) direction of the
Fourier-transform LDOS maps taken at diVerent bias voltages. The
consistent position of the checkerboard wave vector observed at
diVerent energies, marked by the left dashed line, indicates that the
checkerboard is a non-dispersive, static ordering.

We find similar checkerboard structures in underdoped
Bi-2201 samples with Tc = 32 K (Fig. 2b) and Tc = 25 K
(Fig. 2c). Surprisingly, Fourier transforms reveal that checkerboard
periodicities in these underdoped samples are reduced to
5.1a0 ± 0.2a0 and 4.5a0 ± 0.2a0 respectively, significantly shorter
than in the optimally doped sample. This can be seen directly from
the denser packing of the underdoped checkerboard (Fig. 2b,c)
compared with that in the optimally doped one (Fig. 2a). Figure 2d
summarizes this doping dependence in line cuts of the Fourier
transforms along the atomic lattice (⇡,0) direction. The increase
of the checkerboard wave vector with decreasing hole density
is pronounced.

In contrast to doping, temperature has no measurable eVect on
the checkerboard wave vector. The LDOS map of the underdoped
Tc = 32 K sample measured at 35 K (Fig. 3a) is qualitatively the
same as that measured at 6 K (Fig. 2a). Figure 3b shows line cuts
of the Fourier transforms of maps measured at a wide range of
temperatures, demonstrating that the peak location is unaVected
by temperature and in particular Tc.
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displacements of the bilayer oxygens, similar to those
proposed for the soft phonon in YBa2Cu3O7 [20]. There
are small differences between the values of the modulation
periods for the a and b directions for all three compounds
(Table I) and in the patterns of atomic displacements,
showing that the influence of the chains on the planes is
also noticeable in o-VIII and o-III. If the two distortions

develop independently, one would expect a different TCDW

for modulations along each direction, with the postulated
two-q state forming at lower temperatures. To date, we
have no evidence for this, although observations in o-II
most clearly indicate a difference between the CDW order
in the a and b directions. The in-plane electronic anisot-
ropy in YBCO arises from the chains; thus, they must
ultimately be responsible for this difference between the
a and b directions. An obvious mechanism is through the
chain Fermi surface [21] with spanning vectors along b!,
which might encourage CDW formation. We note that
STM observations on the chain surface of optimally
doped YBCO [22] show such behavior, with a !2 " 0:3.
Furthermore, the alternating filled and empty chains create
an additional potential which would fold the Fermi surface
along a! and thereby change the band structure [21].
An important issue in the cuprates is the relationship of

the spin and charge correlations [1,2,9,10], where the
underlying antiferromagnetism (AFM) and charge density
have modulations characterised by wave vectors !spin and
!charge, respectively. In a simple stripe picture of inter-
twined spin and charge correlations [10], these yield spin
and charge peaks at positions "AFM # !spin and "lattice #
!charge, where !charge ¼ 2!spin. This simple relationship
appears to describe observations in La2%xBaxCuO4 (see
Fig. 4) and La1:6%xNd0:4SrxCuO4 [9,10]. In YBCO, the
low-frequency spin fluctuations are anisotropic [23,24],
with the strongest response for ! along a!. Indeed, lightly
doped YBa2Cu3Oy shows magnetic order [25] with !
along a!. Thus, in YBCO (see Fig. 4), not only are !spin

and !charge in different directions, but they show different
trends, and j!chargej ! 2j!spinj. These differences suggest
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FIG. 2 (color online). (a),(b) h and k scans, taken on o-II,
through (j n% !1 j , 0, 6.5) and (0, jn% !2 j, 6.5) with n ¼ 0, 2
and T " Tc. The k scans (filled red circles), showing lattice
modulation peaks at (0, !2, 6.5) and (0, 2% !2, 6.5), are the
same as those displayed in Figs. 1(a) and 1(b). Equivalent
measurements in the (h, 0, ‘) plane (open black circles) reveal
no evidence for a lattice modulation at !1 " !2. Notice that the
lattice modulation peaks are 2 orders of magnitude weaker than
the reflections from the ortho-II structure.

FIG. 3 (color online). Out-of-plane momentum ‘, field, and
temperature dependences of the CDW modulation peaks found
in YBCO o-II (red symbols), o-VIII (blue symbols), and o-III
(black symbols). All intensities have been background sub-
tracted and normalized to IðTcÞ in a zero field. (a) ‘ dependence
of the peak height of k scans through (0, nþ !2, ‘), with n ¼ 0
for o-II and o-VIII and with n ¼ 2 for o-III. All compounds
show a broad peak centered at ‘" 6:5 and a c-axis correlation
length #c comparable to that previously reported [2] in o-VIII at
T ¼ 2 K for ‘ ¼ 0:5. (b) Measurement in a separate cryostat of
the effect on CDW intensity in o-II of a magnetic field applied
with a component 11.5 T along the c axis of the crystal.
(c) Temperature dependence of peak intensities, measured at
the wave vectors indicated. The filled symbols are data taken in
a magnetic field.
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FIG. 4 (color online). (a) Spin and charge incommensurability
versus doping for YBCO and La2%xBaxCuO4 (LBCO). The spin
incommensurability of both YBCO [25] and La2%xBaxCuO4 [9]
increases with doping. In LBCO, the spin and charge incom-
mensurability are simply related: !c ) 2!s. In YBCO, the spin
and charge incommensurability have opposite trends with dop-
ing. (b) The charge incommensurability in YBCO, plotted on an
expanded scale. (c) In YBCO o-II, the dominant wave vectors of
the spin (!spin) and charge (!charge) modulations are along differ-

ent directions: the a and b axes, respectively.
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Analysis of the energy and polarization dependence of
the integrated scattering intensities (Fig. 3) demonstrates
that the H ¼ 0:30 and K ¼ 0:30 peaks are due to modu-
lations in the CuO2 planes, whereas the H ¼ 0:33 peaks
are due to ortho-III ordering in the chain layer. To model
the scattering intensity of the H ¼ 0:33 peak, we followed
the procedure in Ref. [19] which illustrated that the

scattering intensity and polarization dependence of the
oxygen order superstructure in ortho-II ordered YBCO
(full-empty-full-empty chains) could be calculated by ac-
counting for the impact of the oxygen dopants on the Cu1 d
states in the full and empty chains. This was done by
experimentally determining the energy dependence of
the atomic scattering tensor, Fi, for Cu in full, FCu1fð!Þ,
and empty, FCu1eð!Þ, chains using polarization dependent
x-ray absorption measurements in YBCO prepared with
either an entirely full (YBa2Cu3O7) or an entirely empty
(YBa2Cu3O6) chain layer. Here we use the same analysis
for the H ¼ 0:33 peak with FCu1fð!Þ and FCu1eð!Þ from
Ref. [19] and Isc;o$IIIðH ¼ 0:33; ~!Þ ¼ jfCu1fð!; ~!Þ þ fO $
fCu1eð!; ~!Þj2. As shown in Fig. 3(a), this analysis repro-
duces the energy and polarization dependence of the H ¼
0:33 peak, providing confirmation that this peak is domi-
nated by the oxygen order in the chain layer.
In contrast, both the polarization and energy dependence

of the H ¼ 0:30 and K ¼ 0:30 peaks are consistent with a
spatial modulation of the Cu 3dx2$y2 states in the CuO2

planes. First, one must note that the incident " and #
polarizations couple to different components of the scat-
tering tensor. For # polarization, the photon polarization is
entirely along the bðaÞ axis for the HðKÞ ¼ 0:30 peak
and is therefore sensitive to the bbðaaÞ components of
the scattering tensor. However, for " polarized light,
the polarization has components along both the a and
c axes that depend on the scattering geometry. For modu-
lations of Cu 3dx2$y2 states, faa;Cu2 ’ fbb;Cu2 & fcc;Cu2
and Iscð""0Þ=Iscð##0Þ ¼ ½sinð$Þ sinð%Þ!faa(2, where $
and % are the angles of the incident and scattered light
relative to the sample surface [see Fig. 1(b)] [30]. For the
values of $ and % in our measurement, one would expect
the ratio of Iscð""0Þ=Iscð##0Þ ¼ 0:46 for a modulation of
Cu 3dx2$y2 states. As shown in Fig. 3(b), the K ¼ 0:30
peak is in good agreement with this ratio.
A final intriguing aspect of the energy dependence of the

scattering intensity is that the line shape can be described
by a simple phenomenological model for the scattering
intensity based on a spatial modulation of the energy of the
Cu 2p to 3dx2$y2 transition. The energy of this transition is

determined by the energy of the 3dx2$y2 states, as well as

the core hole energy and the interaction energy of the core
hole with the d electrons, all of which may be spatially
modulated. This energy shift model was recently shown to
account for the energy dependence of the scattering inten-
sity of the [1=4 0 L] charge stripe ordering peak in
La1:475Nd0:4Sr0:125CuO4, unlike models based on lattice
displacements or charge density modulations [17].
Although in YBCO we do not know the structure factor
that accounts for the [0.30 0 L] and [0 0.30L] peaks, we can
naively invoke the same energy shift model and assume that
Isc½0:30 0L(ð!Þ / Isc½0 0:30L(ð!Þ / jfCu2að@!þ !EÞ $
fCu2bð@!$ !EÞj2, where Cu2a and Cu2b represent two
sites in the CuO2 planes with fð!Þ that is identical apart

FIG. 3 (color online). (a) The measured energy dependence of
the [0.33 0 1.4] oxygen ordering peak with # and " polarized
incident light along with the calculated spectra for ortho-III
oxygen ordering of the chain layer. (b) The energy dependence
of the [0 0.30 1.44] peak measured with # and " polarized light.
(c) The energy dependence of the [0.30 0 1.44] peak with "
polarized light compared to the energy shift model calculation.
The energy shift calculation captures the correct peak position
and energy width of the scattering intensity. (d) The energy shift
model calculation compared to the [0 0.30 1.44] peak with #
polarized light.

FIG. 2 (color online). The [H 0 L] [(a) and (b)] and [0 K L]
[(c) and (d)] normalized scattering intensity, Isc=I0, in arbitrary
units. The scattering intensity was measured with # [(a) and (c)]
and " [(b) and (d)] incident photon polarization at T ¼ 60 K.
r.l.u., reciprocal lattice units.
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tonian of SU!2" slave-boson theory !Affleck et al., 1988;
Dagotto et al., 1988":

Hmean = #
$ij%

−
3
8

Jij&!!jifi"
† fj" − #ijfi"

† fj$
† %"$" + H.c.

− '!ij'2 − '#ij'2( + #
i

)a0
3!fi"

† fi" − 1"

+ &!a0
1 + ia0

2"fi"fi$%"$ + H.c.(* . !109"

So the mean-field Ansatz that describes a SU!2" slave-
boson mean-field state is really given by !ij, #ij, and a0.
We note that !ij, #ij, and a0 are invariant under spin
rotation. Thus the mean-field ground state of Hmean is a
spin singlet. Such a state describes a spin-liquid state.

The SU!2" mean-field Hamiltonian !109" is invariant
under a local SU!2" gauge transformation. To see such
an invariance explicitly, we need to rewrite Eq. !109" in
terms of &:

Hmean = #
$ij%

3
8

Jij+1
2

Tr!Uij
† Uij" + !&i

†Uij&j + H.c.",
+ #

i
a0

l &i
†'l&i, !110"

where

Uij = -− !ij
* #ij

#ij
* !ij

. = Uji
† . !111"

Note that det!U"(0, so that Ujk is not a member of
SU!2", but iUjk is a member up to a normalization con-
stant. From Eq. !110" we now can see that the mean-
field Hamiltonian is invariant under a local SU!2" trans-
formation Wi:

&i → Wi&i,

Uij → WiUijWj
†. !112"

We note that in contrast to )i↑ and )i↓ introduced in
Eq. !44", the doublet &i does not carry a spin index. Thus
the redundancy in the )i* representation is avoided,
which accounts for a factor of 2 difference in front of the
bilinear &i term in Eq. !110" versus Eq. !45". However,
the spin-rotation symmetry is not explicit in our formal-
ism and it is hard to tell if Eq. !110" describes a spin-
rotation-invariant state or not. In fact, for a general Uij
satisfying Uij=Uji

† , Eq. !110" may not describe a spin-
rotation-invariant state. But if Uij has a form

Uij = !ij
+'+, + = 0, 1, 2, 3,

!ij
0 = imaginary, !ij

l = real, l = 1, 2, 3, !113"

then Eq. !110" will describe a spin-rotation-invariant
state. This is because the above Uij has the form of Eq.
!111". In this case Eq. !110" can be rewritten as Eq. !109",
where the spin-rotation invariance is explicit. In Eq.
!113", '0 is the identity matrix.

Now the mean-field Ansatz can be more compactly
represented by „Uij ,a0!i"…. Again the mean-field Ansatz

„Uij ,a0!i"… can be viewed as a many-to-one label of
physical spin states. The physical spin state labeled by
„Uij ,a!i"… is given by

',spin
!Uij,a0!i""% = P',mean

!Uij,a0!i""% ,

where ',mean
„Uij,a0!i"…% is the ground state of the mean-field

Hamiltonian !110" and P is the projection that projects
into the subspace with even numbers of & fermions per
site. From the relation between the f fermion and the &
fermion, we note that the state with zero & fermions
corresponds to the spin-down state and the state with
two & fermions corresponds to the spin-up state. Since
the states with even numbers of & fermions per site are
SU!2" singlet on every site, we find that two mean-field
Ansätze „Uij ,a0!i"… and „Ũij , ã!i"… related by a local
SU!2" gauge transformation,

Ũij = WiUijWj
†, ã0!i" · ! = Wia0!i" · !Wi

†,

label the same physical spin state

P',mean
!Uij,a0!i""% = P',mean

!Ũij,ã0!i""% ,

This relation represents the physical meaning of the
SU!2" gauge structure.

Just as with U!1" slave-boson theory, the fluctuations
of the mean-field Ansatz correspond to collective excita-
tions. In particular, the “phase” fluctuations of Uij rep-
resent the potential gapless excitations. However, unlike
the U!1" slave-boson theory, the phase of Uij is de-
scribed by a two-by-two Hermitian matrix aij

l 'l,
l=1,2 ,3, on each link. If „Ūij , ā!i"… is the Ansatz that
describes the mean-field ground state, then the potential
gapless fluctuations are described by

Uij = Ūijeiaij
l 'l

, a0!i" = ā0!i" + -a0 !i" .

Since „Uij ,a0!i"… is a many-to-one labeling, the fluctua-
tions „aij ,-a0!i"… correspond to SU!2" gauge fluctuations
rather than usual bosonic collective modes such as pho-
non modes and spin waves.

D. A few mean-field Ansätze for symmetric spin liquids

After a general discussion of the SU!2" slave-boson
theory, let us discuss a few mean-field Ansätze that have
spin rotation, translation Tx,y, and parity Px,y,xy symme-
tries. We call such a spin state a symmetric spin liquid.
Here Tx and Ty are translations in the x and y directions,
and Px, Py, and Pxy are parity transformations !x ,y"
→ !−x ,y", !x ,y"→ !x ,−y", and !x ,y"→ !y ,x", respectively.
We note that Px,y,xy parity symmetries imply 90° rota-
tional symmetry.

We concentrate on three simple mean-field Ansätze
that describe symmetric spin liquids:

!i" .-flux liquid !.fL" state5 !Affleck and Marston,
1988",

5This state was called the .-flux !.F" state in the literature.
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makes the fluctuations of aij behave as gauge bosons,
which are very different from the sound mode and the
spin-wave mode.4

If we believe that gauge bosons and fermions do ap-
pear as low-energy excitations in the deconfined phase,
then a natural question will be what do those excitations
look like? The slave-boson construction !105" allows us
to construct an explicit physical spin wave function that
corresponds to a gauge fluctuation aij,

!spin
!aij" = #0f$%

i
fi"i

$!mean
!#̄ije

iaij"& .

We would like to mention that the gauge fluctuations
affect the average

P123 = ##12#23#31& = ##̄12#̄23#̄31&ei!a12+a23+a31".

Thus the U!1" gauge fluctuations aij, or more precisely
the flux of U!1" gauge fluctuations a12+a23+a31, corre-
spond to the fluctuations of the spin chirality S1 · !S2
$S3"= !P123−P132" /4i, as pointed out in the last section.

Similarly, the slave-boson construction also allows us
to construct a physical spin wave function that corre-
sponds to a pair of fermion excitations. We start with the
mean-field ground state with a pair of particle-hole ex-
citations. After the projection !105", we obtain the physi-
cal spin wave functions that contain a pair of fermions:

!spin
ferm!i1,%1;i2,%2" = #0$'%

i
fi"i(fi1%1

† fi2%2
$!mean

!#̄ij" & .

We see that the gauge fluctuation aij and fermion exci-
tation do have a physical “shape” given by the spin wave
functions !spin

!aij" and !spin
ferm, although the shape is too com-

plicated to picture.
Certainly, two types of excitations, gauge fluctuations

and fermion excitations, interact with each other. The
form of the interaction is determined by the fact that
fermions carry the unit charge of the U!1" gauge field.
The low-energy effective theory is given by Eq. !38" with
&ij=0 and bi=0.

B. What determines the gauge group?

We have mentioned that collective fluctuations
around a slave-boson mean-field ground state are de-
scribed by a U!1" gauge field. Here we would like to ask
why the gauge group is U!1"? The reason is that the
fermion Hamiltonian and the mean-field Hamiltonian
are invariant under the local U!1" transformation,

fi → ei'ifi, #ij → e−i'i#ijei'j.

The reason that the fermion Hamiltonian is invariant is
that the fermion Hamiltonian is a function of the spin
operator Si and the spin operator Si=

1
2 fi

†!fi is invariant
under the local U!1" transformation. So the gauge group
is simply the group formed of all the transformations

between fi↑ and fi↓ that leave the physical spin operator
invariant.

C. From U!1" to SU!2"

This deeper understanding of gauge transformation
allows us to realize that U!1" is only part of the gauge
group. The full gauge group is actually SU!2". To under-
stand this let us introduce

(1i = fi↓, (2i = fi↓
† .

We find

Si
+ = fi

†)+fi =
1
2

!(1i
† (2i

† − (2i
† (1i

† " ,

Si
z =

1
2

fi
†)zfi =

1
2

!(1i
† (1i + (2i

† (2i − 1" .

Now it is clear that Si and any Hamiltonian expressed in
terms of Si are invariant under the local SU!2" gauge
transformation:

'(1i

*2i
( → Wi'(1i

(2i
(, Wi ! SU!2" .

The local SU!2" invariance of the spin Hamiltonian im-
plies that the mean-field Hamiltonian not only should
have U!1" gauge invariance, it should also have SU!2"
gauge invariance.

To write down the mean-field theory with explicit
SU!2" gauge invariance, we start with the mean-field An-
satz that includes the pairing correlation:

#ij+", = 2#fi"
† fj,&, #ij = #ji

* ,

&ij-", = 2#fi"fj,&, &ij = &ji. !108"

After replacing fermion bilinears with #ij and &ij in Eq.
!35", we obtain the following mean-field Hamiltonian
with pairing:

Hmean = )
#ij&

−
3
8

Jij*!#jifi"
† fj" − &ijfi"

† fj,
† -","

+ H.c. − $#ij$2 − $&ij$2+ .

However, the above mean-field Hamiltonian is incom-
plete. We know that the physical Hilbert space is formed
by states with one f fermion per site. Such states corre-
spond to states with even numbers of ( fermion per site.
The states with even numbers of ( fermions per site are
SU!2" singlet, one every site. The operators (i

†"(i that
generate local SU!2" transformations vanish within the
physical Hilbert space, where "= !.1 ,.2 ,.3" are the Pauli
matrices. In the mean-field theory, we replace the con-
straint (i

†"(i=0 by its average

#(i
†"(i& = 0.

The averaged constraint can be enforced by including
the Lagrange multiplier )ia0

l !i"(i
†.l(i in the mean-field

Hamiltonian. This way we obtain the mean-field Hamil-
4In the continuum limit, the gauge bosons are vector

bosons—bosons described by vector fields.
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taining the form of the Hamiltonian and changing only
the commutation relations.

The Gutzwiller projection implemented through the
modified commutation relations between n1 and n5 is
formally similar to projection onto the lowest Landau
level in the physics of the quantum Hall effect. For elec-
trons moving in a 2D plane, the canonical description
involves two coordinates, X and Y, and two momenta,
PX and PY. However, if the motion of the electron is
fully confined in the lowest Landau level, the projected
coordinate operators become noncommuting and are
given by !X ,Y"= il0

2, where l0 is the magnetic length. In
the context of the projected SO#5$ Hamiltonian, the
original rotors at a given site can be viewed as particles
moving on a four-dimensional sphere S4, as defined by
Eq. #35$, embedded in a five-dimensional Euclidean
space. The angular momentum term #1/2!$Lab

2 describes
the kinetic motion of the particle on the sphere. The
chemical potential acts as a fictitious magnetic field in
the #n1 ,n5$ plane. In the Gutzwiller-Hubbard limit,
where "c#"s, a large chemical-potential term is re-
quired to reach the limit "̃c%"s. The particle motion in
the #n1 ,n5$ plane becomes quantized in this limit, as in
the case of the quantum Hall effect, and the noncommu-
tativity of the coordinates #n1 ,n5$ given by Eq. #53$
arises as a result of the projection. The projection does
not affect the symmetry of the sphere on which the par-
ticle is moving; however, it restricts the sense of the ki-
netic motion to be chiral, i.e., only along one direction in
the #n1 ,n5$ plane #see Fig. 6$. In this sense, the particle is
moving on a chiral SO#5$-symmetric sphere. The non-
commutativity of the #n1 ,n5$ coordinates is equivalent to
the effective Lagrangian !see Eq. #40$ of Sec. III.B" con-
taining only the first-order time derivative. In fact, from
Eq. #40$, we see that in this case the canonical momenta
associated with the coordinates n1 and n5 are given by

p1 =
$L
$ṅ1

= !%n5, p5 =
$L
$ṅ5

= − !%n1. #54$

Applying the standard Heisenberg commutation rela-
tion for the conjugate pairs #n1 ,p1$ or #n5 ,p5$ gives ex-
actly the quantization condition #53$. Note that in Eq.
#54$ !% plays the role of Planck’s constant in quantum
mechanics. We see that the projected SO#5$ Hamil-
tonian #50$ subjected to the quantization condition #53$
is fully equivalent to the effective Lagrangian #40$ dis-
cussed in the last section.

Despite its apparent simplicity, the projected SO#5$
lattice model can describe many complex phases, most
of which are seen in the high-Tc cuprates. These differ-
ent phases can be described in terms of different limits
of a single variational wave function of the following
product form:

&&' = (
x

)cos '#x$ + sin '#x$!m(#x$t(
†#x$ + "#x$th

†#x$"*

)&*' , #55$

where the variational parameters m(#x$ should be real,

while "#x$ is generally complex. The normalization of
the wave function, +& &&'=1, requires the variational
parameters to satisfy

,
(

&m(#x$&2 + &"#x$&2 = 1. #56$

We can therefore parametrize them as &m(#x$&2
=cos2 +#x$ and &"#x$&2=sin2 +#x$, which is similar to the
SO#5$ constraint introduced in Eq. #35$. The expectation
values of the order parameters and the symmetry gen-
erators in this variational state are given by

+&&n(#x$&&' =
1
-2

sin 2'#x$Re!m(#x$" ,

+&&n1#x$&&' =
1
2

sin 2'#x$Re!"#x$" ,

+&&n5#x$&&' =
1
2

sin 2'#x$Im!"#x$" , #57$

and

+&&Q#x$&&' = +&&th
†#x$th#x$&&' = sin2 '#x$&"#x$&2,

+&&S(&&' = − +&&i,(-.t-
†#x$t.#x$&&'

= − i,(-.sin2 'm-
*#x$m.#x$ ,

FIG. 6. The chiral SO#5$ sphere. This sphere has an
SO#5$-symmetric shape but allows only one sense of the rota-
tion in the SC plane #n1 ,n5$. Small oscillations around the
equator, or the / triplet resonance, are unaffected by the chiral
projection. However, small oscillations around the north pole,
or the / doublet mode, are strongly affected: only one of the
two such modes is retained after the projection.
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SO(5)-group

parameter, as we can see from Eq. !39". Therefore r1 can
be tuned by the chemical potential, and Eq. !62" defines
the critical value of the chemical potential !c at which
the phase transition between AF and SC occurs. At this
point, the chemical potential is held fixed, but the SC
order parameter and the charge density can change con-
tinuously according to Eq. !63". Since the free energy is
independent of the density at this point, the energy,
which differs from the grand canonical free energy by a
chemical-potential term !", can depend only linearly on
the density. The linear dependence of the energy on
doping is a very special, limiting case. Generally, the
energy-versus-doping curve would either have a nega-
tive curvature, classified as type 1, or a positive curva-
ture, classified as type 2 #see Fig. 9!a"$. The special lim-
iting case of “type 1.5” with zero curvature is only
realized at the SO!5"-symmetric point. The linear de-
pendence of the ground-state energy of a uniform
AF/SC mixed state on the density is a crucial test of the
SO!5" symmetry, which can be performed numerically,
as we shall see in Secs. V.B and V.C. The constancy of
the chemical potential and the constancy of the length of
the SO!5" superspin vector !63" as a function of density
can be tested experimentally as well, as we shall discuss
in Sec. V.B.

The constancy of the chemical potential as a function
of the density in a uniform system is a very special situ-
ation which only follows from the enhanced symmetry at
the phase-transition point. In a system with phase sepa-
ration, the chemical potential is also independent of the
total density, but the local density is nonuniform. The
two phases are generally separated by a domain wall.
The SO!5"-symmetric case can be obtained from the
phase separation case in the limit where the width of the
domain wall goes to infinity and a uniform state is ob-
tained. This situation can be studied analytically by solv-
ing Eq. !60". Defining the parameters that characterize
the deviation from the symmetric point as w=u12
−%u1u2 and g= !r1 /%u1−r2 /%u2" /2, it is obvious that the

phase transition between the two forms of order is tuned
by g, while w determines the nature of the phase transi-
tion. The phase diagram in the !g ,w" plane is shown in
Fig. 9!c". For w#0, the two ordered phases are sepa-
rated by a first-order line. This type of transition is clas-
sified as type 1. On the other hand, when w$0, the two
ordered phases are separated by two second-order
phase-transition lines with an intermediate mixed phase
where two orders coexist, i.e., &%1'!0 and &%2'!0. This
type of transition is classified as type 2. The limiting
“type 1.5” behavior corresponds to the symmetric point
w=0. Approaching this point from w#0, the first-order
transition becomes weaker and weaker and the latent
heat associated with the first-order transition becomes
smaller and smaller. Therefore the symmetric point can
be viewed as the end point of a first-order transition. On
the other hand, approaching the symmetric point from
w$0, the width of the intermediate mixed phase be-
comes smaller and smaller, until the two second-order
transition lines merge into a single transition at w=0.
From the above discussion, we learn an important les-
son: the phase transition between two ordered phases
can be either a direct first-order transition or two
second-order transitions with an intermediate mixed
phase. Furthermore, the symmetric point realizes a lim-
iting behavior which separates these two scenarios.
Balents, Fisher, and Nayak !1998" and Lee and Kivelson
!2003" pointed out that the type-1 and type-2 transitions
of a Mott insulator induced by varying the chemical
potential are analogous to the two types of
superconductor-to-normal-state transitions induced by a
magnetic field. The magnetic field induces a direct first-
order transition from the SC state to the normal state in
type-1 superconductors, while it induces two second-
order transitions with an intermediate mixed state in the
type-2 superconductors. Indeed, the limiting “type-1.5”
behavior separating the type-1 and the type-2 supercon-
ductors also has a special symmetry, in which
Bogomol’nyi’s bound for the vortex is satisfied as an

FIG. 9. The three types of phase state in the SO!5" model: The energy !a" and the free energy !b" can depend on the density of
a uniform AF/SC mixed state with a negative curvature when u12#%u1u2 !classified as type 1" or a positive curvature when
u12$%u1u2 !classified as type 2". The SO!5"-symmetric limiting case of zero curvature, classified as type 1.5, is realized when
u12=%u1u2. !c" The type-1 phase transition from the AF to SC state is a direct first-order transition. There are two second-order
transitions from the AF to SC state in the type-2 case. SO!5" symmetry is realized at the intermediate case of type 1.5.
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Fine-tuning condition ?

equality. We note that recent work of Senthil et al. dis-
cussed an alternative scenario for a direct second-order
transition between two phases with different order pa-
rameters and without a higher symmetry at the transi-
tion point. This was achieved by having fractionalized
excitations at the quantum critical point !Senthil et al.,
2004".

Let us now turn to the finite-temperature phase tran-
sitions. In D=3, finite-temperature phase transitions as-
sociated with continuous symmetry breaking are pos-
sible. The order parameters !1 and !2 can therefore
each have their own phase-transition temperatures, Tc
and TN. The interesting question is how these two
second-order lines merge as one changes the parameter
g or, equivalently, the chemical potential ", which inter-
changes the relative stability of the two ordered phases.
There are two generic possibilities. The type-1 phase
diagram is shown in Fig. 10!a", where the two second-
order phase-transition lines intersect at a bicritical point,
Tbc, which is also the termination point of the first-order
transition line separating the two ordered phases. This
type of phase diagram is realized for u12##u1u2. The
first-order transition at "c separates the AF and SC
states with different densities; therefore the T-vs-$ phase
diagram shown in Fig. 10!b" contains a region of phase
separation extending over the doping range 0%$%$c.
The type-2 phase diagram is shown in Fig. 10!c", where
Tc and TN intersect at a tetracritical point, below which
a uniform AF/SC mixed phase separates the two pure
phases by two second-order transition lines. This type of
phase diagram is realized for u12%#u1u2.

In contrast to the conventional superconductors with
a long coherence length, the high-Tc cuprates have a
short coherence length and a large Ginzburg region.
Thus one has the possibility of observing nontrivial criti-
cal behaviors. An interesting point concerns the symme-
try at the multicritical point where TN and Tc !or, more
generally, T1 and T2" intersect. At the multicritical point
defined by r1=r2=0, the critical fluctuations of the order
parameters couple to each other and renormalize the
coefficients of the fourth-order terms u1, u2, and u12.
There are several possible fixed points. The symmetric

fixed point, also known as the Heisenberg fixed point, is
characterized by u1

*=u2
*=u12

* . The O!N1"&O!N2" sym-
metry is enhanced at this point to the higher O!N1
+N2" symmetry. Another fixed point, called the biconi-
cal tetracritical point in the literature, has nonvanishing
values of u1

*, u2
*, and u12

* at the fixed point, which deviates
from the O!N1+N2" symmetry. The third possible fixed
point is the decoupled fixed point, where u12

* =0 and the
two order parameters decouple from each other.

The relative stability of these three fixed points can be
studied analytically and numerically. The general picture
is that there are two critical values, Nc and Nc!. For N1
+N2%Nc, the symmetric bicritical point is stable, for
Nc%N1+N2%Nc!, the biconical point is stable, while for
N1+N2#Nc!, the decoupled point becomes stable.
Renormalization-group !RG" calculations based on the
4−' expansion !Kosterlitz et al., 1976" place the value of
Nc close to 4 and the value of Nc! close to 11. The RG
flow diagram is shown in Fig. 11 for the cases of N1=3
and N2=2. Initially, all RG trajectories flow towards the
symmetric fixed point. The manner in which the trajec-
tories diverge close to the symmetric point depends on
the values of the initial parameters. The trajectories flow
to the symmetric point when u12

2 =u1u2, they flow to the
biconical point when u12

2 %u1u2, and they flow outside of
the regime of weak-coupling RG analysis when
u12

2 #u1u2. In the case of competition between AF and
SC, N=N1+N2=5 is very close to Nc, leading to two
important consequences. First, the biconical point
breaks the SO!5" symmetry weakly. The value of the
interaction parameters at the biconical fixed point is
given by !u1

* ;u2
* ;u12

* "=2(2'!0.0905;0.0847;0.0536". Ex-
trapolating to '=1 gives the root-mean-square deviation
from the symmetric SO!5" point to about 26%, indicat-
ing weak SO!5" symmetry breaking. The second conse-
quence is that the critical exponent associated with the
flow away from the symmetric SO!5" point is extremely
slow. The first loop 4−' expansion gives the value of
1/13 for the exponent associated with the flow away
from the symmetric point. To get an estimate of the or-
der of magnitude, we take the initial value of the scaling

FIG. 10. The finite-temperature phase diagram in D=3 for the class-B1 transition shown in Fig. 13. !a" Direct first-order phase
transition between AF and SC, as a function of the chemical potential; !b" first-order AF-to-SC transition as a function of doping,
classified as the type-1 transition; !c" two second-order phase transitions with a uniform AF/SC mix phase in between, classified as
a type-2 transition. The AF and SC transition temperatures TN and Tc merge into either a bicritical Tbc or a tetracritical point Ttc.
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equality. We note that recent work of Senthil et al. dis-
cussed an alternative scenario for a direct second-order
transition between two phases with different order pa-
rameters and without a higher symmetry at the transi-
tion point. This was achieved by having fractionalized
excitations at the quantum critical point !Senthil et al.,
2004".

Let us now turn to the finite-temperature phase tran-
sitions. In D=3, finite-temperature phase transitions as-
sociated with continuous symmetry breaking are pos-
sible. The order parameters !1 and !2 can therefore
each have their own phase-transition temperatures, Tc
and TN. The interesting question is how these two
second-order lines merge as one changes the parameter
g or, equivalently, the chemical potential ", which inter-
changes the relative stability of the two ordered phases.
There are two generic possibilities. The type-1 phase
diagram is shown in Fig. 10!a", where the two second-
order phase-transition lines intersect at a bicritical point,
Tbc, which is also the termination point of the first-order
transition line separating the two ordered phases. This
type of phase diagram is realized for u12##u1u2. The
first-order transition at "c separates the AF and SC
states with different densities; therefore the T-vs-$ phase
diagram shown in Fig. 10!b" contains a region of phase
separation extending over the doping range 0%$%$c.
The type-2 phase diagram is shown in Fig. 10!c", where
Tc and TN intersect at a tetracritical point, below which
a uniform AF/SC mixed phase separates the two pure
phases by two second-order transition lines. This type of
phase diagram is realized for u12%#u1u2.

In contrast to the conventional superconductors with
a long coherence length, the high-Tc cuprates have a
short coherence length and a large Ginzburg region.
Thus one has the possibility of observing nontrivial criti-
cal behaviors. An interesting point concerns the symme-
try at the multicritical point where TN and Tc !or, more
generally, T1 and T2" intersect. At the multicritical point
defined by r1=r2=0, the critical fluctuations of the order
parameters couple to each other and renormalize the
coefficients of the fourth-order terms u1, u2, and u12.
There are several possible fixed points. The symmetric

fixed point, also known as the Heisenberg fixed point, is
characterized by u1

*=u2
*=u12

* . The O!N1"&O!N2" sym-
metry is enhanced at this point to the higher O!N1
+N2" symmetry. Another fixed point, called the biconi-
cal tetracritical point in the literature, has nonvanishing
values of u1

*, u2
*, and u12

* at the fixed point, which deviates
from the O!N1+N2" symmetry. The third possible fixed
point is the decoupled fixed point, where u12

* =0 and the
two order parameters decouple from each other.

The relative stability of these three fixed points can be
studied analytically and numerically. The general picture
is that there are two critical values, Nc and Nc!. For N1
+N2%Nc, the symmetric bicritical point is stable, for
Nc%N1+N2%Nc!, the biconical point is stable, while for
N1+N2#Nc!, the decoupled point becomes stable.
Renormalization-group !RG" calculations based on the
4−' expansion !Kosterlitz et al., 1976" place the value of
Nc close to 4 and the value of Nc! close to 11. The RG
flow diagram is shown in Fig. 11 for the cases of N1=3
and N2=2. Initially, all RG trajectories flow towards the
symmetric fixed point. The manner in which the trajec-
tories diverge close to the symmetric point depends on
the values of the initial parameters. The trajectories flow
to the symmetric point when u12

2 =u1u2, they flow to the
biconical point when u12

2 %u1u2, and they flow outside of
the regime of weak-coupling RG analysis when
u12

2 #u1u2. In the case of competition between AF and
SC, N=N1+N2=5 is very close to Nc, leading to two
important consequences. First, the biconical point
breaks the SO!5" symmetry weakly. The value of the
interaction parameters at the biconical fixed point is
given by !u1

* ;u2
* ;u12

* "=2(2'!0.0905;0.0847;0.0536". Ex-
trapolating to '=1 gives the root-mean-square deviation
from the symmetric SO!5" point to about 26%, indicat-
ing weak SO!5" symmetry breaking. The second conse-
quence is that the critical exponent associated with the
flow away from the symmetric SO!5" point is extremely
slow. The first loop 4−' expansion gives the value of
1/13 for the exponent associated with the flow away
from the symmetric point. To get an estimate of the or-
der of magnitude, we take the initial value of the scaling

FIG. 10. The finite-temperature phase diagram in D=3 for the class-B1 transition shown in Fig. 13. !a" Direct first-order phase
transition between AF and SC, as a function of the chemical potential; !b" first-order AF-to-SC transition as a function of doping,
classified as the type-1 transition; !c" two second-order phase transitions with a uniform AF/SC mix phase in between, classified as
a type-2 transition. The AF and SC transition temperatures TN and Tc merge into either a bicritical Tbc or a tetracritical point Ttc.
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equality. We note that recent work of Senthil et al. dis-
cussed an alternative scenario for a direct second-order
transition between two phases with different order pa-
rameters and without a higher symmetry at the transi-
tion point. This was achieved by having fractionalized
excitations at the quantum critical point !Senthil et al.,
2004".

Let us now turn to the finite-temperature phase tran-
sitions. In D=3, finite-temperature phase transitions as-
sociated with continuous symmetry breaking are pos-
sible. The order parameters !1 and !2 can therefore
each have their own phase-transition temperatures, Tc
and TN. The interesting question is how these two
second-order lines merge as one changes the parameter
g or, equivalently, the chemical potential ", which inter-
changes the relative stability of the two ordered phases.
There are two generic possibilities. The type-1 phase
diagram is shown in Fig. 10!a", where the two second-
order phase-transition lines intersect at a bicritical point,
Tbc, which is also the termination point of the first-order
transition line separating the two ordered phases. This
type of phase diagram is realized for u12##u1u2. The
first-order transition at "c separates the AF and SC
states with different densities; therefore the T-vs-$ phase
diagram shown in Fig. 10!b" contains a region of phase
separation extending over the doping range 0%$%$c.
The type-2 phase diagram is shown in Fig. 10!c", where
Tc and TN intersect at a tetracritical point, below which
a uniform AF/SC mixed phase separates the two pure
phases by two second-order transition lines. This type of
phase diagram is realized for u12%#u1u2.

In contrast to the conventional superconductors with
a long coherence length, the high-Tc cuprates have a
short coherence length and a large Ginzburg region.
Thus one has the possibility of observing nontrivial criti-
cal behaviors. An interesting point concerns the symme-
try at the multicritical point where TN and Tc !or, more
generally, T1 and T2" intersect. At the multicritical point
defined by r1=r2=0, the critical fluctuations of the order
parameters couple to each other and renormalize the
coefficients of the fourth-order terms u1, u2, and u12.
There are several possible fixed points. The symmetric

fixed point, also known as the Heisenberg fixed point, is
characterized by u1

*=u2
*=u12

* . The O!N1"&O!N2" sym-
metry is enhanced at this point to the higher O!N1
+N2" symmetry. Another fixed point, called the biconi-
cal tetracritical point in the literature, has nonvanishing
values of u1

*, u2
*, and u12

* at the fixed point, which deviates
from the O!N1+N2" symmetry. The third possible fixed
point is the decoupled fixed point, where u12

* =0 and the
two order parameters decouple from each other.

The relative stability of these three fixed points can be
studied analytically and numerically. The general picture
is that there are two critical values, Nc and Nc!. For N1
+N2%Nc, the symmetric bicritical point is stable, for
Nc%N1+N2%Nc!, the biconical point is stable, while for
N1+N2#Nc!, the decoupled point becomes stable.
Renormalization-group !RG" calculations based on the
4−' expansion !Kosterlitz et al., 1976" place the value of
Nc close to 4 and the value of Nc! close to 11. The RG
flow diagram is shown in Fig. 11 for the cases of N1=3
and N2=2. Initially, all RG trajectories flow towards the
symmetric fixed point. The manner in which the trajec-
tories diverge close to the symmetric point depends on
the values of the initial parameters. The trajectories flow
to the symmetric point when u12

2 =u1u2, they flow to the
biconical point when u12

2 %u1u2, and they flow outside of
the regime of weak-coupling RG analysis when
u12

2 #u1u2. In the case of competition between AF and
SC, N=N1+N2=5 is very close to Nc, leading to two
important consequences. First, the biconical point
breaks the SO!5" symmetry weakly. The value of the
interaction parameters at the biconical fixed point is
given by !u1

* ;u2
* ;u12

* "=2(2'!0.0905;0.0847;0.0536". Ex-
trapolating to '=1 gives the root-mean-square deviation
from the symmetric SO!5" point to about 26%, indicat-
ing weak SO!5" symmetry breaking. The second conse-
quence is that the critical exponent associated with the
flow away from the symmetric SO!5" point is extremely
slow. The first loop 4−' expansion gives the value of
1/13 for the exponent associated with the flow away
from the symmetric point. To get an estimate of the or-
der of magnitude, we take the initial value of the scaling

FIG. 10. The finite-temperature phase diagram in D=3 for the class-B1 transition shown in Fig. 13. !a" Direct first-order phase
transition between AF and SC, as a function of the chemical potential; !b" first-order AF-to-SC transition as a function of doping,
classified as the type-1 transition; !c" two second-order phase transitions with a uniform AF/SC mix phase in between, classified as
a type-2 transition. The AF and SC transition temperatures TN and Tc merge into either a bicritical Tbc or a tetracritical point Ttc.
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Fig. 5: Particle-particle and particle-hole non-crossing ladder diagrams.

the quartic term since perturbation theory in g breaks down at the critical point at and below the upper critical dimension. In the
present model, one encounters logarithmic divergencies in the perturbation theory at zero temperature8. However, renormalisa-
tion group (RG) studies of the φ 4 theory show a logarithmic decay of the coupling constant g and therefore following Ref. 8 the
quartic term is usually neglected.

The situation is more tricky at finite temperatures because the φ 4 model does not have a phase transition in two dimensions,
while neglecting the quartic term the system would undergo the phase transition. This problem is discussed later with a conclu-
sion that the quartic term can still be neglected at the cost of assuming that effectively the parameter a(T ) should always remain
finite at finite T but vanishing in the limit T → 0. Such a behaviour of a(T ) should mimic the smearing of the phase transition
in the absence of the quartic term.

Then, integrating out the bosonic field φ⃗ yields

Z =
∫

exp(−S [Ψ])DΨ, S = S0 +Scurv +Sint , (2.2)

where the noninteracting terms for the linearised kinetic spectrum and curvature corrections read

S0 [Ψ] =
∫

Ψ̄(X)H0Ψ(X)dX , Scurv [Ψ] =
∫

Ψ̄(X)HcurvΨ(X)dX . (2.3)

The fermion-fermion interaction

Sint [Ψ] =−λ 2

2

∫ (
Ψ̄(X)Σ1σ⃗ tΨ(X)

)
D
(
X −X ′)(Ψ̄

(
X ′)Σ1σ⃗ tΨ

(
X ′))dXdX ′ (2.4)

includes as interaction potential the original bare bosonic propagator

D
(
X −X ′) = T ∑

ω

∫
exp
(
−iω

(
τ − τ ′

)
+ iq(r− r′)

)
D(ω,q) dq

(2π)2 (2.5)

with D−1 (ω,q) = N
(
ω2/v2

s +q2 +a
)
. (2.6)

ω = 2πT m, m = 0,±1,±2, . . ., are Matsubara bosonic frequencies. Note that in SI we measure the electron momenta from the
hot spots. As a result, the propagator D(ω,q) in Eq. (2.6) has formally been shifted by the vector Q with respect to the one in
Eq. (3) of the Article.

In principle, one can study the model defined by Eqs. (2.2-2.6) using an expansion in Sint. The bare Green function G0 for the
Hamiltonian H0 used in this type of perturbation theory is written in Fourier space as

G−1
0 (ε,p) = iε − V̂p (2.7)

with ε = π (2n+1)T , n = 0,±1,±2, . . ., denoting a fermionic Matsubara frequency.
This approach has been used in the previous publications9,10,14. It has been found in Ref. 14 that anomalous (in terms of the

expansion in 1/N) contributions come from particle-particle and particle-hole ladder diagrams of the type represented in Fig. 5.
These diagrams describe superconducting and some kind of insulating fluctuations demonstrating a tendency to a correspond-

ing particle-particle and particle-hole pairing. Formally, these diagrams resemble “cooperons” and “diffusons” appearing in the
localisation theory16. More complicated diagrams correspond to an interaction between these effective modes.

A very efficient way to sum the contributions of all these diagrams is to derive a non-linear σ -model16 and study fluctuations
of an “order parameter” using this effective field theory.
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Fig. 5: Particle-particle and particle-hole non-crossing ladder diagrams.

the quartic term since perturbation theory in g breaks down at the critical point at and below the upper critical dimension. In the
present model, one encounters logarithmic divergencies in the perturbation theory at zero temperature8. However, renormalisa-
tion group (RG) studies of the φ 4 theory show a logarithmic decay of the coupling constant g and therefore following Ref. 8 the
quartic term is usually neglected.

The situation is more tricky at finite temperatures because the φ 4 model does not have a phase transition in two dimensions,
while neglecting the quartic term the system would undergo the phase transition. This problem is discussed later with a conclu-
sion that the quartic term can still be neglected at the cost of assuming that effectively the parameter a(T ) should always remain
finite at finite T but vanishing in the limit T → 0. Such a behaviour of a(T ) should mimic the smearing of the phase transition
in the absence of the quartic term.

Then, integrating out the bosonic field φ⃗ yields

Z =
∫

exp(−S [Ψ])DΨ, S = S0 +Scurv +Sint , (2.2)

where the noninteracting terms for the linearised kinetic spectrum and curvature corrections read

S0 [Ψ] =
∫

Ψ̄(X)H0Ψ(X)dX , Scurv [Ψ] =
∫

Ψ̄(X)HcurvΨ(X)dX . (2.3)

The fermion-fermion interaction

Sint [Ψ] =−λ 2

2

∫ (
Ψ̄(X)Σ1σ⃗ tΨ(X)

)
D
(
X −X ′)(Ψ̄

(
X ′)Σ1σ⃗ tΨ

(
X ′))dXdX ′ (2.4)

includes as interaction potential the original bare bosonic propagator

D
(
X −X ′) = T ∑

ω

∫
exp
(
−iω

(
τ − τ ′

)
+ iq(r− r′)

)
D(ω,q) dq

(2π)2 (2.5)

with D−1 (ω,q) = N
(
ω2/v2

s +q2 +a
)
. (2.6)

ω = 2πT m, m = 0,±1,±2, . . ., are Matsubara bosonic frequencies. Note that in SI we measure the electron momenta from the
hot spots. As a result, the propagator D(ω,q) in Eq. (2.6) has formally been shifted by the vector Q with respect to the one in
Eq. (3) of the Article.

In principle, one can study the model defined by Eqs. (2.2-2.6) using an expansion in Sint. The bare Green function G0 for the
Hamiltonian H0 used in this type of perturbation theory is written in Fourier space as

G−1
0 (ε,p) = iε − V̂p (2.7)

with ε = π (2n+1)T , n = 0,±1,±2, . . ., denoting a fermionic Matsubara frequency.
This approach has been used in the previous publications9,10,14. It has been found in Ref. 14 that anomalous (in terms of the

expansion in 1/N) contributions come from particle-particle and particle-hole ladder diagrams of the type represented in Fig. 5.
These diagrams describe superconducting and some kind of insulating fluctuations demonstrating a tendency to a correspond-

ing particle-particle and particle-hole pairing. Formally, these diagrams resemble “cooperons” and “diffusons” appearing in the
localisation theory16. More complicated diagrams correspond to an interaction between these effective modes.

A very efficient way to sum the contributions of all these diagrams is to derive a non-linear σ -model16 and study fluctuations
of an “order parameter” using this effective field theory.
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Fig. 5: Particle-particle and particle-hole non-crossing ladder diagrams.

the quartic term since perturbation theory in g breaks down at the critical point at and below the upper critical dimension. In the
present model, one encounters logarithmic divergencies in the perturbation theory at zero temperature8. However, renormalisa-
tion group (RG) studies of the φ 4 theory show a logarithmic decay of the coupling constant g and therefore following Ref. 8 the
quartic term is usually neglected.

The situation is more tricky at finite temperatures because the φ 4 model does not have a phase transition in two dimensions,
while neglecting the quartic term the system would undergo the phase transition. This problem is discussed later with a conclu-
sion that the quartic term can still be neglected at the cost of assuming that effectively the parameter a(T ) should always remain
finite at finite T but vanishing in the limit T → 0. Such a behaviour of a(T ) should mimic the smearing of the phase transition
in the absence of the quartic term.

Then, integrating out the bosonic field φ⃗ yields

Z =
∫

exp(−S [Ψ])DΨ, S = S0 +Scurv +Sint , (2.2)

where the noninteracting terms for the linearised kinetic spectrum and curvature corrections read

S0 [Ψ] =
∫

Ψ̄(X)H0Ψ(X)dX , Scurv [Ψ] =
∫

Ψ̄(X)HcurvΨ(X)dX . (2.3)

The fermion-fermion interaction

Sint [Ψ] =−λ 2

2

∫ (
Ψ̄(X)Σ1σ⃗ tΨ(X)

)
D
(
X −X ′)(Ψ̄

(
X ′)Σ1σ⃗ tΨ

(
X ′))dXdX ′ (2.4)

includes as interaction potential the original bare bosonic propagator

D
(
X −X ′) = T ∑

ω

∫
exp
(
−iω

(
τ − τ ′

)
+ iq(r− r′)

)
D(ω,q) dq

(2π)2 (2.5)

with D−1 (ω,q) = N
(
ω2/v2

s +q2 +a
)
. (2.6)

ω = 2πT m, m = 0,±1,±2, . . ., are Matsubara bosonic frequencies. Note that in SI we measure the electron momenta from the
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Exact realization : neglecting Coulomb interactions

with tpd and Ep−Ed! can be understood in terms of an
effective one-band model, and we shall follow this route.
The essential insight is that the doped hole resonates on
the four oxygen sites surrounding a Cu and the spin of
the doped hole combines with the spin on the Cu to
form a spin singlet. This is known as the Zhang-Rice
singlet "Zhang and Rice, 1988!. This state is split off by
an energy of order tpd

2 / "Ep−Ed! because the singlet gains
energy by virtual hopping. On the other hand, the
Zhang-Rice singlet can hop from site to site. Since the
hopping is a two-step process, the effective hopping in-
tegral t is also of order tpd

2 / "Ep−Ed!. Since t is the same
parametrically as the binding energy of the singlet, the
justification of this point of view relies on a large nu-
merical factor for the binding energy, which is obtained
by studying small clusters.

By focusing on the low-lying singlet, the hole-doped
three-band model simplifies to a one-band tight-binding
model on the square lattice, with an effective nearest-
neighbor hopping integral t given earlier and with Ep
−Ed playing a role analogous to U. In the large Ep−Ed
limit this maps onto the t-J model,

H = P#− $
%ij&,!

tijci!
† ci! + J$

%ij&
"Si · Sj − 1

4ninj!'P . "2!

Here the ci!
† is the usual fermion creation operator on

site i, ni="!ci!
† c! is the number operator, and P is a

projection operator restricting the Hilbert space to ex-
clude double occupancy of any site. J is given by 4t2 /U
and we can see that it is the same functional form as that
of the three-band model described earlier. It is also pos-
sible to dope with electrons rather than holes. The typi-
cal electron-doped system is Nd2−xCexCuO4+# "NCCO!.
The added electron corresponds to the removal of a hole
from the copper site in the hole picture "Fig. 2!, i.e., the
Cu ion is in the d10 configuration. This vacancy can hop
with a teff and the mapping to the one-band model is
more direct than the hole-doped case. Note that in the
full three-band model, the object which is hopping is the
Zhang-Rice singlet for hole doping and the Cu d10 con-
figuration for electron doping. These have rather differ-
ent spatial structure and are physically quite distinct. For
example, the strength of their coupling to lattice distor-
tions may be quite different. When mapped to the one-
band model, the nearest-neighbor hopping t has the
same parametric dependence but could have a different
numerical constant. As we shall see, the value of t de-
rived from cluster calculations turns out to be surpris-
ingly similar for electron and hole doping. For a bipar-
tite lattice, the t-J model with nearest-neighbor t has
particle-hole symmetry because the sign of t can be ab-
sorbed by changing the sign of the orbital on one sub-
lattice. Experimentally the phase diagram exhibits
strong particle-hole asymmetry. On the electron-doped
side, the antiferromagnetic insulator survives up to a
much higher doping concentration "up to x(0.2! and
the superconducting transition temperature is quite low
"about 30 K!. Many of the properties of the supercon-
ductor resemble that of the overdoped region of the

hole-doped side and pseudogap phenomenon, which is
prominent in the underdoped region, is not observed
with electron doping. It is as though the greater stability
of the antiferromagnet has covered up any anomalous
regime that might exist otherwise. Precisely why is not
clear at the moment. One possibility is that polaron ef-
fects may be stronger on the electron-doped side, lead-
ing to carrier localization over a broader range of dop-
ing. There has been some success in modeling the
contrast in the single-hole spectrum by introducing
further-neighbor coupling into the one-band model,
which breaks the particle-hole symmetry "Shih et al.,
2004!. This will be discussed further below.

We conclude that the electron correlation is strong
enough to produce a Mott insulator at half-filling. Fur-
thermore, the one-band t-J model captures the essence
of the low-energy electronic excitations of the cuprates.
Particle-hole asymmetry may be accounted for by in-
cluding further-neighbor hopping t!. This point of view
has been tested extensively by Hybertson et al. "1990!
who used ab initio local-density-functional theory to
generate input parameters for the three-band Hubbard
model and then solved the spectra exactly on finite clus-
ters. The results were compared with the low-energy
spectra of the one-band Hubbard model and the t-t!-J
model. They found an excellent overlap of the low-lying
wave functions for both the one-band Hubbard and the
t-t!-J model and were able to extract effective param-
eters. They found J to be 128±5 meV, in excellent
agreement with experimental values. Furthermore, they
found t(0.41 and 0.44 eV for electron and hole doping,
respectively. The near particle-hole symmetry in t is sur-
prising because the underlying electronic states are very
different in the two cases, as already discussed. Based on
their results, the commonly used parameter J / t for the
t-J model is 1 /3. They also found a significant next-
nearest-neighbor t! term, again almost the same for elec-
tron and hole doping.

More recently, Andersen et al. "1996! pointed out that
in addition to the three-band model an additional Cu 4s
orbital has a strong influence on further-neighbor hop-
ping t! and t", where t! is the hopping across the diagonal
and t" is hopping to the next-nearest neighbor along a
straight line. Recently Pavarini et al. "2001! emphasized
the importance of the apical oxygen in modulating the
energy of the Cu 4s orbital and found a sensitive depen-
dence of t! / t on the apical oxygen distance. They also
pointed out an empirical correlation between optimal Tc
and t! / t. As we shall discuss in Secs. VI.D and VII, t!
may play an important role in determining Tc and in
explaining the difference between electron and hole
doping. However, in view of the fact that on-site repul-
sion is the largest energy scale in the problem, it would
make sense to begin our modeling of the cuprates with
the t-J model and ask to what extent the phase diagram
can be accounted for. As we shall see, even this is not a
simple task and will constitute the major thrust of this
review.
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P: projection on no double occupancy

work by C. P. Slichter and early transport measurements
by N. P. Ong among others. Discussions of stripe physics
were recently given by Carlson et al. !2003" and Kivelson
et al. !2003". A discussion of spin-liquid states is given by
Sachdev !2003", with an emphasis on dimer order and by
Wen !2004", with an emphasis on quantum order. For an
account of experiments and early RVB theory, see the
book by Anderson !1997".

II. BASIC ELECTRONIC STRUCTURE OF THE CUPRATES

It is generally agreed that the physics of high-Tc su-
perconductivity is that of the copper-oxygen layer, as
shown in Fig. 2. In the parent compound such as
La2CuO4, the formal valence of Cu is 2+, which means
that its electronic state is in the d9 configuration. The
copper is surrounded by six oxygens in an octahedral
environment !the apical oxygen lying above and below
Cu are not shown in Fig. 2". The distortion from a per-
fect octahedron due to the shift of the apical oxygens
splits the eg orbitals so that the highest partially occu-
pied d orbital is x2−y2. The lobes of this orbital point
directly to the p orbital of the neighboring oxygen, form-
ing a strong covalent bond with a large hopping integral
tpd. As we shall see, the strength of this covalent bonding
is responsible for the unusually high energy scale for the
exchange interaction. Thus the electronic state of the
cuprates can be described by the so-called three-band
model, where in each unit cell we have the Cu dx2−y2

orbital and two oxygen p orbitals !Emery, 1987; Varma
et al., 1987". The Cu orbital is singly occupied while the p
orbitals are doubly occupied, but these are admixed by

tpd. In addition, admixtures between the oxygen orbitals
may be included. These tight-binding parameters may
be obtained by fits to band-structure calculations !Mat-
theiss, 1987; Yu et al., 1987". However, the largest energy
in the problem is the correlation energy for doubly oc-
cupying the copper orbital. To describe these correlation
energies, it is more convenient to refer to the hole pic-
ture. The Cu d9 configuration is represented by energy
level Ed occupied by a single hole with S= 1

2 . The oxygen
p orbital is empty of holes and lies at energy Ep, which is
higher than Ed. The energy to doubly occupy Ed !lead-
ing to a d8 configuration" is Ud, which is very large and
can be considered infinity. The lowest-energy excitation
is the charge-transfer excitation in which the hole hops
from d to p with amplitude −tpd. If Ep−Ed is sufficiently
large compared with tpd, the hole will form a local mo-
ment on Cu. This is referred to as a charge-transfer in-
sulator in the scheme of Zaanen et al. !1985". Essentially,
Ep−Ed plays the role of the Hubbard U in the one-band
model of the Mott insulator. Experimentally an energy
gap of 2.0 eV is observed and interpreted as the charge-
transfer excitation !see Kastner et al., 1998".

Just as in the one-band Mott-Hubbard insulator in
which virtual hopping to doubly occupied states leads to
an exchange interaction JS1 ·S2, where J=4t2 /U, in the
charge-transfer insulator the local moments on nearest-
neighbor Cu prefer antiferromagnetic alignment be-
cause both spins can virtually hop to the Ep orbital. Ig-
noring the Up for doubly occupying the p orbital with
holes, the exchange integral is given by

J =
tpd
4

!Ep − Ed"3 . !1"

The relatively small size of the charge-transfer gap
means that we are not deep in the insulating phase and
the exchange term is expected to be large. Indeed ex-
perimentally the insulator is found to be in an antiferro-
magnetic ground state. By fitting Raman scattering to
two magnon excitations !Sulewsky et al., 1990", the ex-
change energy is found to be J=0.13 eV. This is one of
the largest exchange energies known. !It is even larger in
the ladder compounds which involve the same Cu-O
bonding." This value of J is confirmed by fitting the spin-
wave energy to theory, in which an additional ring ex-
change term is found !Coldea et al., 2001".

By substituting divalent Sr for trivalent La, the elec-
tron count on the Cu-O layer can be changed in a pro-
cess called doping. For example, in La2−xSrxCuO4, x
holes per Cu are added to the layer. As seen in Fig. 2,
due to the large Ud the hole will reside on the oxygen p
orbital. The hole can hop via tpd, and due to transla-
tional symmetry the holes are mobile and form a metal,
unless localization due to disorder or some other phase
transition intervenes. The full description of hole hop-
ping in the three-band model is complicated, and a num-
ber of theories consider this essential to the understand-
ing of high-Tc superconductivity !Emery, 1987; Varma et
al., 1987". On the other hand, there is strong evidence
that the low-energy physics !on a scale small compared

FIG. 2. !Color online" Electronic structure of the cuprates. !a"
Two-dimensional copper-oxygen layer !left" simplified to the
one-band model !right". !b" The copper d and oxygen p orbit-
als in the hole picture. A single hole with S=1/2 occupies the
copper d orbital in the insulator.
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Figure 3. Phase diagram of the cuprates (x is the hole doping). AF is the antiferromagnetic
insulator. The dotted line is a crossover line between the normal metal phase and the pseudogap
phase.

takes up a small sliver (figure 3) of the phase diagram (in the electron doped case, though, the
magnetism exists over a much larger doping range). So, in that sense, Anderson’s intuition
was quite good.

For dopings beyond a few per cent, the system either enters a messy disordered phase
exhibiting spin glass behaviour (as in LSCO) before superconducting order sets in, or
immediately goes to the superconducting phase (as in YBCO). The superconducting transition
monotonically rises with doping, reaching a maximum at about 16% doping, after which Tc

declines to zero. The net effect is to form a superconducting ‘dome’ that extends from about
5% to 25% doping.

At first sight, the superconducting phase is not so different from that of classical
superconductors. We know that it exhibits a zero resistance state with a Meissner effect.
Experiments show that the superconducting objects have charge 2e, and thus pairs are formed.
What is unusual, though, is the small coherence length. For typical superconductors, the
coherence length is quite large, usually several hundred Å or more. This is in contrast
to magnets, which have coherence lengths that are quite small. Therefore, for most
superconductors we know, mean field theory works extremely well, as opposed to magnets
where it almost always fails. But cuprates exhibit small coherence lengths, of the order
of 20 Å in the plane, and a paltry 2 Å between planes. The latter is so small that the
cuprates are essentially composed of Josephson coupled planes, as has been experimentally
verified by a number of groups [35]. Such coupling is necessary, of course, since long range
superconducting order cannot occur in two dimensions (except in the Kosterlitz–Thouless
phase, whose existence in the cuprates is still debated [36]).

Another unusual finding is the symmetry of the order parameter (figure 4). For many years,
it was felt that the order parameter probably had s-wave symmetry. There was no evidence
from thermodynamic measurements for nodes in the gap as in heavy fermion superconductors,
except for an early report of a non-exponential temperature dependence of the Knight shift
[37]. Also, the cuprates were viewed as quite disordered (doping being achieved by chemical
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Exact realization of  SU(2) symmetry
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AFM QCP in d=2

2

the effective SU(2) non-linear σ-model are strong and
prevent the two suborders from disentangling. Here
the two suborders are mixed together but fluctuations
destroy any long-range order.

In this paper, we generalize the non-linear σ-model
derived in Ref. [16] and include an external magnetic
field B affecting the orbital motion. As the electron pair-
ing is purely singlet, effects of the magnetic field on the
electron spins is negligible. The magnetic field B favors
the QDW suborder of the pseudogap. Sufficiently strong
fields B > B0 may even surmount the curvature thresh-
old and establish a QDW phase at low temperatures. The
system is thus allowed to switch between the two subor-
ders, superconductivity and QDW, which is controlled by
the strength of the applied field. At the critical field B0,
the system is degenerate between superconducting and
particle-hole order states. The fact that such a simple
switching mechanism might be at the heart of the physics
of the pseudogap state in the cuprates is remarkable by
itself and may even have the potential to restrain the
window of validity of theoretical interpretations.

Our main results are illustrated by Fig. 1 representing
in the T -B plane the regions of QDW, d-wave supercon-
ductivity (SC), and the pseudogap state. We see that
the border between the QDW and SC state is flat at low
temperatures while QDW–pseudogap and SC–pseudogap
borders depend on the magnetic field B only logarithmi-
cally. This picture agrees very well with the experimental
T -B phase diagram of Ref. [15].

FIG. 1: (Color online) B-T phase diagram following our
analysis of the fluctuations around the mean-field order pa-
rameter of the spin-fermion model. The quadrupole density
wave (QDW) state shows up only for magnetic fields exceed-
ing the critical field BQDW from Eq. (14). The dark red
dots are from the sound velocity measurements reported in
Ref. [15] with B0 ≈ 18 T and Tc ≈ 60.7 K while the red
curve BQDW(T ) has been fitted to the experimental data with
the constraint that BQDW(Tc) = 2B0, cf. the discussion of
Eq. (13). The inset shows the elementary quadrupole in the
Cu-O plane.

Model for the pseudogap state. We investigate the
pseudogap state in the cuprate superconductors begin-
ning with an effective spin-fermion model (see, e.g.,
Refs. [17, 18]) that describes electrons interacting with
quantum critical antiferromagnetic paramagnons. The
Lagrangian for the (2+1)-dimensional model is written
as

L = χ† (∂τ + ε(−i!∇) + λφ⃗σ⃗
)
χ . (1)

The field φ⃗ describes the paramagnons that couple to the
spin σ⃗ of the electronic fields χ. Paramagnon excitations
are modeled by the correlation function

⟨φiω,kφ
j
−ω,−k⟩ ∝

δij
(ω/vs)2 + (k−Q)2 + a

(2)

where vs is the wave velocity and Q the antiferromag-
netic ordering vector below the QCP. The distance to
the QCP is controlled by the parameter a with the QCP
itself situated at a = 0. In this study, we consider the
region in the proximity to the QCP to its right (a ≥ 0)
but, at finite temperatures, the result should also quali-
tatively apply to the near quantum critical region on its
left (a < 0).

The mean-field analysis [16] of the spin-fermion
model (1) indicates that below a temperature T ∗, or-
ders in both superconducting and particle-hole channel
emerge and combine to form a composite order parame-
ter O(ϵ) = b(ϵ)u with b(ϵ) a function of fermionic Mat-
subara frequencies and u denoting an SU(2) matrix in
the Gor’kov-Nambu particle-hole space. The typical en-
ergy scale of the function b (ε) is of order kBT ∗. The
matrix u can be parametrized in terms of two complex
order parameters ∆+ and ∆− for superconducting and
particle-hole suborders, respectively,

u =

(
∆− ∆+

−∆∗
+ ∆∗

−

)
(3)

while unitarity imposes the constraint |∆+|2+|∆−|2 = 1.
As shown in Ref. [16], fluctuations around a particular

mean-field solution are accurately described in terms of
a two-dimensional SU(2) non-linear σ-model. At tem-
peratures T > 0, the partition function for the low-lying
Goldstone modes has the form Z =

∫
exp(−F)Du with

F =
1

t

∫
tr
[
∇u†∇u+ κ2u†τ3uτ3

]
d2r . (4)

The coupling constant t is related to microscopic parame-
ters as t = (8π/J1 sin δ) (kBT/!vS), where v is the Fermi
velocity, S the typical size of a hot spot on the Fermi
surface covered by the gap, and δ the angle between the
Fermi velocities at two hot spots connected by the order-
ing vector Q [19]. For T < T ∗, J1 ∼ J̄1 ≈ 0.25 whereas
approaching T ∗, J1 turns to zero (cf. the supplemental
material of Ref. [16]). The temperature T ∗ itself may be
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the effective SU(2) non-linear σ-model are strong and
prevent the two suborders from disentangling. Here
the two suborders are mixed together but fluctuations
destroy any long-range order.

In this paper, we generalize the non-linear σ-model
derived in Ref. [16] and include an external magnetic
field B affecting the orbital motion. As the electron pair-
ing is purely singlet, effects of the magnetic field on the
electron spins is negligible. The magnetic field B favors
the QDW suborder of the pseudogap. Sufficiently strong
fields B > B0 may even surmount the curvature thresh-
old and establish a QDW phase at low temperatures. The
system is thus allowed to switch between the two subor-
ders, superconductivity and QDW, which is controlled by
the strength of the applied field. At the critical field B0,
the system is degenerate between superconducting and
particle-hole order states. The fact that such a simple
switching mechanism might be at the heart of the physics
of the pseudogap state in the cuprates is remarkable by
itself and may even have the potential to restrain the
window of validity of theoretical interpretations.

Our main results are illustrated by Fig. 1 representing
in the T -B plane the regions of QDW, d-wave supercon-
ductivity (SC), and the pseudogap state. We see that
the border between the QDW and SC state is flat at low
temperatures while QDW–pseudogap and SC–pseudogap
borders depend on the magnetic field B only logarithmi-
cally. This picture agrees very well with the experimental
T -B phase diagram of Ref. [15].

FIG. 1: (Color online) B-T phase diagram following our
analysis of the fluctuations around the mean-field order pa-
rameter of the spin-fermion model. The quadrupole density
wave (QDW) state shows up only for magnetic fields exceed-
ing the critical field BQDW from Eq. (14). The dark red
dots are from the sound velocity measurements reported in
Ref. [15] with B0 ≈ 18 T and Tc ≈ 60.7 K while the red
curve BQDW(T ) has been fitted to the experimental data with
the constraint that BQDW(Tc) = 2B0, cf. the discussion of
Eq. (13). The inset shows the elementary quadrupole in the
Cu-O plane.

Model for the pseudogap state. We investigate the
pseudogap state in the cuprate superconductors begin-
ning with an effective spin-fermion model (see, e.g.,
Refs. [17, 18]) that describes electrons interacting with
quantum critical antiferromagnetic paramagnons. The
Lagrangian for the (2+1)-dimensional model is written
as

L = χ† (∂τ + ε(−i!∇) + λφ⃗σ⃗
)
χ . (1)

The field φ⃗ describes the paramagnons that couple to the
spin σ⃗ of the electronic fields χ. Paramagnon excitations
are modeled by the correlation function

⟨φiω,kφ
j
−ω,−k⟩ ∝

δij
(ω/vs)2 + (k−Q)2 + a

(2)

where vs is the wave velocity and Q the antiferromag-
netic ordering vector below the QCP. The distance to
the QCP is controlled by the parameter a with the QCP
itself situated at a = 0. In this study, we consider the
region in the proximity to the QCP to its right (a ≥ 0)
but, at finite temperatures, the result should also quali-
tatively apply to the near quantum critical region on its
left (a < 0).

The mean-field analysis [16] of the spin-fermion
model (1) indicates that below a temperature T ∗, or-
ders in both superconducting and particle-hole channel
emerge and combine to form a composite order parame-
ter O(ϵ) = b(ϵ)u with b(ϵ) a function of fermionic Mat-
subara frequencies and u denoting an SU(2) matrix in
the Gor’kov-Nambu particle-hole space. The typical en-
ergy scale of the function b (ε) is of order kBT ∗. The
matrix u can be parametrized in terms of two complex
order parameters ∆+ and ∆− for superconducting and
particle-hole suborders, respectively,

u =

(
∆− ∆+

−∆∗
+ ∆∗

−

)
(3)

while unitarity imposes the constraint |∆+|2+|∆−|2 = 1.
As shown in Ref. [16], fluctuations around a particular

mean-field solution are accurately described in terms of
a two-dimensional SU(2) non-linear σ-model. At tem-
peratures T > 0, the partition function for the low-lying
Goldstone modes has the form Z =

∫
exp(−F)Du with

F =
1

t

∫
tr
[
∇u†∇u+ κ2u†τ3uτ3

]
d2r . (4)

The coupling constant t is related to microscopic parame-
ters as t = (8π/J1 sin δ) (kBT/!vS), where v is the Fermi
velocity, S the typical size of a hot spot on the Fermi
surface covered by the gap, and δ the angle between the
Fermi velocities at two hot spots connected by the order-
ing vector Q [19]. For T < T ∗, J1 ∼ J̄1 ≈ 0.25 whereas
approaching T ∗, J1 turns to zero (cf. the supplemental
material of Ref. [16]). The temperature T ∗ itself may be

hot spot. Our RG approach, defined in terms of a cutoff !
which measures distance from the hot spot, is unable to regu-
late the first logarithm: the Fermi surface is present at mo-
menta all the way up to !.

An alternative RG is necessary to analyze the conse-
quences of the log-squared term. One possible approach is
that of Son,21 who introduced for the problem of fermions
coupled to a gauge field an RG defined in terms of momen-
tum shells a fixed distance from the Fermi surface. We leave
such investigations for future work.

VI. DENSITY VERTICES

In this section we focus attention on one of the interesting
consequences of the pseudospin symmetries of the critical
theory of the SDW transition, specified by Eq. !2.6". Note
that the pseudospin rotations can be performed indepen-
dently on different pairs of hot spots.

Under the operation in Eq. !2.6", the pairing operator !5.1"
in the particle-particle channel becomes exactly degenerate
with certain operators in the particle-hole channel which
connect opposite patches of the Fermi surface. Indeed, con-
sider spin-singlet operators that can be built out of fermions
coming from hot spots ! and −!. Using the spinor represen-
tation !2.3", we may write these as

V"#
! = Mij$%%!&i"%

−! & j#%!
! . !6.1"

The indices ", # of V"# carry spin 1 /2 under the indepen-
dent SU−!!2" and SU!!2" particle-hole symmetries. Hence,
we have a set of four degenerate operators. Choosing "=1,
#=1,

V11
! = Mij$%%!'i%

−!' j%!
! . !6.2"

The mixing matrix Mij is fixed by lattice symmetries to give
operators,

V(
!,Q! =!0,0" = $%%!!'1%

−!'1%!
! + ('2%

−!'2%!
! " , !6.3"

V(
!,Q! =!),)" = $%%!!'1%

−!'2%!
! + ('2%

−!'1%!
! " , !6.4"

which correspond to superconducting order parameters with
momenta !0,0" and !) ,)", respectively. The index (= *1
determines the parity of the operator under a reflection about
a lattice diagonal. Operator !6.3" was considered above. We
will not discuss the other operator !6.4" below; due to kine-
matics, its renormalization at one-loop order contains neither
the large-N enhancement, nor the unusual powers of loga-
rithm squared.

Now, let us discuss the particle-hole partners of Eq. !6.3".
Setting "=2, #=2 in Eq. !6.1" simply gives rise to the Her-
mitian conjugate of Eq. !6.3". On the other hand "=2, #
=1 gives the operators,

O(
! = '1%

−!†'1%
! + ('2%

−!†'2%
! . !6.5"

The other choice "=1, #=2 generates the Hermitian conju-
gates of Eq. !6.5". Following Fig. 19, the O(

! operators are
illustrated in Fig. 21. To determine the wavevectors of these

operators, let the !=1, i=1 hot spot be at K! 1= !Kx ,Ky". !Note
that here we are using the principal axes of the square lattice
for the momentum coordinates, not the diagonal axes indi-
cated in Fig. 1." Then, from Fig. 1 we note that the !=1, i
=2 hot spot is at !−Ky ,−Kx", and so the value of the SDW
wave vector Q! = !) ,)" implies that Kx+Ky=). Also from
Fig. 1, the !=−1, i=1 hot spot is at !−Kx ,−Ky", and so we
conclude that the ordering wave vector of the first term in O(

1

is !2Kx ,2Ky". Similarly, the ordering wave vector of the sec-
ond term in O(

1 is seen to be !−2Ky ,−2Kx". Using Kx+Ky
=), we observe that these two ordering wave vectors are
actually equal and take the common value Q! 1=2Ky!−1,1",
which is therefore the momentum of the O(

1 order param-
eters, as shown in Fig. 19. Similarly, the momentum of the
O(

2 order parameters is seen to be Q! 2=2Ky!−1,−1". Thus the
O(

! represent density modulations along the diagonals of the
square lattice.

For a clearer physical interpretation of the O(
! orders, it is

useful to express them in terms of the lattice fermions ck!%,
where the momentum k! ranges over the full square lattice
Brillouin zone. Then by looking at the transformations of Eq.
!6.5" under all square lattice space group operations, and
under time reversal, we find that the O+

! are orders are char-
acterized by

#ck!−Q! !/2,%
† ck!+Q! !/2,%$ = O+

! f0!k!" , !6.6"

where f0!k!" is any periodic function on the Brillouin zone
that is invariant under the point group operations which leave
the wavevector Q! ! invariant, i.e., under the little group of Q! !.
Also time-reversal and inversion symmetries imply f0!k!" is
real and even. The little group consists only of reflections

FIG. 21. Spin singlet density operators !%'†'" of the electrons
at the != *1 hot spots of Fig. 1 !see also Fig. 19", shown with an
arrow pointing from the Brillouin zone location of '† to that of '.
The dashed arrows are the density operators in the first Brillouin
zone. The full arrows are in an extended zone scheme which shows
that these operators have net momentum Q! 1=2Ky!−1,1", where
!Kx ,Ky" is the location of the !=1, i=1 hot spot. The density op-
erator with opposite signs !(=−1" on the two arrows is enhanced
near the SDW critical point. Similarly the != *2 hot spots contrib-
ute density operators at Q! 2=2Ky!1,1".
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We first compute this integral expanding the dispersion of
the internal fermions to linear order, since the quadratic term
was not significant in the computation of the one-loop
bosonic and fermionic self-energy. Choosing the x axis along
the external k=kF and integrating over q1

x and q2
x, we are left

with

!2
free!"" #

ḡ2

vF
2"
$

0

" d"1dq1y

q1y
2 + #%"1%/q1y

$
"−"1

" d"2dq2y

q2y
2 + #%"2%/q2y

# "0
2/3"1/3, !3.11"

where "0 is defined in Eq. !3.8". At low energy, this two-loop
self-energy diverges faster than the one-loop self-energy ob-
tained in Eq. !3.7". Estimating higher-order diagrams, we
find that they form a series in powers of !"0 /""1/3, such that
the perturbative expansion around free fermions breaks up at
"#"0. This result is in line with the one obtained by Lawler
et al.14 using a two-dimensional bosonization scheme. The
scale "0 is related by "0=vF /x0 to the spatial scale at
which the equal-time fermionic Green’s function G!x", ob-
tained from bosonization, begins decaying exponentially
&G!x"$e−!x/x0"1/3

'.
However, the divergence of the perturbation theory can be

cured once the curvature of the fermionic dispersion is in-
cluded, as we now show. We re-evaluate the two-loop self-
energy !3.10", using now the full fermionic dispersion, Eq.
!2.2". After integrating over the momentum component q1

x

and q2
x, one has

!2
free!"" #

ḡ2

vF
2$

0

" d"1dq1y

q1y
2 + !#%"1%/q1y"

$
"−"1

" d"2dq2y

q2y
2 + #%"2%/q2y

%
1

i" − q1yq2y/mB
#

mB
2 ḡ2

#2vF
2 " ln2 " . !3.12"

This result agrees with Ref. 2. We see that, when the
curvature of the fermionic dispersion is included, the two-
loop self-energy turns out to be small compared to its one-
loop counterpart, at low energy. In a separate study,23 one of
us !A.C." and D. Khveshchenko reconsidered the bosoniza-
tion procedure in the presence of the curvature and obtained
the same results as in Eq. !3.12".

D. Summary

As a conclusion, this first approach suggests that both the
fermionic and the bosonic self-energies are important at the
QCP. The bosonic self-energy sets the dynamics of the
bosons, while the fermionic self-energy is nonanalytic and
parametrically larger than the bare " term at low energy,
which implies a breakdown of the Fermi-liquid behavior at
criticality.

We also found that only the frequency-dependent part of
the self-energy matters, the momentum-dependent one only
leads to a regular renormalization of the effective mass. Fi-
nally, we found that the curvature of the Fermi surface plays
an important role in regularizing the perturbation expansion.

The full account of these effects cannot be obtained from
this simple analysis and one has to develop a controllable

way to treat the bosonic and fermionic self-energies on equal
footing. Since we found that only the frequency-dependent
!!"" is relevant, a way to proceed is to verify whether an
Eliashberg-like theory, similar to the one developed in the
context of phonon superconductivity,25 may be such a con-
trollable approximation.

IV. ELIASHBERG THEORY

The Eliashberg procedure allows us to compute the fermi-
onic self-energy !!"" and the bosonic polarization &!q ,'",
by solving the self-consistent set of coupled Dyson’s equa-
tions, neglecting all contributions coming from the vertex
corrections and the momentum-dependent fermionic self-
energy.

Specifically the Eliashberg theory follows three steps:
!i" neglect both the vertex corrections and the momentum

dependent part of the fermionic self-energy, i.e., approximate

!!k,"n" = !!"n" ,

gTot = g + (g = g; !4.1"

!ii" construct the set of self-consistent Dyson’s equations:

G−1!k,"n" = i"n − vF!k − kF" + i!!"n"

)!q,'m" =
)0

*−2 + q2 + &!q,'m"
, !4.2"

with the following fermionic and bosonic self-energies:

!4.3"

The fermionic Green’s functions in Eq. !4.3" are full !they
are represented diagrammatically by a straight line" and
)!q ,'m" is the full bosonic propagator !represented by a
wavy line";

!iii" check a posteriori that the neglected terms (g and
!!k", are all parametrically small.

The evaluation of the momentum integral for the fermi-
onic self-energy in the Eliashberg theory has to be carried
out with care. Since fermions are faster than bosons, the
leading contribution to !!"" is obtained if one integrates
over the momentum component transverse to the Fermi sur-
face only in the fermionic propagator and sets this compo-
nent to zero in the bosonic propagator !this implies that the
momentum integral is factorized". One can show that the
corrections that arise from keeping the transverse component
of momentum in the bosonic propagator are small to the
same parameter as (g /g and should therefore be neglected,
as keeping them would be beyond the accuracy of the theory.
The factorization of the momentum integration is what dis-
tinguishes the Eliashberg theory from the fluctuation ex-
change !FLEX" approximation. In the FLEX approximation,
one also neglects vertex corrections, but does not factorize
the momentum integral in Eq. !4.3".
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Model and method of calculations

In this Article, we revisit the issue of quantum
antiferromagnet-normal metal transitions in 2D models
of itinerant electrons from the perspective of a novel gen-
eral theory that shall lead us to the conclusion that the
physics of the transition is considerably richer and more
interesting than it has been thought so far. We demon-
strate that within a slightly modified version of the SF
model of Refs.9,10, the coupling of the bosonic spin mode
to the electronic spins generates at the QCP a pseudogap
in the spectrum that corresponds to an order completely
different from the original spin-density wave (SDW). This
new state may be understood as a superposition of d-
wave superconductivity and an electronic quadrupole-
density wave and its emergence around the QCP consti-
tutes an unexpected outcome of our theory. Interestingly,
our formalism shows a certain analogy with the theory of
Anderson localisation by disorder16. The structure of the
both theories relies on a summation of ladder diagrams
of crossing and non-crossing subtypes, that characterise
the emerging effective collective modes and their inter-
action. In both cases, the low energy physics is finally
captured in terms of a non-linear σ-model. Below, we
present a sketch of the derivation and refer the reader to
the supplementary material for details.

Within the SF model, the physics of electrons inter-
acting via critical bosonic modes is described9,10 by the
Lagrangian L = Lψ + Lφ with

Lψ = ψ∗ [∂τ + ε (−i∇) + λφσ]ψ, (1)

Lφ =
1

2
φD−1φ+

g

2

(
φ2
)2

. (2)

Herein, Lψ is the Lagrangian of fermions that propagate
in the fluctuating field φ representing the bosonic spin
excitations modeled by the Lagrangian Lφ. The elec-
tronic spectrum ε(p) in Lψ is assumed to lead to a Fermi
surface like the one depicted in Fig. 1. The Lagrangian
Lφ is a quantum version of the Landau expansion in the
vicinity of a phase transition.

We define the spin-wave boson mode D−1 entering
Eq. (2) around the QCP through its Fourier transform

D−1 (ω,q) = ω2/v2s + (q−Q)2 + a (3)

where vs is the spin-wave velocity, a is a “mass” charac-
terising the distance to the QCP [At QCP a = 0, while
a > 0 on the metallic side.], and Q is the ordering wave
vector in the SDW phase. Keeping in mind possible ap-
plications of the model to high-Tc cuprates, we choose
Q = (π,π). The points on the Fermi surface connected
by the vector Q are the hot spots in the model and, close
to criticality, the most interesting physics is formed in
their vicinity. Figure 1 illustrates that there are eight
hot spots on the Fermi surface. It is implied that the
coupling constant λ is small in the sense of λ2 ≪ vp0,
where v is the Fermi velocity and p0 the radius of curva-
ture at the hot spots (see Supplementary Information for

FIG. 1: Brillouin zone and Fermi surface for the spin-
fermion model. Electrons at hot spots connected by the
vector Q interact via a critical bosonic mode. The vec-
tors Q1,2 modulate the amplitudes of particle-hole pairings.
Inset: Definition of the angle δ that controls the theoretical
approach.

the details). Also, the quartic φ4-term in Lφ is usually
neglected for a ≥ 0.

Following Refs.9,10,14, we might assume that the
fermionic field ψ had 2N components, where 2 arises due
to spin and N is the number of artificial fermion flavours.
However, in accord with the conclusion of Ref.14, the
large-N limit does not help to justify approximations and
control the theory and, therefore, we shall take here the
physically relevant value N = 1. Instead, we keep the
theory under control assuming that the Fermi surface
has such a shape that the Fermi velocities v1,2 of two
hot spots connected by vector Q are close to being par-
allel to each other,

δ ≪ 1, (4)

with the angle δ defined in the inset of Fig. 1. Even
though the constraint (4) itself is in principle not unre-
alistic, indicating the tendency to a nesting of the type
represented in Fig. 1, we believe that the results of the
present analysis can be applicable for an arbitrary shape
of the Fermi surface at least qualitatively.

The Landau damping modifies8 the form of D−1(ω,q),
Eq. (3), adding to the latter the term γ|ω| with γ =
(2λ)2/(πv2 sin δ) and v = |v1,2|. In the limit (4), the
Landau damping is strong, leading to a “weak coupling”
limit of our theory, and dominates over the ω2-term in
the bare propagator D−1.

In the spirit of the approach of Ref.16, we first integrate
the partition function Z =

∫
exp{−

∫
L}DφDψ over the

field φ neglecting the quartic term in Lφ. As a result, we
obtain a model of electrons with an interaction described
by the function D (ω,q) including the Landau damping
term. Next, we single out those slow pairs that corre-
spond to the mean field order parameters and derive the
mean field equations. The order parameter found from
these equations is strongly degenerate against SU(2) ro-
tations, which gives rise to gapless excitations that finally
are effectively described in terms of a non-linear σ-model.
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strate that within a slightly modified version of the SF
model of Refs.9,10, the coupling of the bosonic spin mode
to the electronic spins generates at the QCP a pseudogap
in the spectrum that corresponds to an order completely
different from the original spin-density wave (SDW). This
new state may be understood as a superposition of d-
wave superconductivity and a quadrupole-density wave
(QDW), and its emergence around the QCP constitutes
an unexpected outcome of our theory derived from the SF
model. From the high-Tc cuprate perspective, the reader
should remember that the SF model corresponds to the
Cu sites in the CuO2 lattice only, while the oxygen sites
have been “integrated out”. Actually, the quadrupole
order should be pictured as induced by a corresponding
modulated charge order of the four O atoms surrounding
a Cu atom [Fig. 1(a)] that, in turn, leads to an energy
modulation on Cu atoms. Altogether, the modulation
forms a chequerboard structure.

Interestingly, our formalism shows a certain analogy
with the theory of Anderson localisation by disorder16.
The structure of both theories relies on a summation of
ladder diagrams of crossing and non-crossing subtypes,
that characterise the emerging effective collective modes
and their interaction. In both cases, the low-energy
physics is finally captured in terms of a non-linear σ-
model. Below, we present a sketch of the derivation and
refer the reader to the Supplementary Material for de-
tails.

Within the SF model, the physics of electrons inter-
acting via critical bosonic modes is described9,10 by the
Lagrangian L = Lψ + Lφ with

Lψ = ψ∗ [∂τ + ε (−i∇) + λφσ]ψ, (1)

Lφ =
1

2
φD−1φ+

g

2

(
φ2
)2

. (2)

Herein, Lψ is the Lagrangian of electrons with spec-
trum ε(p) that propagate in the fluctuating field φ rep-
resenting the bosonic spin excitations modeled by the
Lagrangian Lφ. The Lagrangian Lφ is a quantum ver-
sion of the Landau expansion in the vicinity of a phase
transition.

We define the spin-wave boson mode D−1 entering
Eq. (2) around the QCP through its Fourier transform

D−1 (ω,q) = ω2/v2s + (q−Q)2 + a (3)

where vs is the spin-wave velocity, a is a “mass” charac-
terising the distance to the QCP [At QCP, a = 0, while
a > 0 on the metallic side.], and Q is the ordering wave
vector in the SDW phase. Pursuing the application of
the SF model to cuprates, it is usually assumed that
the spectrum ε(p) in Eq. (1) leads to a Fermi surface of
the shape represented in Fig. 1(b). In order to facilitate
a controlled theoretical analysis (see below), we instead
consider in the following a slightly deformed Fermi sur-
face as in Fig. 1(c). The points on the Fermi surface
connected by the vector Q are the hot spots in the model
and, close to criticality, the most interesting physics is

FIG. 1: Real-space CuO2 plane, Brillouin zone, and
Fermi surface for the spin-fermion model. (a) Structure
of Cu(3dx2−y2) and O(2px/2py) orbitals in the CuO2 plane. It
is illustrated how partial charges at the O atoms can induce an
effective elementary quadrupole at a site in the Cu lattice. (b)
Brillouin zone for the square Cu lattice after “integrating out”
the O atoms. (c) Brillouin zone in our weak-coupling model
allowing for a controlled theoretical analysis assuming a small
angle δ. In both (b) and (c), electrons at hot spots connected
by the vector Q interact via a critical bosonic mode. The
vectors Q1/2 and the given linear combinations Q± modulate
the amplitudes of particle-hole pairings.

formed in their vicinity. Figures 1(b) and (c) illustrate
that there are eight hot spots on the Fermi surface. It is
implied that the coupling constant λ is small, λ2 ≪ vp0,
where v is the Fermi velocity and p0 the radius of cur-
vature at the hot spots.17 The quartic φ4-term in Lφ is
usually neglected for a ≥ 0.

We keep the theory under control assuming that the
Fermi surface has such a shape that the Fermi veloci-
ties v1,2 of two hot spots connected by vector Q are close
to being parallel to each other,

δ ≪ 1, (4)

with the angle δ defined in the inset of Fig. 1(c). The
limit (4) favours the Fermi surface of Fig. 1(c) over the
one from Fig. 1(b) and shall allow us to have all nec-
essary approximations in our analysis under control. In
the more realistic situation of Fig. 1(b), we expect qual-
itatively similar results but, due to the lack of a small
parameter, the theory developed here would formally not
be justified.

The Landau damping modifies8 the form ofD−1(ω,q),
Eq. (3), adding to the latter the term γ|ω| with γ =
(2λ)2/(πv2 sin δ) and v = |v1,2|. In the limit (4), the
Landau damping is strong, leading to a “weak coupling”
limit of our theory, and dominates over the ω2-term in
the bare propagator D−1.
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FIG. 2: Chequerboard structure. The quadrupole density
amplitude (normalised to values between ±1) is represented
in real space. It is incommensurate with the square atomic
lattice of the compound.

The properties of the latter are studied using the renor-
malisation group (RG) technique.

Mean field equations and pseudogap state

The mean field approximation leads to a superposition
of particle-particle and particle-hole pairings,

cppp

〈
(iσ2)αβ ψα,pψβ,−p

〉
+ cphp

〈
δαβψα,pψ

∗
β,−p

〉
, (5)

with the momentum p located at hot spots opposite
to each other on the Fermi surface. In Eq. (5), σ2 is
the Pauli matrix for the electron spin and cppp (cph2p) the
amplitude of the particle-particle (particle-hole) pairing.
The pairings of the type in Eq.(5) are purely singlet and
thus do not lead to any spin order. The signs of coef-

ficients cpp/php at neighbouring hot spots on each con-
nected piece of the Fermi surface are opposite, indicating
a d-wave-like structure of the gap in the electron spec-
trum. Therefore, neither local charge nor current den-
sity modulations arise. However, as a consequence of
the electron-hole pairing, the rotational symmetry of the
electron gas is broken and a state with a finite coordinate-
dependent quadrupole density is formed. The electronic
quadrupole density, which is proportional to the pair-
ing amplitude, oscillates with the vectors Q1 and Q2,
see Fig. 1, connecting two hot spots at ±p. These vec-
tors Q1,2 are considerably smaller than the SDW order-
ing wave vector Q and a chequerboard structure as de-
picted in Fig. 2 forms (c.f. Ref.14). We dub this new
structure quadrupole-density wave (QDW). At the QCP
the parameter a vanishes, a = 0, and the propagator
D (ω,q), Eq. (3), diverges at q → Q and ω → 0. The
latter ultimately allows in 2D for the electron-hole pairing
in the case of a generic Fermi surface without a nesting.
This pairing survives also for finite but small a.
The general solution O of the mean field equations for

FIG. 3: Gap function. The mean field solution b(ε, T ) as
a function of the Matsubara frequency ε and temperature T .
All energies are measured in units of Γ.

the order parameter at a given hot spot may be repre-
sented in the form O(ε) = b(ε)u with u being an arbitrary
SU(2) unitary matrix, u+u = 1, detu = 1, and b(ε) a real
positive function of the fermionic Matsubara frequency ε.
After a rescaling ε → ε̄Γ, b → b̄Γ, and T → T̄Γ, where
Γ = (3λ/8)2 π sin δ, one obtains at criticality (a = 0)
a set of remarkably universal self-consistency equations
independent of the parameters of the model,

b̄ (ε̄) = T̄
∑

ε̄′

cosΘ (ε̄′)√
Ω̄ (ε̄− ε̄′)

,

f̄ (ε̄) = ε̄+ T̄
∑

ε̄′

sinΘ (ε̄′)√
Ω̄ (ε̄− ε̄′)

,

Ω̄ (ω̄) = 2πT̄
∑

ε̄

sin2
(
Θ (ε̄+ ω̄)−Θ (ε̄)

2

)
, (6)

where sinΘ(ε̄) = f̄(ε̄)
[
b̄2(ε̄) + f̄2(ε̄)

]−1/2
. The functions

b̄(ε̄) and f̄(ε̄) are by construction even, b̄(ε̄) = b̄(−ε̄), and
odd, f̄(ε̄) = −f̄(−ε̄), respectively and ω̄ is a rescaled
bosonic Matsubara frequency. Note that the function
f(ε) replaces the frequency term ε in the bare fermion
propagator.

A quick glance at Eqs. (6) reveals the trivial solu-
tion b̄(ε̄) = 0, leading to Ω̄(ω̄) = |ω̄| and f̄(ε̄) =
sign(ε̄)(|ε̄| + 2

π

√
|ε̄|). This solution is well known as it

corresponds to the one-loop self-energy corrections9,10,17

to the bosonic and fermionic propagators. Here, of a
greater interest is the existence of a nontrivial so far
unanticipated energy-dependent solution b̄(ε̄). It can be
computed numerically and its dependence on ε̄ and T̄ is
shown in Fig. 3. We have checked that the free energy
corresponding to the nontrivial solution is lower than the
one in the case of the trivial scenario with b̄(ε̄) = 0. One
should keep in mind, though, that the dependence of the
gap on real frequencies does not immediately follow from
the solution b(ε) but should be found from an analytical
continuation.

The characteristic value of b(ε) is of order Γ, im-
plying that it scales linearly with the interaction con-
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FIG. 2: Gap function. (a) The mean field solution b(ε, T )
at the hot spots as a function of the Matsubara frequency ε
and temperature T . All energies are measured in units of Γ.
(b) In our weak-coupling model, the gap b(0,p) is essentially
non-zero only in the vicinity of hot spots. The order param-
eter has opposite signs at the hot spots located on the same
arcs within the Brillouin zone of the Fermi surface, corre-
sponding to a d-wave-like symmetry. (c) The gap function for
the SF model on the square lattice appropriate to the cuprates
[cf. Fig. 1(b)] as obtained numerically in Ref.21. Note that
the gaps of two hot-spots adjacent to the same antinode are
smeared. Beyond the weak-coupling limit λ2 ≪ vp0, we may
expect them to merge into one single gap situated at the antin-
ode.

homogeneities and, as a result, lead to a d-wave-like de-
pendence on the position on the Fermi surface. We refer
to the state that emerges from the non-trivial solution of
Eqs. (6) as a pseudogap state.
The SU(2) matrix u reflects the degeneracy of the order

parameter O(ε) = b(ε)u and may be parametrised as

u =

(
∆− ∆+

−∆∗
+ ∆∗

−

)
with |∆+|2 + |∆−|2 = 1 . (7)

The complex numbers ∆+ and ∆− should be inter-
preted as order parameters for the superconducting and
particle-hole order, respectively. In contrast to the con-
ventional superconductivity where electron-electron pairs
are formed, we have here quartets consisting of two par-
ticles and two holes, see Fig. 3 (a) and (b). Depending on
the relation between the horizontal and vertical coupling,
one of the pairings is more favourable but one should deal
with the entire quartet when considering fluctuations.
The nature of the particle-hole pairing in our theory

is different from those conjectured in SU(2) theories on
the basis of symmetries of t − J models1. Studying the
symmetries of this order, we find that the d-wave struc-
ture does not lead to local charge or current modulations.
However, as a consequence of the electron-hole pairing,
the rotational symmetry of the electron gas is broken,

FIG. 3: Pseudogap orders and phase diagram. Pair-
ing types of electrons and holes at opposite hot spots for (a)
quadrupole-density wave (QDW) order and (b) d-wave super-
conductivity. (c) In the phase diagram for the spin-fermion
model, AF denotes the antiferromagnetic (SDW) state, SC is
the phase of the d-wave superconductivity, and PG the pseu-
dogap state. The dashed line represents the solution of the
equation a(T ) = 0. The question mark “?” indicates that the
present consideration is not sufficient to identify the phase in
the region between AF and SC.

FIG. 4: Chequerboard structure. The quadrupole den-
sity amplitude (normalized to values between ±1) is repre-
sented in real space. It is incommensurate with the square
Cu lattice of the compound. The marked vectors are R± =
2πQ±/|Q±|2, cf. Fig. 1(b).

giving rise to finite modulated quadrupole density17

Dxy(r) ∝
∣∣∆−

∣∣ sin
(
Q+r− ϕ+

)
cos
(
Q−r− ϕ−

)
(8)

with ϕ+ and ϕ− denoting phases. This formula de-
scribes a spatial oscillation of the off-diagonal elements
of the quadrupole moment with the wave vectors Q+ =
(Q1 +Q2)/2 and Q− = (Q1 −Q2)/2, where Q1 and Q2

denote the vectors connecting two hot spots at ±p, cf.
Fig. 1(b) and (c). Note that the vectorsQ± are consider-
ably smaller than the SDW wave vector Q and that the
resulting chequerboard structure is incommensurate with
the original lattice. This new type of the particle-hole or-
der discovered within the SF model shall in the following
be referred to as a quadrupole density wave (QDW).

The appearance of a quadrupole structure becomes es-

SU(2) symmetry and fluctuations

Composite order parameter
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Model and method of calculations

In this Article, we revisit the issue of quantum
antiferromagnet-normal metal transitions in 2D models
of itinerant electrons from the perspective of a novel gen-
eral theory that shall lead us to the conclusion that the
physics of the transition is considerably richer and more
interesting than it has been thought so far. We demon-
strate that within a slightly modified version of the SF
model of Refs.9,10, the coupling of the bosonic spin mode
to the electronic spins generates at the QCP a pseudogap
in the spectrum that corresponds to an order completely
different from the original spin-density wave (SDW). This
new state may be understood as a superposition of d-
wave superconductivity and an electronic quadrupole-
density wave and its emergence around the QCP consti-
tutes an unexpected outcome of our theory. Interestingly,
our formalism shows a certain analogy with the theory of
Anderson localisation by disorder16. The structure of the
both theories relies on a summation of ladder diagrams
of crossing and non-crossing subtypes, that characterise
the emerging effective collective modes and their inter-
action. In both cases, the low energy physics is finally
captured in terms of a non-linear σ-model. Below, we
present a sketch of the derivation and refer the reader to
the supplementary material for details.

Within the SF model, the physics of electrons inter-
acting via critical bosonic modes is described9,10 by the
Lagrangian L = Lψ + Lφ with

Lψ = ψ∗ [∂τ + ε (−i∇) + λφσ]ψ, (1)

Lφ =
1

2
φD−1φ+

g

2

(
φ2
)2

. (2)

Herein, Lψ is the Lagrangian of fermions that propagate
in the fluctuating field φ representing the bosonic spin
excitations modeled by the Lagrangian Lφ. The elec-
tronic spectrum ε(p) in Lψ is assumed to lead to a Fermi
surface like the one depicted in Fig. 1. The Lagrangian
Lφ is a quantum version of the Landau expansion in the
vicinity of a phase transition.

We define the spin-wave boson mode D−1 entering
Eq. (2) around the QCP through its Fourier transform

D−1 (ω,q) = ω2/v2s + (q−Q)2 + a (3)

where vs is the spin-wave velocity, a is a “mass” charac-
terising the distance to the QCP [At QCP a = 0, while
a > 0 on the metallic side.], and Q is the ordering wave
vector in the SDW phase. Keeping in mind possible ap-
plications of the model to high-Tc cuprates, we choose
Q = (π,π). The points on the Fermi surface connected
by the vector Q are the hot spots in the model and, close
to criticality, the most interesting physics is formed in
their vicinity. Figure 1 illustrates that there are eight
hot spots on the Fermi surface. It is implied that the
coupling constant λ is small in the sense of λ2 ≪ vp0,
where v is the Fermi velocity and p0 the radius of curva-
ture at the hot spots (see Supplementary Information for

FIG. 1: Brillouin zone and Fermi surface for the spin-
fermion model. Electrons at hot spots connected by the
vector Q interact via a critical bosonic mode. The vec-
tors Q1,2 modulate the amplitudes of particle-hole pairings.
Inset: Definition of the angle δ that controls the theoretical
approach.

the details). Also, the quartic φ4-term in Lφ is usually
neglected for a ≥ 0.

Following Refs.9,10,14, we might assume that the
fermionic field ψ had 2N components, where 2 arises due
to spin and N is the number of artificial fermion flavours.
However, in accord with the conclusion of Ref.14, the
large-N limit does not help to justify approximations and
control the theory and, therefore, we shall take here the
physically relevant value N = 1. Instead, we keep the
theory under control assuming that the Fermi surface
has such a shape that the Fermi velocities v1,2 of two
hot spots connected by vector Q are close to being par-
allel to each other,

δ ≪ 1, (4)

with the angle δ defined in the inset of Fig. 1. Even
though the constraint (4) itself is in principle not unre-
alistic, indicating the tendency to a nesting of the type
represented in Fig. 1, we believe that the results of the
present analysis can be applicable for an arbitrary shape
of the Fermi surface at least qualitatively.

The Landau damping modifies8 the form of D−1(ω,q),
Eq. (3), adding to the latter the term γ|ω| with γ =
(2λ)2/(πv2 sin δ) and v = |v1,2|. In the limit (4), the
Landau damping is strong, leading to a “weak coupling”
limit of our theory, and dominates over the ω2-term in
the bare propagator D−1.

In the spirit of the approach of Ref.16, we first integrate
the partition function Z =

∫
exp{−

∫
L}DφDψ over the

field φ neglecting the quartic term in Lφ. As a result, we
obtain a model of electrons with an interaction described
by the function D (ω,q) including the Landau damping
term. Next, we single out those slow pairs that corre-
spond to the mean field order parameters and derive the
mean field equations. The order parameter found from
these equations is strongly degenerate against SU(2) ro-
tations, which gives rise to gapless excitations that finally
are effectively described in terms of a non-linear σ-model.
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strate that within a slightly modified version of the SF
model of Refs.9,10, the coupling of the bosonic spin mode
to the electronic spins generates at the QCP a pseudogap
in the spectrum that corresponds to an order completely
different from the original spin-density wave (SDW). This
new state may be understood as a superposition of d-
wave superconductivity and a quadrupole-density wave
(QDW), and its emergence around the QCP constitutes
an unexpected outcome of our theory derived from the SF
model. From the high-Tc cuprate perspective, the reader
should remember that the SF model corresponds to the
Cu sites in the CuO2 lattice only, while the oxygen sites
have been “integrated out”. Actually, the quadrupole
order should be pictured as induced by a corresponding
modulated charge order of the four O atoms surrounding
a Cu atom [Fig. 1(a)] that, in turn, leads to an energy
modulation on Cu atoms. Altogether, the modulation
forms a chequerboard structure.

Interestingly, our formalism shows a certain analogy
with the theory of Anderson localisation by disorder16.
The structure of both theories relies on a summation of
ladder diagrams of crossing and non-crossing subtypes,
that characterise the emerging effective collective modes
and their interaction. In both cases, the low-energy
physics is finally captured in terms of a non-linear σ-
model. Below, we present a sketch of the derivation and
refer the reader to the Supplementary Material for de-
tails.

Within the SF model, the physics of electrons inter-
acting via critical bosonic modes is described9,10 by the
Lagrangian L = Lψ + Lφ with

Lψ = ψ∗ [∂τ + ε (−i∇) + λφσ]ψ, (1)

Lφ =
1

2
φD−1φ+

g

2

(
φ2
)2

. (2)

Herein, Lψ is the Lagrangian of electrons with spec-
trum ε(p) that propagate in the fluctuating field φ rep-
resenting the bosonic spin excitations modeled by the
Lagrangian Lφ. The Lagrangian Lφ is a quantum ver-
sion of the Landau expansion in the vicinity of a phase
transition.

We define the spin-wave boson mode D−1 entering
Eq. (2) around the QCP through its Fourier transform

D−1 (ω,q) = ω2/v2s + (q−Q)2 + a (3)

where vs is the spin-wave velocity, a is a “mass” charac-
terising the distance to the QCP [At QCP, a = 0, while
a > 0 on the metallic side.], and Q is the ordering wave
vector in the SDW phase. Pursuing the application of
the SF model to cuprates, it is usually assumed that
the spectrum ε(p) in Eq. (1) leads to a Fermi surface of
the shape represented in Fig. 1(b). In order to facilitate
a controlled theoretical analysis (see below), we instead
consider in the following a slightly deformed Fermi sur-
face as in Fig. 1(c). The points on the Fermi surface
connected by the vector Q are the hot spots in the model
and, close to criticality, the most interesting physics is

FIG. 1: Real-space CuO2 plane, Brillouin zone, and
Fermi surface for the spin-fermion model. (a) Structure
of Cu(3dx2−y2) and O(2px/2py) orbitals in the CuO2 plane. It
is illustrated how partial charges at the O atoms can induce an
effective elementary quadrupole at a site in the Cu lattice. (b)
Brillouin zone for the square Cu lattice after “integrating out”
the O atoms. (c) Brillouin zone in our weak-coupling model
allowing for a controlled theoretical analysis assuming a small
angle δ. In both (b) and (c), electrons at hot spots connected
by the vector Q interact via a critical bosonic mode. The
vectors Q1/2 and the given linear combinations Q± modulate
the amplitudes of particle-hole pairings.

formed in their vicinity. Figures 1(b) and (c) illustrate
that there are eight hot spots on the Fermi surface. It is
implied that the coupling constant λ is small, λ2 ≪ vp0,
where v is the Fermi velocity and p0 the radius of cur-
vature at the hot spots.17 The quartic φ4-term in Lφ is
usually neglected for a ≥ 0.

We keep the theory under control assuming that the
Fermi surface has such a shape that the Fermi veloci-
ties v1,2 of two hot spots connected by vector Q are close
to being parallel to each other,

δ ≪ 1, (4)

with the angle δ defined in the inset of Fig. 1(c). The
limit (4) favours the Fermi surface of Fig. 1(c) over the
one from Fig. 1(b) and shall allow us to have all nec-
essary approximations in our analysis under control. In
the more realistic situation of Fig. 1(b), we expect qual-
itatively similar results but, due to the lack of a small
parameter, the theory developed here would formally not
be justified.

The Landau damping modifies8 the form ofD−1(ω,q),
Eq. (3), adding to the latter the term γ|ω| with γ =
(2λ)2/(πv2 sin δ) and v = |v1,2|. In the limit (4), the
Landau damping is strong, leading to a “weak coupling”
limit of our theory, and dominates over the ω2-term in
the bare propagator D−1.
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FIG. 7: Particle-particle and particle-hole non-crossing ladder diagrams.

FIG. 8: Renormalisation of the spin-wave propagator by particle-hole bubbles.

includes as interaction potential the original bare bosonic propagator

D (X −X ′) = T
∑

ω

∫
exp (−iω (τ − τ ′) + iq(r− r′))D (ω,q)

dq

(2π)2
(2.5)

with D−1 (ω,q) = N
(
ω2/v2s + q2 + a

)
. (2.6)

ω = 2πTm, m = 0,±1,±2, . . ., are Matsubara bosonic frequencies. Note that in SI we measure the electron momenta
from the hot spots. As a result, the propagator D (ω,q) in Eq. (2.6) has formally been shifted by the vector Q with
respect to the one in Eq. (3) of the Article.

In principle, one can study the model defined by Eqs. (2.2-2.6) using an expansion in Sint. The bare Green
function G0 for the Hamiltonian H0 used in this type of perturbation theory is written in Fourier space as

G−1
0 (ε,p) = iε− V̂p (2.7)

with ε = π (2n+ 1)T , n = 0,±1,±2, . . ., denoting a fermionic Matsubara frequency.
This approach has been used in the previous publications9,10,14. It has been found in Ref.14 that anomalous (in

terms of the expansion in 1/N) contributions come from particle-particle and particle-hole ladder diagrams of the
type represented in Fig. 7

These diagrams describe superconducting and some kind of insulating fluctuations demonstrating a tendency to a
corresponding particle-particle and particle-hole pairing. Formally, these diagrams resemble “cooperons” and “diffu-
sons” appearing in the localisation theory16. More complicated diagrams correspond to an interaction between these
effective modes.

A very efficient way to sum the contributions of all these diagrams is to derive a non-linear σ-model16 and study
fluctuations of an “order parameter” using this effective field theory.

Below, we follow a similar route. We investigate the model by first writing self-consistent mean field equations, then
solving them, and finally studying fluctuations. Of course, one can describe the fluctuations within a perturbation
scheme again. However, now the expansion will be performed near another minimum. This is a standard situation in
models where a symmetry of the original Hamiltonian is broken in a certain region of parameters.

The first step consists of replacing the Ψ4-interaction by a quadratic term with coefficients to be determined
in a self-consistent way: The effective action for the fermion-fermion interaction shall contain a bosonic propaga-
tor Deff (X −X ′) — physically the spin susceptibility — that is renormalised by particle-hole bubbles, see Fig. 8,
that in turn are composed by renormalised fermions. In order words, we develop a self-consistency scheme for both
fermions and bosons.

The renormalised propagator Deff (ω,q) can be written as

D−1
eff (ω,q) = D−1 (ω,q)−Π (ω,q) , (2.8)
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FIG. 7: Particle-particle and particle-hole non-crossing ladder diagrams.

FIG. 8: Renormalisation of the spin-wave propagator by particle-hole bubbles.

includes as interaction potential the original bare bosonic propagator

D (X −X ′) = T
∑

ω

∫
exp (−iω (τ − τ ′) + iq(r− r′))D (ω,q)

dq

(2π)2
(2.5)

with D−1 (ω,q) = N
(
ω2/v2s + q2 + a

)
. (2.6)

ω = 2πTm, m = 0,±1,±2, . . ., are Matsubara bosonic frequencies. Note that in SI we measure the electron momenta
from the hot spots. As a result, the propagator D (ω,q) in Eq. (2.6) has formally been shifted by the vector Q with
respect to the one in Eq. (3) of the Article.
In principle, one can study the model defined by Eqs. (2.2-2.6) using an expansion in Sint. The bare Green

function G0 for the Hamiltonian H0 used in this type of perturbation theory is written in Fourier space as

G−1
0 (ε,p) = iε− V̂p (2.7)

with ε = π (2n+ 1)T , n = 0,±1,±2, . . ., denoting a fermionic Matsubara frequency.
This approach has been used in the previous publications9,10,14. It has been found in Ref.14 that anomalous (in
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type represented in Fig. 7
These diagrams describe superconducting and some kind of insulating fluctuations demonstrating a tendency to a

corresponding particle-particle and particle-hole pairing. Formally, these diagrams resemble “cooperons” and “diffu-
sons” appearing in the localisation theory16. More complicated diagrams correspond to an interaction between these
effective modes.
A very efficient way to sum the contributions of all these diagrams is to derive a non-linear σ-model16 and study

fluctuations of an “order parameter” using this effective field theory.
Below, we follow a similar route. We investigate the model by first writing self-consistent mean field equations, then

solving them, and finally studying fluctuations. Of course, one can describe the fluctuations within a perturbation
scheme again. However, now the expansion will be performed near another minimum. This is a standard situation in
models where a symmetry of the original Hamiltonian is broken in a certain region of parameters.
The first step consists of replacing the Ψ4-interaction by a quadratic term with coefficients to be determined

in a self-consistent way: The effective action for the fermion-fermion interaction shall contain a bosonic propaga-
tor Deff (X −X ′) — physically the spin susceptibility — that is renormalised by particle-hole bubbles, see Fig. 8,
that in turn are composed by renormalised fermions. In order words, we develop a self-consistency scheme for both
fermions and bosons.
The renormalised propagator Deff (ω,q) can be written as

D−1
eff (ω,q) = D−1 (ω,q)−Π (ω,q) , (2.8)
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FIG. 2: Chequerboard structure. The quadrupole density
amplitude (normalised to values between ±1) is represented
in real space. It is incommensurate with the square atomic
lattice of the compound.

The properties of the latter are studied using the renor-
malisation group (RG) technique.

Mean field equations and pseudogap state

The mean field approximation leads to a superposition
of particle-particle and particle-hole pairings,

cppp

〈
(iσ2)αβ ψα,pψβ,−p

〉
+ cphp

〈
δαβψα,pψ

∗
β,−p

〉
, (5)

with the momentum p located at hot spots opposite
to each other on the Fermi surface. In Eq. (5), σ2 is
the Pauli matrix for the electron spin and cppp (cph2p) the
amplitude of the particle-particle (particle-hole) pairing.
The pairings of the type in Eq.(5) are purely singlet and
thus do not lead to any spin order. The signs of coef-

ficients cpp/php at neighbouring hot spots on each con-
nected piece of the Fermi surface are opposite, indicating
a d-wave-like structure of the gap in the electron spec-
trum. Therefore, neither local charge nor current den-
sity modulations arise. However, as a consequence of
the electron-hole pairing, the rotational symmetry of the
electron gas is broken and a state with a finite coordinate-
dependent quadrupole density is formed. The electronic
quadrupole density, which is proportional to the pair-
ing amplitude, oscillates with the vectors Q1 and Q2,
see Fig. 1, connecting two hot spots at ±p. These vec-
tors Q1,2 are considerably smaller than the SDW order-
ing wave vector Q and a chequerboard structure as de-
picted in Fig. 2 forms (c.f. Ref.14). We dub this new
structure quadrupole-density wave (QDW). At the QCP
the parameter a vanishes, a = 0, and the propagator
D (ω,q), Eq. (3), diverges at q → Q and ω → 0. The
latter ultimately allows in 2D for the electron-hole pairing
in the case of a generic Fermi surface without a nesting.
This pairing survives also for finite but small a.
The general solution O of the mean field equations for

FIG. 3: Gap function. The mean field solution b(ε, T ) as
a function of the Matsubara frequency ε and temperature T .
All energies are measured in units of Γ.

the order parameter at a given hot spot may be repre-
sented in the form O(ε) = b(ε)u with u being an arbitrary
SU(2) unitary matrix, u+u = 1, detu = 1, and b(ε) a real
positive function of the fermionic Matsubara frequency ε.
After a rescaling ε → ε̄Γ, b → b̄Γ, and T → T̄Γ, where
Γ = (3λ/8)2 π sin δ, one obtains at criticality (a = 0)
a set of remarkably universal self-consistency equations
independent of the parameters of the model,

b̄ (ε̄) = T̄
∑

ε̄′

cosΘ (ε̄′)√
Ω̄ (ε̄− ε̄′)

,

f̄ (ε̄) = ε̄+ T̄
∑

ε̄′

sinΘ (ε̄′)√
Ω̄ (ε̄− ε̄′)

,

Ω̄ (ω̄) = 2πT̄
∑

ε̄

sin2
(
Θ (ε̄+ ω̄)−Θ (ε̄)

2

)
, (6)

where sinΘ(ε̄) = f̄(ε̄)
[
b̄2(ε̄) + f̄2(ε̄)

]−1/2
. The functions

b̄(ε̄) and f̄(ε̄) are by construction even, b̄(ε̄) = b̄(−ε̄), and
odd, f̄(ε̄) = −f̄(−ε̄), respectively and ω̄ is a rescaled
bosonic Matsubara frequency. Note that the function
f(ε) replaces the frequency term ε in the bare fermion
propagator.

A quick glance at Eqs. (6) reveals the trivial solu-
tion b̄(ε̄) = 0, leading to Ω̄(ω̄) = |ω̄| and f̄(ε̄) =
sign(ε̄)(|ε̄| + 2

π

√
|ε̄|). This solution is well known as it

corresponds to the one-loop self-energy corrections9,10,17

to the bosonic and fermionic propagators. Here, of a
greater interest is the existence of a nontrivial so far
unanticipated energy-dependent solution b̄(ε̄). It can be
computed numerically and its dependence on ε̄ and T̄ is
shown in Fig. 3. We have checked that the free energy
corresponding to the nontrivial solution is lower than the
one in the case of the trivial scenario with b̄(ε̄) = 0. One
should keep in mind, though, that the dependence of the
gap on real frequencies does not immediately follow from
the solution b(ε) but should be found from an analytical
continuation.

The characteristic value of b(ε) is of order Γ, im-
plying that it scales linearly with the interaction con-

4

FIG. 2: Gap function. (a) The mean field solution b(ε, T )
at the hot spots as a function of the Matsubara frequency ε
and temperature T . All energies are measured in units of Γ.
(b) In our weak-coupling model, the gap b(0,p) is essentially
non-zero only in the vicinity of hot spots. The order param-
eter has opposite signs at the hot spots located on the same
arcs within the Brillouin zone of the Fermi surface, corre-
sponding to a d-wave-like symmetry. (c) The gap function for
the SF model on the square lattice appropriate to the cuprates
[cf. Fig. 1(b)] as obtained numerically in Ref.21. Note that
the gaps of two hot-spots adjacent to the same antinode are
smeared. Beyond the weak-coupling limit λ2 ≪ vp0, we may
expect them to merge into one single gap situated at the antin-
ode.

homogeneities and, as a result, lead to a d-wave-like de-
pendence on the position on the Fermi surface. We refer
to the state that emerges from the non-trivial solution of
Eqs. (6) as a pseudogap state.
The SU(2) matrix u reflects the degeneracy of the order

parameter O(ε) = b(ε)u and may be parametrised as

u =

(
∆− ∆+

−∆∗
+ ∆∗

−

)
with |∆+|2 + |∆−|2 = 1 . (7)

The complex numbers ∆+ and ∆− should be inter-
preted as order parameters for the superconducting and
particle-hole order, respectively. In contrast to the con-
ventional superconductivity where electron-electron pairs
are formed, we have here quartets consisting of two par-
ticles and two holes, see Fig. 3 (a) and (b). Depending on
the relation between the horizontal and vertical coupling,
one of the pairings is more favourable but one should deal
with the entire quartet when considering fluctuations.
The nature of the particle-hole pairing in our theory

is different from those conjectured in SU(2) theories on
the basis of symmetries of t − J models1. Studying the
symmetries of this order, we find that the d-wave struc-
ture does not lead to local charge or current modulations.
However, as a consequence of the electron-hole pairing,
the rotational symmetry of the electron gas is broken,

FIG. 3: Pseudogap orders and phase diagram. Pair-
ing types of electrons and holes at opposite hot spots for (a)
quadrupole-density wave (QDW) order and (b) d-wave super-
conductivity. (c) In the phase diagram for the spin-fermion
model, AF denotes the antiferromagnetic (SDW) state, SC is
the phase of the d-wave superconductivity, and PG the pseu-
dogap state. The dashed line represents the solution of the
equation a(T ) = 0. The question mark “?” indicates that the
present consideration is not sufficient to identify the phase in
the region between AF and SC.

FIG. 4: Chequerboard structure. The quadrupole den-
sity amplitude (normalized to values between ±1) is repre-
sented in real space. It is incommensurate with the square
Cu lattice of the compound. The marked vectors are R± =
2πQ±/|Q±|2, cf. Fig. 1(b).

giving rise to finite modulated quadrupole density17

Dxy(r) ∝
∣∣∆−

∣∣ sin
(
Q+r− ϕ+

)
cos
(
Q−r− ϕ−

)
(8)

with ϕ+ and ϕ− denoting phases. This formula de-
scribes a spatial oscillation of the off-diagonal elements
of the quadrupole moment with the wave vectors Q+ =
(Q1 +Q2)/2 and Q− = (Q1 −Q2)/2, where Q1 and Q2

denote the vectors connecting two hot spots at ±p, cf.
Fig. 1(b) and (c). Note that the vectorsQ± are consider-
ably smaller than the SDW wave vector Q and that the
resulting chequerboard structure is incommensurate with
the original lattice. This new type of the particle-hole or-
der discovered within the SF model shall in the following
be referred to as a quadrupole density wave (QDW).

The appearance of a quadrupole structure becomes es-
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FIG. 2: Chequerboard structure. The quadrupole density
amplitude (normalised to values between ±1) is represented
in real space. It is incommensurate with the square atomic
lattice of the compound.

The properties of the latter are studied using the renor-
malisation group (RG) technique.

Mean field equations and pseudogap state

The mean field approximation leads to a superposition
of particle-particle and particle-hole pairings,

cppp

〈
(iσ2)αβ ψα,pψβ,−p

〉
+ cphp

〈
δαβψα,pψ

∗
β,−p

〉
, (5)

with the momentum p located at hot spots opposite
to each other on the Fermi surface. In Eq. (5), σ2 is
the Pauli matrix for the electron spin and cppp (cph2p) the
amplitude of the particle-particle (particle-hole) pairing.
The pairings of the type in Eq.(5) are purely singlet and
thus do not lead to any spin order. The signs of coef-

ficients cpp/php at neighbouring hot spots on each con-
nected piece of the Fermi surface are opposite, indicating
a d-wave-like structure of the gap in the electron spec-
trum. Therefore, neither local charge nor current den-
sity modulations arise. However, as a consequence of
the electron-hole pairing, the rotational symmetry of the
electron gas is broken and a state with a finite coordinate-
dependent quadrupole density is formed. The electronic
quadrupole density, which is proportional to the pair-
ing amplitude, oscillates with the vectors Q1 and Q2,
see Fig. 1, connecting two hot spots at ±p. These vec-
tors Q1,2 are considerably smaller than the SDW order-
ing wave vector Q and a chequerboard structure as de-
picted in Fig. 2 forms (c.f. Ref.14). We dub this new
structure quadrupole-density wave (QDW). At the QCP
the parameter a vanishes, a = 0, and the propagator
D (ω,q), Eq. (3), diverges at q → Q and ω → 0. The
latter ultimately allows in 2D for the electron-hole pairing
in the case of a generic Fermi surface without a nesting.
This pairing survives also for finite but small a.
The general solution O of the mean field equations for

FIG. 3: Gap function. The mean field solution b(ε, T ) as
a function of the Matsubara frequency ε and temperature T .
All energies are measured in units of Γ.

the order parameter at a given hot spot may be repre-
sented in the form O(ε) = b(ε)u with u being an arbitrary
SU(2) unitary matrix, u+u = 1, detu = 1, and b(ε) a real
positive function of the fermionic Matsubara frequency ε.
After a rescaling ε → ε̄Γ, b → b̄Γ, and T → T̄Γ, where
Γ = (3λ/8)2 π sin δ, one obtains at criticality (a = 0)
a set of remarkably universal self-consistency equations
independent of the parameters of the model,

b̄ (ε̄) = T̄
∑

ε̄′

cosΘ (ε̄′)√
Ω̄ (ε̄− ε̄′)

,

f̄ (ε̄) = ε̄+ T̄
∑

ε̄′

sinΘ (ε̄′)√
Ω̄ (ε̄− ε̄′)

,

Ω̄ (ω̄) = 2πT̄
∑

ε̄

sin2
(
Θ (ε̄+ ω̄)−Θ (ε̄)

2

)
, (6)

where sinΘ(ε̄) = f̄(ε̄)
[
b̄2(ε̄) + f̄2(ε̄)

]−1/2
. The functions

b̄(ε̄) and f̄(ε̄) are by construction even, b̄(ε̄) = b̄(−ε̄), and
odd, f̄(ε̄) = −f̄(−ε̄), respectively and ω̄ is a rescaled
bosonic Matsubara frequency. Note that the function
f(ε) replaces the frequency term ε in the bare fermion
propagator.

A quick glance at Eqs. (6) reveals the trivial solu-
tion b̄(ε̄) = 0, leading to Ω̄(ω̄) = |ω̄| and f̄(ε̄) =
sign(ε̄)(|ε̄| + 2

π

√
|ε̄|). This solution is well known as it

corresponds to the one-loop self-energy corrections9,10,17

to the bosonic and fermionic propagators. Here, of a
greater interest is the existence of a nontrivial so far
unanticipated energy-dependent solution b̄(ε̄). It can be
computed numerically and its dependence on ε̄ and T̄ is
shown in Fig. 3. We have checked that the free energy
corresponding to the nontrivial solution is lower than the
one in the case of the trivial scenario with b̄(ε̄) = 0. One
should keep in mind, though, that the dependence of the
gap on real frequencies does not immediately follow from
the solution b(ε) but should be found from an analytical
continuation.

The characteristic value of b(ε) is of order Γ, im-
plying that it scales linearly with the interaction con-

4

FIG. 4: Gap as a function of the position on the Fermi
surface. The gap b(0,p) is essentially non-zero only in the
vicinity of hot spots. The order parameter has opposite signs
at the hot spots located on the same pieces of the Fermi sur-
face, which corresponds to a d-wave-like symmetry.

stant λ2. This is in a sharp contrast with the exponen-
tially small values of the gap encountered in conventional
superconductors18. Therefore, one can expect at QCP
much higher values of the gap than those obtained for
non-singular interaction functions used in BCS theory.
Eqs. (6) have been obtained linearising the electron spec-
trum near the Fermi surface and their solution formally
does not depend on the position on the Fermi surface.
In fact, the order parameter O depends not only on the
frequency ε but also on the distance from the hot spots,
decaying at momenta of order γ/v. The length of the arc
of the Fermi surface under the gap, however, should be
calculated taking into account the curvature of the Fermi
surface at the hot spots. As a result, the gap is finite only
in the vicinity of the hot spots, while the “cold regions”
of the Fermi surface remain gapless and their contribu-
tion to physical quantities is typical for the conventional
Fermi liquid. Schematically, b(0,p) on the Fermi surface
is depicted in Fig. 4.

The resulting momentum dependency of b(0,p) on the
position of the Fermi surface can in principle be de-
tectable in STM or ARPES measurements. Actually, as
the function b depends on the Matsubara frequency and
the position on the Fermi surface, it describes a pseudo-
gap rather than a real gap in the spectrum. The corre-
sponding state obtained from the non-trivial solution of
Eqs. (6) can be called pseudogap state.
The matrix u reflects degeneracy of the order parame-

ter and can be parametrised as

u =

(
∆− ∆+

−∆∗
+ ∆∗

−

)
with |∆+|2 + |∆−|2 = 1 . (7)

The complex numbers ∆+ and ∆− should be interpreted
as order parameters for the superconducting and QDW
order, respectively. In contrast to the conventional su-
perconductivity where electron-electron pairs are formed,
we have here quartets consisting of two particles and two
holes, see Fig. 5. Depending on the relation between the
horizontal and vertical coupling one of the pairings is
more favourable but, if they are equal or one considers
fluctuations, the entire quartet should be dealt with.

The nature of the particle-hole pairing in our theory is
different from those conjectured in SU(2) theories on the
basis of symmetries of t − J models1. The QDW order
found here arises without generating any modulations of

FIG. 5: Quartets formed in the pseudogap state. Pair-
ing types of electrons and holes at opposite hot spots for (a)
quadrupole-density wave (QDW) order and (b) d-wave super-
conductivity.

the local charge density or currents and thus cannot be
directly identified in STM or ARPES measurements. At
the same time, charge density modulations can be in-
duced by adding inhomogeneities into the system.

Fluctuations and phase transition into
superconducting state

The degeneracy with respect to rotations of the ma-
trix u leads to gapless excitations. They destroy the
long-range order and smear the transitions. This phe-
nomenon is well-known in the context of the condensa-
tion of a Higgs boson and of the description of the fluc-
tuations around ground states. Following a similar route
here but taking into account the more complex symme-
tries of the model, we study the contributions of these
excitations to thermodynamics by deriving the proper
non-linear σ-model in a way developed in the localisa-
tion theory16. At T = 0, the model is 2 + 1 dimensional
and the contributions of fluctuations of u as well as of
the fluctuations of the amplitude of the order parameter
are converging and small in the limit (4). As a result,
the mean field equations (6) are applicable. Fluctuations
at finite temperatures are more dangerous because the
effective dimension is reduced to d = 2. The derivation
of the effective free energy functional F [u] that describes
the fluctuations yields

F [u]

T
=

1

t

∫
tr
[
∇u+∇u+ κ2u+τ3uτ3

]
dR . (8)

In Eq. (8), t = c(T )T/λ2 , where c(T ) is a monotonous
function of the order 1 at low temperatures. The latter
vanishes at the mean field transition temperature T0 ∼ Γ
of the pseudogap state. Further, κ ∼ γ2v/m with m be-
ing the electron mass, and R = {x/ sin(δ/2), y/ cos(δ/2)}
where x and y are the original coordinates directed along
the diagonals of the Brillouin zone in Fig. 1. Note that
the coupling constant t does not contain sin δ and is small
for all temperatures that are below but not too close
to T0. The matrix τ3 stands for the Pauli matrix in the
space of the matrix u, Eq. (7). Its presence in the σ-
model breaks the symmetry between the superconducting
and QDW states. As a result, a superconducting order
with a large gap ∼ Γ is more favourable at the minimum
of F [u].

d-wave symmetry

linear dispersion at the hot-spots

8

Using Eqs. (2.29, 2.32), we reduce the self-consistency equation (2.26) to a system of three equations for a(ε,p), w(ε,p),
and b(ε,p),

f (ε,p)− ε = 3λ 2T ∑
ε ′

∫ Deff (ε − ε ′,p−p′) f (ε ′,p′)

f 2 (ε ′,p′)+(vp′)2 (1+w(ε ′,p′))2 +b2 (ε ′,p′)

dp′

(2π)2 , (2.36)

b(ε,p) = 3λ 2T ∑
ε ′

∫ Deff (ε − ε ′,p−p′)b(ε ′,p′)

f 2 (ε ′,p′)+(vp′)2 (1+w(ε ′,p′))2 +b2 (ε ′,p′)

dp′

(2π)2 , (2.37)

(vp)w(ε,p) = 3λ 2T ∑
ε ′

∫ Deff (ε − ε ′,p−p′)(vp′)(1+w(ε ′,p′))

f 2 (ε ′,p′)+(vp′)2 (1+w(ε ′,p′))2 +b2 (ε ′,p′)

dp′

(2π)2 , (2.38)

where f (ε,p) = ε +a(ε,p)signε and v stands for the Fermi velocity at a hot spot. In the approximation used below the solution
weakly depends on the momentum and we omit in the following the momentum in the arguments writing f (ε), w(ε), and b(ε).

Including the mean field in the fermion propagators, the polarisation bubble Π(ω,q), Eq. (2.9), renormalising the bosonic
propagator Deff (ε − ε ′,p−p′), Eq. (2.8), takes the form

Π(ω,q) =−16λ 2T N ∑
ε

∫ f (ε) f (ε +ω)+b(ε)b(ε +ω)− (pv1)((p+q)v2)[
f 2 (ε)+(pv1)

2 +b2 (ε)
][

f 2 (ε +ω)+((p+q)v2)
2 +b2 (ε)

] dp
(2π)2 . (2.39)

The velocities v1 and v2 may be chosen to be those given by Eq. (1.4) but the result does not depend on the choice of the
hot-spot pair l. Also, anticipating the limit to be discussed below, we have neglected the function w(ε). Since v1 and v2 are
linearly independent, the projections of p on v1 and v2 are a convenient choice for the two independent variables. As a result,
we immediately see that Π depends only on ω and, neglecting the irrelevant ω2-term of the bare bosonic propagator, we find

D−1
eff (ω,q) = N

(
γΩ(ω)+q2 +a

)
. (2.40)

Herein, the dynamic part is characterised by the function Ω(ω)

Ω(ω) = πT ∑
ε

(
1− f (ε) f (ε +ω)+b(ε)b(ε +ω)√

f 2 (ε)+b2 (ε)
√

f 2 (ε +ω)+b2 (ε +ω)

)
, (2.41)

where the coupling constant is given by

γ =
4λ 2

πv2 sinδ (2.42)

and δ is the angle between the two Fermi velocities in one hot-spot pair,

vl=1
x = vsin(δ/2) , vl=1

y = vcos(δ/2) , (2.43)

see also the inset of Fig. 1(c). All the approximations made throughout our calculations are justified assuming a small but
nonzero angle,

δ ≪ 1 , (2.44)

while N can be arbitrary, including the physical value of N = 1.
In the absence of the gap b(ε), the function Ω(ω) has the form of the well-known Landau damping8,

Ω(ω) = |ω| . (2.45)

The existence of the gap reduces the damping which in turn pushes the interaction Deff to become stronger.
Equations (2.36-2.38, 2.40-2.42) give us the closed system of equations for the physical quantities we are interested in.

We can further simplify Eqs. (2.36-2.38) assuming that the important contributions in the integrals come from the region of
momenta |p′⊥|≪ |p′∥|, where p′∥ and p′⊥ are the components of the vector p parallel and perpendicular to the Fermi surface. The
inequality (2.44) guarantees that this is indeed the case. Moreover, this limits allows to neglect the function w(ε,p).

Neglecting |p′⊥| with respect to |p′∥| in the function Deff (ε − ε ′,p−p′), we integrate this function separately over p′! and the
rest of the integrand over p′⊥. As a result, the solutions f and b no longer depend on the momenta and we simplify Eqs. (2.37,
2.38) to

f (ε)− ε =
3λ 2

4Nv
T ∑

ε ′

D̄(ε − ε ′) f (ε ′)√
f 2 (ε ′)+b2 (ε ′)

, (2.46)

b(ε) =
3λ 2

4Nv
T ∑

ε ′

D̄(ε − ε ′)b(ε ′)√
f 2 (ε ′)+b2 (ε ′)

, (2.47)
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where

D̄(ω) =
1√

γΩ(ω)+a
. (2.48)

At the critical point, a = 0 and Eqs. (2.46-2.48) become universal: Introducing the energy scale

Γ =

(
3

8N

)2
πλ 2 sinδ (2.49)

and dimensionless functions f̄ = f/Γ, b̄ = b/Γ, T̄ = T/Γ, Ω̄ = Ω/Γ, ε̄ = ε/Γ, and ω̄ = ω/Γ, we reduce Eqs. (2.41, 2.46, 2.47)
to the form

f̄ (ε̄)− ε̄ = T̄ ∑̄
ε ′

1√
Ω̄(ε̄ − ε̄ ′)

f̄ (ε̄ ′)√
f̄ 2 (ε̄ ′)+ b̄2 (ε̄ ′)

, (2.50)

b̄(ε̄) = T̄ ∑̄
ε ′

1√
Ω̄(ε̄ − ε̄ ′)

b̄(ε̄ ′)√
f̄ 2 (ε̄ ′)+ b̄2 (ε̄ ′)

, (2.51)

Ω̄(ω̄) = πT̄ ∑̄
ε

(
1− f̄ (ε̄) f̄ (ε̄ + ω̄)+ b̄(ε̄) b̄(ε̄ + ω̄)√

f̄ 2 (ε̄)+ b̄2 (ε̄)
√

f̄ 2 (ε̄ + ω̄)+ b̄2 (ε̄ + ω̄)

)
. (2.52)

We see that the typical values of the functions f (ε) and b(ε) are of order Γ and thus important momenta p⊥ in Eqs. (2.36-2.38)
of order Γ/v while the momenta p∥ entering the bosonic propagator Deff, Eq. (2.40), are of order (Γγ)1/2. This gives the estimate
|p⊥|/|p∥| ∼ (Γ/v2γ)1/2 ∼ (sinδ )/N ≪ 1, confirming in the limit (2.44) the validity of the approximations we employed when
simplifying Eqs. (2.36-2.37). Alternatively, we can write Eqs. (2.50-2.52) in the form of Eq. (6) of the Article, introducing the
“angle” Θ(ε). If we wish to study the vicinity of the QCP on the metallic side, we can include a finite a > 0 in Eqs. (2.50-2.52)
replacing Ω̄ by Ω̄+a/(γΓ).

Equations (2.50, 2.51) are well defined at T = 0 but lose their sense at finite T due to the formal divergence of the term with
the frequency ε ′ = ε in the R.H.S. (Ω(0) = 0). As we have discussed in the beginning of this Section, the neglect of the quartic
term in the Lagrangian Lφ , Eq. (1.3), may be justified at finite temperatures by assuming that the function a(T ) remains finite at
the QCP but tends to zero in the limit T → 0.

One can understand this statement considering the first order correction to the coupling constant coming from the zero Mat-
subara frequency. In the first order, the zero frequency renormalisation takes the form

g → g− cT g2
∫ d2k

(k2 +a)2 , (2.53)

where c is a numerical coefficient. We can neglect this contribution only if a ≫ T g. At the same time, we should keep in
mind that at finite temperatures, the antiferromagnetic transition in 2D is smeared because the thermal fluctuations destroy the
antiferromagnetic order. The smearing of the transition means that effectively the “mass” a(T ) cannot turn to zero at critical
point at T ̸= 0 because the latter does not exist. In order words, considering fluctuations of the static component of φ , we have
a cutoff at k0 ∼

√
T . In order to avoid all these complications, we simply drop the term with ε̄ ′ = ε̄ from the sum over ε̄ ′ in

Eqs. (2.50, 2.51) when studying these equations numerically. This is how our result in Fig. 2(a) has been obtained. Neglecting
this term can lead to a somewhat lower mean field transition temperature into the pseudogap state T ∗ but its precise value is not
very important for our present discussion. Anyway, at low temperatures this should be a good approximation.

The numerical solution of Eqs. (2.50-2.52) is also represented at T̄ = 0.001 in Fig. 8. In Fig. 8(a) one can see a finite function
b̄(ε̄) leading to a gap in the fermionic spectrum. At a finite a, Fig. 8(b) shows the Landau damping [linear dependence of Ω̄(ω̄)
on |ω̄|] whereas at a = 0 the dependence of Ω̄(ω̄) on ω is quadratic. The latter is a consequence of the existence of the gap in
the spectrum of the fermions. A more general picture is given by Fig. 2(a).

Actually, the ω̄2 asymptotics of Ω̄(ω̄) at small ω̄ leads to a logarithmic divergence of b(ε) in the limit ε → 0, which is clear
for Eqs. (2.50,2.51). However, this divergency is not important for our consideration. Moreover, this logarithmic divergence
may be cut off by taking into account the renormalisation of the coupling constant g and fermionic Green functions by non-
zero Matsubara frequencies. This fact can be understood writing at low temperatures instead of Eq. (2.53) the following
renormalisation

g → g− cg2

2π

∫ d2kdω
(Ω(ω)+ k2 +a)2 (2.54)
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bû û =

✓
�� �+

��⇤
+ �⇤

�

◆
with

lundi 30 mars 15



Pseudo-Gap = SU(2)  
composite order parameter 

=``non abelian’’ 
superconductorstatic but short ranged16–20 necessarily implies that quenched

disorder plays a role, even in such a clean cuprate.

Microscopic nature of the CDW modulation. Our data also
bring new information on the structure of the CDW. First, the
charge modulation of the high-field phase develops on top of the
normal-state charge modulation so that Tcharge does not corre-
spond to a simple switch between two different CDW patterns.
Indeed, the normal-state broadening actually persists below
Tcharge, where it is superimposed on the line splitting and is
approximately temperature independent (Fig. 3d).

Second, the modulation in the normal state is not just a weak-
amplitude version of the modulation in the high-field phase. At
least for the ortho-II sample, it shows less in-plane anisotropy
than in the high-field phase where planar anisotropy in the
magnitude and/or the period of the charge order is inferred from
the difference in the splitting of Cu(2E) and Cu(2F) lines13. In
contrast, these two sites experience similar broadening here in the
normal state (Fig. 3f).

Third, the charge modulation in the normal state breaks intra-
unit-cell symmetry. Indeed, the raw data (Fig. 2) show that the
O(2) sites (in bonds oriented along the a axis) experience a
different broadening as compared with the O(3) sites (along b
axis). At high temperatures, the difference of width between O(2)

and O(3) is small and temperature independent (Figs 2a,b and 6),
consistent with a differentiation due to the lattice anisotropy of
YBa2Cu3Oy (orthorhombicity and/or to strain from the chains).
However, the width difference becomes temperature dependent
and increases on cooling (Figs 3a,b and 6), which shows that it
involves electronic correlations. In this sense, the temperature-
dependent differentiation represents a form of nematic order,
even though it could eventually arise in response to the structural
anisotropy.

Origin of intra-unit-cell nematic order. An important obser-
vation for understanding the microscopic origin of the inequi-
valence of O(2) and O(3) is that it appears at Tonset (Figs 3a,b
and 6). The intra-unit-cell inequivalence thus appears as a mere
consequence of the CDW pattern.

Two main types of patterns can produce such nematicity: a
uniaxial CDW and a biaxial CDW with d-symmetry23,24. In the
latter case, however, the distribution of charge density is
statistically identical for the two subsets of oxygen sites in
orthogonal bonds. Therefore, the purely biaxial d-CDW cannot
be visible in the NMR linewidth, which represents the breadth of
this statistical distribution. We conclude that the inequivalence of
O(2) and O(3) in the NMR data of ortho-VIII (Fig. 6c,d) betrays a
certain degree of planar anisotropy of the local charge modulation
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which case, Tcharge is the only CDW transition) or by static and long-range
CDW order disrupted by disorder (in which case Tonset represents the
primary CDW phase transition and Tcharge a secondary CDW transition). SC
stands for superconducting.
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! dnmagn(HT)] values between O(2) and O(3) sites, where dnmagn(HT) is
the constant high-temperature limit shown by orange and blue lines.
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for O(3) were multiplied by a factor 0.78 as in ortho-II (Fig. 3). Grey vertical
bars indicate Tonset, the onset of NMR broadening by static short-range
CDW order. Orange and blue curves guide the eye. Error bars are s.d. in the
fits of the lineshapes. Note that neither the magnitude of the differentiation
observed in the electronic spin polarization, which is particularly striking in
ortho-II (a), nor the magnitude of the differentiation in the quadrupole
frequency, which is opposite for ortho-II (Fig. 3a,b) and ortho-VIII (c),
are understood. These quantitative data represent unique information on
charge order at the microscopic level but exploiting them requires
theoretical input on how the CDW affects the magnetic and electric
fields measured in NMR.
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static but short ranged16–20 necessarily implies that quenched
disorder plays a role, even in such a clean cuprate.

Microscopic nature of the CDW modulation. Our data also
bring new information on the structure of the CDW. First, the
charge modulation of the high-field phase develops on top of the
normal-state charge modulation so that Tcharge does not corre-
spond to a simple switch between two different CDW patterns.
Indeed, the normal-state broadening actually persists below
Tcharge, where it is superimposed on the line splitting and is
approximately temperature independent (Fig. 3d).

Second, the modulation in the normal state is not just a weak-
amplitude version of the modulation in the high-field phase. At
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than in the high-field phase where planar anisotropy in the
magnitude and/or the period of the charge order is inferred from
the difference in the splitting of Cu(2E) and Cu(2F) lines13. In
contrast, these two sites experience similar broadening here in the
normal state (Fig. 3f).

Third, the charge modulation in the normal state breaks intra-
unit-cell symmetry. Indeed, the raw data (Fig. 2) show that the
O(2) sites (in bonds oriented along the a axis) experience a
different broadening as compared with the O(3) sites (along b
axis). At high temperatures, the difference of width between O(2)

and O(3) is small and temperature independent (Figs 2a,b and 6),
consistent with a differentiation due to the lattice anisotropy of
YBa2Cu3Oy (orthorhombicity and/or to strain from the chains).
However, the width difference becomes temperature dependent
and increases on cooling (Figs 3a,b and 6), which shows that it
involves electronic correlations. In this sense, the temperature-
dependent differentiation represents a form of nematic order,
even though it could eventually arise in response to the structural
anisotropy.

Origin of intra-unit-cell nematic order. An important obser-
vation for understanding the microscopic origin of the inequi-
valence of O(2) and O(3) is that it appears at Tonset (Figs 3a,b
and 6). The intra-unit-cell inequivalence thus appears as a mere
consequence of the CDW pattern.

Two main types of patterns can produce such nematicity: a
uniaxial CDW and a biaxial CDW with d-symmetry23,24. In the
latter case, however, the distribution of charge density is
statistically identical for the two subsets of oxygen sites in
orthogonal bonds. Therefore, the purely biaxial d-CDW cannot
be visible in the NMR linewidth, which represents the breadth of
this statistical distribution. We conclude that the inequivalence of
O(2) and O(3) in the NMR data of ortho-VIII (Fig. 6c,d) betrays a
certain degree of planar anisotropy of the local charge modulation
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FIG. 1. (Color online) Upper left: Schematic Fermi surface of
hole doped superconductors in the first Brillouin zone of a square
lattice. The order parameters spatially extent over hot regions, that
are centred around the hotspots positions and which are coupled by
the 2pF and the AFM Q coupling to opposed regions. Upper Right:
Variation of the maximum value of the gap functions |c| and |D| in
YBCO as a function of the coupling l for different masses m. Down:
Variation of the maximum value of the gap functions |c| and |D| (left)
and the level splitting (right) as a function of the mass. Note that in all
materials the 2pF pairing in terms of |c| vanishes abruptly, whereas
the SC pairing in terms of |D| approaches zero asymptotically when
the paramagnon mass m is increased. In panel b) and c) l = 44 and
g of the order 10�5.

leading to bond order parallel to the x-y axes. All these find-
ings point to the realization that, while being a secondary in-
stability to AF ordering, charge order is a key player in the
physics of the PG phase of the cuprates.

We start from the spin-fermion model [5, 6, 27] with La-
grangian L = Ly +Lf , where

Ly = y⇤ (∂t + ek +lfs)y , (1a)

Lf =
1
2

fD�1f +
u
2
�
f 2�2

. (1b)

The fermionic field y describes the electrons which are cou-
pled via Lf to spin waves described by the bosonic field f .
The effective spin-wave propagator is D�1

k = g|w|+ |k|2 +m
where m is the paramagnon mass which vanishes at the QCP
and g a phenomenological coupling constant. For notational
reasons we also write k ⌘ (iw,k), where iw are fermionic
matsubara frequencies. Neglecting the spinwave interac-
tion (u = 0) one can formally integrate out the bosonic de-
grees of freedom. The partition function then writes Z =´

D [Y]exp(�S0 �S1) with

S0 = Â
k,s

Y†
kG�1

0,kYk, (2a)

S1 =� Â
k,k0,q,s

Jqy†
k,s yk+Q+q,s̄ y†

k0,s̄ yk0�q�Q,s . (2b)

where the bare propagator is

Ĝ0
�1
k = diag(iw � ek, iw � e�k�p, iw � ek+p, iw � e�k), (3)

and the spinor field Yk = (yk,s ,y†
�k�p,s̄ ,yk+p,s ,y†

�k,s̄ )
T .

Furthermore, J�1
q = 4D�1

q /3l 2, s 2 {",#} labels the spin,
Q = (p,p)T is the AFM ordering vector and p stands for the
2pF vector, as depicted in Fig. 1a). Note that the chemical po-
tential µ is implicitly subtracted from the dispersion e

k

. We
select the SC and the 2pF channel by introducing the two or-
der parameters

Dk = hy†
k,s y†

�k,s̄ i, ck = hy†
k,s yk+p,s i. (4)

The interaction S1 is now decoupled by means of a Hubbard-
Stratonovich transformation. The partition function becomes
(up to a normalization factor)

Z =

ˆ
D [Y]D [D,c]exp[�S0 �S1,e f f ]. (5)

The effective interaction is

S1,e f f = Â
k,q,s

h
J�1

q c†
k ck̄+q + J�1

q D†
kDk̄+q

i
�Â

k,s
Y†

kM̂kYk, (6)

with k̄ = k+Q and the matrix M̂ is

M̂k =

✓
m̂k

m̂†
k

◆
, m̂k =

✓ �ck �Dk

�D†
k+p c�k

◆
. (7)

The fermions in Eq. (5) can now be integrated out so that the
partition function becomes

Z =

ˆ
D [M̂]exp

h
�1

4 Â
k,q

TrJ�1
q M̂k̄+qM̂k +

1
2 Â

k
Trlog Ĝ�1

k

i
,

(8)
with Ĝ�1 = Ĝ�1

0 � M̂. After functional differentiation of the
free energy F =�T lnZ with respect to M̂k we obtain the MF
equations in matrix form

M̂k = Â
k0

Jk̄�k0Ĝk0 . (9)

The matrix equation can now be projected onto the different
components. We will consider here the case of two competing
order parameters which can not be non-zero at the same point
in k space. Therefore, we consider the equation for D with
c = 0 and vice versa. The gap equations follow as

Dk = T Â
w 0,k0

Jk̄�k0
Dk0

D2
k0 + e2

k

0 +w 02 , (10a)

ck =�¬T Â
w 0,k0

Jk̄�k0
ck0

(iw 0 � e
k

0)(iw 0 � e
k

0+p

)�c2
k0
. (10b)

To solve these equations numerically, e
k

is parametrized in
tight-binding approximation with the following parameters:
YBCO [29] (parameter set tb2), Bi2201 [30], Bi2212 [31]
and Hg1201 [32] and for electron doped cuprates [33]. The
momentum sums in Eq. (10) are then carried out by dis-
cretizing the k-space by rectangular and equidistant grids. To
keep the numerical computations tractable we neglect the fre-
quency dependence of c and D. The Matsubara sums are
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FIG. 1. (Color online) Upper left: Schematic Fermi surface of
hole doped superconductors in the first Brillouin zone of a square
lattice. The order parameters spatially extent over hot regions, that
are centred around the hotspots positions and which are coupled by
the 2pF and the AFM Q coupling to opposed regions. Upper Right:
Variation of the maximum value of the gap functions |c| and |D| in
YBCO as a function of the coupling l for different masses m. Down:
Variation of the maximum value of the gap functions |c| and |D| (left)
and the level splitting (right) as a function of the mass. Note that in all
materials the 2pF pairing in terms of |c| vanishes abruptly, whereas
the SC pairing in terms of |D| approaches zero asymptotically when
the paramagnon mass m is increased. In panel b) and c) l = 44 and
g of the order 10�5.

leading to bond order parallel to the x-y axes. All these find-
ings point to the realization that, while being a secondary in-
stability to AF ordering, charge order is a key player in the
physics of the PG phase of the cuprates.

We start from the spin-fermion model [5, 6, 27] with La-
grangian L = Ly +Lf , where

Ly = y⇤ (∂t + ek +lfs)y , (1a)
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The fermionic field y describes the electrons which are cou-
pled via Lf to spin waves described by the bosonic field f .
The effective spin-wave propagator is D�1

k = g|w|+ |k|2 +m
where m is the paramagnon mass which vanishes at the QCP
and g a phenomenological coupling constant. For notational
reasons we also write k ⌘ (iw,k), where iw are fermionic
matsubara frequencies. Neglecting the spinwave interac-
tion (u = 0) one can formally integrate out the bosonic de-
grees of freedom. The partition function then writes Z =´
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Furthermore, J�1
q = 4D�1

q /3l 2, s 2 {",#} labels the spin,
Q = (p,p)T is the AFM ordering vector and p stands for the
2pF vector, as depicted in Fig. 1a). Note that the chemical po-
tential µ is implicitly subtracted from the dispersion e
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. We
select the SC and the 2pF channel by introducing the two or-
der parameters

Dk = hy†
k,s y†
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The interaction S1 is now decoupled by means of a Hubbard-
Stratonovich transformation. The partition function becomes
(up to a normalization factor)

Z =

ˆ
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The effective interaction is
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0 � M̂. After functional differentiation of the
free energy F =�T lnZ with respect to M̂k we obtain the MF
equations in matrix form

M̂k = Â
k0

Jk̄�k0Ĝk0 . (9)

The matrix equation can now be projected onto the different
components. We will consider here the case of two competing
order parameters which can not be non-zero at the same point
in k space. Therefore, we consider the equation for D with
c = 0 and vice versa. The gap equations follow as
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To solve these equations numerically, e
k

is parametrized in
tight-binding approximation with the following parameters:
YBCO [29] (parameter set tb2), Bi2201 [30], Bi2212 [31]
and Hg1201 [32] and for electron doped cuprates [33]. The
momentum sums in Eq. (10) are then carried out by dis-
cretizing the k-space by rectangular and equidistant grids. To
keep the numerical computations tractable we neglect the fre-
quency dependence of c and D. The Matsubara sums are
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the effective SU(2) non-linear σ-model are strong and
prevent the two suborders from disentangling. Here
the two suborders are mixed together but fluctuations
destroy any long-range order.

In this paper, we generalize the non-linear σ-model
derived in Ref. [16] and include an external magnetic
field B affecting the orbital motion. As the electron pair-
ing is purely singlet, effects of the magnetic field on the
electron spins is negligible. The magnetic field B favors
the QDW suborder of the pseudogap. Sufficiently strong
fields B > B0 may even surmount the curvature thresh-
old and establish a QDW phase at low temperatures. The
system is thus allowed to switch between the two subor-
ders, superconductivity and QDW, which is controlled by
the strength of the applied field. At the critical field B0,
the system is degenerate between superconducting and
particle-hole order states. The fact that such a simple
switching mechanism might be at the heart of the physics
of the pseudogap state in the cuprates is remarkable by
itself and may even have the potential to restrain the
window of validity of theoretical interpretations.

Our main results are illustrated by Fig. 1 representing
in the T -B plane the regions of QDW, d-wave supercon-
ductivity (SC), and the pseudogap state. We see that
the border between the QDW and SC state is flat at low
temperatures while QDW–pseudogap and SC–pseudogap
borders depend on the magnetic field B only logarithmi-
cally. This picture agrees very well with the experimental
T -B phase diagram of Ref. [15].

FIG. 1: (Color online) B-T phase diagram following our
analysis of the fluctuations around the mean-field order pa-
rameter of the spin-fermion model. The quadrupole density
wave (QDW) state shows up only for magnetic fields exceed-
ing the critical field BQDW from Eq. (14). The dark red
dots are from the sound velocity measurements reported in
Ref. [15] with B0 ≈ 18 T and Tc ≈ 60.7 K while the red
curve BQDW(T ) has been fitted to the experimental data with
the constraint that BQDW(Tc) = 2B0, cf. the discussion of
Eq. (13). The inset shows the elementary quadrupole in the
Cu-O plane.

Model for the pseudogap state. We investigate the
pseudogap state in the cuprate superconductors begin-
ning with an effective spin-fermion model (see, e.g.,
Refs. [17, 18]) that describes electrons interacting with
quantum critical antiferromagnetic paramagnons. The
Lagrangian for the (2+1)-dimensional model is written
as

L = χ† (∂τ + ε(−i!∇) + λφ⃗σ⃗
)
χ . (1)

The field φ⃗ describes the paramagnons that couple to the
spin σ⃗ of the electronic fields χ. Paramagnon excitations
are modeled by the correlation function

⟨φiω,kφ
j
−ω,−k⟩ ∝

δij
(ω/vs)2 + (k−Q)2 + a

(2)

where vs is the wave velocity and Q the antiferromag-
netic ordering vector below the QCP. The distance to
the QCP is controlled by the parameter a with the QCP
itself situated at a = 0. In this study, we consider the
region in the proximity to the QCP to its right (a ≥ 0)
but, at finite temperatures, the result should also quali-
tatively apply to the near quantum critical region on its
left (a < 0).

The mean-field analysis [16] of the spin-fermion
model (1) indicates that below a temperature T ∗, or-
ders in both superconducting and particle-hole channel
emerge and combine to form a composite order parame-
ter O(ϵ) = b(ϵ)u with b(ϵ) a function of fermionic Mat-
subara frequencies and u denoting an SU(2) matrix in
the Gor’kov-Nambu particle-hole space. The typical en-
ergy scale of the function b (ε) is of order kBT ∗. The
matrix u can be parametrized in terms of two complex
order parameters ∆+ and ∆− for superconducting and
particle-hole suborders, respectively,

u =

(
∆− ∆+
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−

)
(3)

while unitarity imposes the constraint |∆+|2+|∆−|2 = 1.
As shown in Ref. [16], fluctuations around a particular

mean-field solution are accurately described in terms of
a two-dimensional SU(2) non-linear σ-model. At tem-
peratures T > 0, the partition function for the low-lying
Goldstone modes has the form Z =
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The coupling constant t is related to microscopic parame-
ters as t = (8π/J1 sin δ) (kBT/!vS), where v is the Fermi
velocity, S the typical size of a hot spot on the Fermi
surface covered by the gap, and δ the angle between the
Fermi velocities at two hot spots connected by the order-
ing vector Q [19]. For T < T ∗, J1 ∼ J̄1 ≈ 0.25 whereas
approaching T ∗, J1 turns to zero (cf. the supplemental
material of Ref. [16]). The temperature T ∗ itself may be
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the effective SU(2) non-linear σ-model are strong and
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the two suborders are mixed together but fluctuations
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FIG. 1: (Color online) B-T phase diagram following our
analysis of the fluctuations around the mean-field order pa-
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wave (QDW) state shows up only for magnetic fields exceed-
ing the critical field BQDW from Eq. (14). The dark red
dots are from the sound velocity measurements reported in
Ref. [15] with B0 ≈ 18 T and Tc ≈ 60.7 K while the red
curve BQDW(T ) has been fitted to the experimental data with
the constraint that BQDW(Tc) = 2B0, cf. the discussion of
Eq. (13). The inset shows the elementary quadrupole in the
Cu-O plane.
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δij
(ω/vs)2 + (k−Q)2 + a

(2)

where vs is the wave velocity and Q the antiferromag-
netic ordering vector below the QCP. The distance to
the QCP is controlled by the parameter a with the QCP
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ergy scale of the function b (ε) is of order kBT ∗. The
matrix u can be parametrized in terms of two complex
order parameters ∆+ and ∆− for superconducting and
particle-hole suborders, respectively,

u =
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)
(3)

while unitarity imposes the constraint |∆+|2+|∆−|2 = 1.
As shown in Ref. [16], fluctuations around a particular
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peratures T > 0, the partition function for the low-lying
Goldstone modes has the form Z =
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The coupling constant t is related to microscopic parame-
ters as t = (8π/J1 sin δ) (kBT/!vS), where v is the Fermi
velocity, S the typical size of a hot spot on the Fermi
surface covered by the gap, and δ the angle between the
Fermi velocities at two hot spots connected by the order-
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the coupling between AF modes and conduction electrons is
believed to be weaker than for the hole doped case, which
leads to an absence of SU(2) symmetry and a much lower PG
line.

The SU(2) symmetry is not only broken due to the curvature
of the Fermi surface at the hot spots, but it is typically broken
in the BZ aways from the eight hot spots. Figure 2 shows
the typical shape of |c| and |D| for the five compounds under
investigation for small values of the mass and coupling con-
stant. We observe well defined peaks at the hot spots with the
exception of Bi2212 where for the chosen values of the param-
eters the peaks are extended towards the zone edge. The level
splitting is shown as a density plot in the bottom. It is rather
small almost everywhere in the BZ with maxima around the
“shadow” Fermi surface. The main learning from these plots
is that the variations of the Fermi surface geometry gives a
rather small departing from the SU(2)-degeneracy for a vari-
ous range of compounds.

In Fig. 3 we place ourselves in the more realistic strong
coupling and strong mass regime and plot the variation of |c|
, |D| and |c �D|/D [36]. Interestingly, the typical shape of
|c| and |D| in the BZ has changed compared to Fig. 2, with
maxima now around the zone edge. This is the justification
that “hot regions” instead of “hot spots” is the correct descrip-
tion of hole doped cuprate superconductors within the spin-
fermion model. Note that since the maximum of |c| is now
at the zone edge, the wave vector corresponding to the associ-
ated charge order is now parallel to the x/y axes of the system
(but at the zone edge), in similarity with the findings of Ref.
[9]. Although this cannot explain the wave vector closer to the
hot spots at zero magnetic field[19, 37], this could explain the
findings that at B=17 T, charge order with wave vector close to
the zone edge is obtained, in order to explain the reconstruc-
tion of the Fermi surface[11, 13]. Within the SU(2) theory of a
composite order parameter, the magnetic field is selecting the
charge component over the Cooper component[7, 8]. Hence,
the theory predicts that the CDW wave vector above B=17 T
is located at the maxima of the c-components, which in the
strong coupling regime is at the zone edge. It is a prediction
of the theory that for electron doped systems, if one can ob-
serve the reconstruction of the Fermi surface above a finite
magnetic field, the re-construction wave vector is to be found
on the diagonal rather that parallel to the axes. The level split-
ting is also shown in Fig. 3 and found to be minimal, of the
order of 5%.

Finally, let us mention the Umklapp scattering, which will
favour the QDW order and lower the SU(2) level splitting. For
strong enough Umklapp processes, the splitting vanishes and
the situation can even be inverted, so that the SC state lies
above the QDW one. This might happen in La compounds,
where Umklapp processes are so strong that charged ordered
phases dominate and the PG phase is small [25]. In other
cuprates, Umklapp processes also increase if we approach the
Mott transition and could explain the dip observed at hole dop-
ing of around 1/12 where charge order is commensurate with
the lattice. We leave a detailled investigation for future works.

0.025

0.050

0p

0p

FIG. 3. (Color online) Gap functions |c|, |D| and |c �D|/|Dmax| in
the first BZ for YBCO. The parameters are similar to Fig. 2 but with
coupling l = 160 and mass m = 1.

In conclusion, this paper gives firm ground to the intuition
that the charge sector is a key player in the physics of cuprate
superconductors. While the main instability is still the AF or-
dering, the d-wave bond order relates to the d-wave pairing
through an SU(2) symmetry. We have shown that there ex-
ists a wide range of parameters where the SU(2) degeneracy
is fulfilled, which gives a natural explanation for the large PG
regime observed in certain compounds. We argue that com-
pounds like electron doped cuprates or the La-serie are outside
the regime of SU(2) degeneracy, and the more pronounced en-
ergy splitting is the reason for the weaker PG regime.
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FIG. 2. (Color online) Gap functions |c|, |D| and |c �D|/|Dmax| (from up to down) for different materials in the first BZ. The compounds are
(from left to right): YBCO, Bi2201, Bi2212, Hg1201 and electron doped cuprates. The parameters are similar to Fig. 1 with l = 44 and mass
m = 10�3.

then carried out exactly in the limit T ! 0 and the momen-
tum sums are performed over 400⇥ 400 points and over two
Brillouin Zones (BZ) in order to include the interference with
the hotspot from the neighbouring BZ. Moreover, note that the
2pF vector which connects two opposed FS points at ±p/2 is
only properly defined on the FS. For arbitrary points in the
first BZ we therefore use the 2pF vector of the nearest FS

point. Throughout this article, we use 10% hole filling (re-
spectively 10% electron filling in the electron doped case) and
the bandgap is 104. To evaluate the strength of the SU(2) sym-
metry, we study the level splitting |c �D|/D. This parameter
afford the study of the relative amplitude between the QDW
and SC order parameter, c and D. It vanishes for a perfect
SU(2) symmetry and becomes closer to one for a complete
SU(2) symmetry breaking.

In order to test the effect of the curvature on the level de-
generacy, we have plotted in Fig. 1b) the variation of the max-
ima of c and D with the paramagnon mass m for a fixed
value of the coupling constant l . We observe a similarity
between the various compounds that we have tested. In a
wide range at low value of the mass, the SU(2) degeneracy
between c and D is verified within a few percents. The ex-
istence of such a regime is an indication that a PG driven by
SU(2) symmetry is possible in cuprate superconductors. As
the mass is increased we progressively lose the level degen-
eracy with the parameter c abruptly dropping down while the
paring D is asymptotically going down to zero when the mass
increases. Of all the compounds tested, the ones for which the
SU(2) symmetry is the weakest are the electron doped and
Hg1201 which experimentally show much weaker signs of
charge order[19, 34]. In Fig. 1c) the level splitting is directly
shown for all the compounds and the two regimes, the one
at low mass where the SU(2) symmetry is obtained and the
higher mass regime where |c �D|/D becomes of order one
are clearly seen. Within the non linear s -model associated to

the present theory[6], the SU(2) regime is a signature of the
PG of the system, while the energy splitting of the two levels
is associated to the superconducting Tc. We see that Fig. 1b)
mimics the generic phase diagram of the cuprates where the
PG line T ⇤ abruptly plunges inside the SC dome at some value
of oxygen doping.

Although it is very encouraging to see that the SU(2) regime
has a non-zero probability to exist, one can wonder whether
the paramagnon mass in realistic cuprate superconductors is
small, since typically the AF correlation length is of few lat-
tice constants[35]. The issue is addresses in Fig. 1d), where
the values of c and D are shown for a fixed mass as a func-
tion of the coupling constant l . Here again a generic pattern
emerges. For small l the SU(2) symmetry is broken, but sur-
prisingly, above a certain threshold of l , the SU(2) symmetry
is almost completely restored. As seen in Fig. 1c), the bigger
the mass is, the stronger the coupling constant needs to be for
the symmetry to be restored. This result could not be antic-
ipated analytically and serves as a good criterion for under-
standing the electron doped compounds. In those compounds

YBCO Bi2201 Bi2212 Hg1201 NdCeCu04
� = 44, m = 10�3

� = 160, m = 1
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FIG. 5: (Color online) Two-loop RG flow for the most impor-
tant susceptibilities in the fermionic hot spot model (in units
of N0/2) for the initial choice of U = 0.27Λ0 . The RG step is
given by l = ln(Λ0/Λ).

firm here this result also in the present context of the
fermionic hot spot model (but with no breaking of C4

lattice rotational symmetry) by taking into account im-
portant higher-order fluctuation effects.
To further substantiate the above result, we can move

on to calculate the renormalized susceptibilities of the
model, which can be written as

χm(Λ) =
N0

2

∫ l

0
dξ∆m(ξ)∆∗

m(ξ), (25)

where m = AF, d-SSC, BDW(Q0, Q0), PDW(Qx(y)) and
d-CDW(Qx(y)). The corresponding numerical results are
shown in Fig. 5 for U = 0.27Λ0. In this plot, we con-
firm that all susceptibilities corresponding to the order
parameters calculated in this work are initially enhanced
due to interactions in the model. Despite that, as Λ → 0,
they tend to level off at plateaus at two loops, thereby
indicating unequivocally short-range order. In addition,
we point out that the near degeneracies of the two pairs
of orders (BDW/SSC and PDW/CDW) are now clearly
visible in Fig. 5 with the leading short-range AF correla-
tions being nearly critical in the vicinity of the nontriv-
ial fixed point obtained here at two loops (see the log-
arithmic scale in the inset of Fig. 5). This agrees with
the observation that the two emergent SU(2) pseudospin
symmetries established here numerically manifest them-
selves in the present fermionic hot spot model coexisting
with (but not simply mediated by53) strong short-range
AF spin fluctuations.
Lastly, we mention that we tested here other possibili-

ties for wavevectors corresponding to SSC, PDW, CDW,
BDW and AF orders. Therefore, this exhausts our list of
relevant ordering tendencies with different modulations
for the fermionic hot spot model and the most important
ones were indeed described in this work.

V. CONCLUSIONS

In the present work, we have investigated within a
complete two-loop RG framework the fermionic hot spot
model relevant to the phenomenology of the cuprates,
which describes excitations with a linearized dispersion
in the vicinity of eight hot spots (i.e., the points in mo-
mentum space in which the AF zone boundary intersects
a putative underlying Fermi surface of the cuprate su-
perconductors at low hole doping). The present model
can be seen as descendant of the Abanov-Chubukov spin-
fermion model that, most importantly, includes here all
relevant interactions between the fermions and, for this
reason, allows one to investigate on equal footing all of its
possible instabilities from a weak to moderate coupling
regime.

Here we have explicitly studied the role played by
two types of order in the model (CDW and PDW) in
the vicinity of the IR-stable nontrivial fixed point ob-
tained at two loops. By analyzing the CDW response
at the experimentally relevant wavevectors (±Q0, 0) and
(0,±Q0), we were able to establish that this charge or-
der is short-ranged and has a predominant d-wave form
factor, consistent with recent STM experiments10 and
resonant x-ray scattering9. We have also focused our at-
tention on the so-called PDW order, which was recently
proposed in the literature as a potential candidate for the
‘hidden’-order to describe the pseudogap phase observed
in underdoped cuprates29–32, since it may lead to a sec-
ondary order parameter that breaks both time-reversal
and parity symmetries. In this respect, we have con-
firmed that the PDW order with the same modulation
given by Qx(y) emerges as an SU(2)-degenerate counter-
part of the CDW, which bears some resemblances with
the results in the spin-fermion model obtained by Pépin
et al.51 at a mean-field calculation and also by Wang
et al.32. In such a case, the PDW and CDW order pa-
rameters should become components of an SO(4) “super-
vector” (hence the denomination PDW/CDW proposed
in Refs.32,51). We have also reviewed previous results42

in the present model regarding the emergent SU(2) pseu-
dospin symmetry at two loops that maps the d-wave
BDW order with modulation along Brillouin zone diag-
onals (±Q0,±Q0) onto d-wave singlet superconductiv-
ity (thus, BDW/SSC). Generally speaking, we could not
find any physical parameters in the model that would
make the experimentally relevant CDW order dominant
over the BDW charge order with diagonal wavevectors
(±Q0,±Q0). In other words, the PDW/CDW order al-
ways emerges here as a subleading ordering tendency
compared to BDW/SSC. This is also in agreement with
several works in the literature that either consider a hot
spot model20,51 or start from the full lattice problem and
solve it using a mean-field approximation18,53. Since we
have tested here other possibilities for wavevectors cor-
responding to SSC, PDW, CDW, BDW and AF orders,
the present work exhausts the list of relevant ordering
tendencies with different modulations for the fermionic
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FIG. 2. (Color online) (a) Energies of the competing states
as a function of inverse bond dimension for � = 0.12. The
horizontal lines show the best fixed-node Monte Carlo result
(with 2 Lanczos steps) from Ref. [47]. (b)-(c) Order param-
eters of the uniform d-wave state as a function of doping:
(b) the pairing amplitude � and (c) the local magnetic mo-
ment m. The extrapolated values have been obtained from
a linear extrapolation of the finite D data, which provides a
rough estimate of the order parameters in the infinite D limit.
(d) Order parameters of the W5 stripe state as a function of
inverse D for � = 0.12: the modulation strength of the local
hole density �n = n

max

� n
min

and of the local magnetic
moment �m = m

max

�m
min

, where n = hn̂i and m = |hŜ
z

i|
are evaluated on each lattice site in the supercell. The filled
squares show the maximal singlet pairing |�|. The order pa-
rameters decrease with increasing D, but remain finite in the
infinite D limit. The dashed lines are a guide to the eye.

between the two states is very small, it is conceivable that
anti-phase stripes get stabilized by additional terms (such
as a next-nearest neighbor hopping [10]). This further
supports the proposal that anti-phase ordered stripes are
the reason for the lack of 3D superconductivity above
T = 4K in La

2�x

Ba
x

CuO
4

around x = 1/8 [12, 55], be-
cause they lead to a suppression of the interlayer Joseph-
son coupling between the copper-oxygen planes [11].
Finally, we also find diagonal stripes with a low energy,

e.g. the state shown in the right panel in Fig. 1. These
states are obtained by using supercells of size L⇥L with
L di↵erent tensors arranged in a diagonal stripe pattern.
These stripes are insulating and have a filling of ⇢

l

= 1
holes per unit length. However, we will show in the next
section that diagonal stripes are energetically unfavorable
at large D.
Uniform vs stripe states – So far, we have found various

low energy states in di↵erent supercells. Next we make a
systematic comparison of their energies for J/t = 0.4 and
� = 0.12, to determine which of the competing states is

the true ground state. For a fixed value of D = 8 we find
that the uniform state has a higher variational energy
than the W5 stripe state, in agreement with previous
findings [37]. Furthermore, it turns out that diagonal,
insulating stripes - which were not considered in Ref. [37]
- are even lower in energy for D = 8. However, from this
we cannot conclude that the diagonal stripe state is the
ground state, but we must examine how the energies of
the competing states change upon increasing D, shown
in Fig. 2(a): All energies decrease with increasing D,
however with di↵erent slopes, such that the W5 stripe
state becomes lower in energy than the diagonal stripe
state for D > 12. For D = 14 the W5 stripe state has the
lowest energy, but since the energy of the uniform state
decreases faster (at least for D < 12) than the energy
of the W5 state it may get lower (or equal) in the large
D limit. Such a crossing of energies of competing states
as a function of D has already been found in another
model [56] and it is a possible scenario also for the present
case.
Even if we cannot conclusively determine the ground

state based on our results, the important message from
our data is that the uniform and the vertical stripe state
are still strongly competing at considerably lower vari-
ational energies than in previous studies for large 2D
systems [47]. It thus seems likely that both states play
an important role for the low-energy physics of the t-J
model, and that small perturbations (e.g disorder, open
boundaries [57], etc.) in the system can be enough to
stabilize di↵erent states. However, our data shows that
diagonal stripes are energetically higher than vertical
stripes. [We have not found evidence for the stable diag-
onal stripes observed in experiments [19, 58] in the low
doping limit in the present model.]
Remarks on phase separation – While it is well estab-

lished that the t-J model undergoes phase separation for
large J/t and small doping [59–64], some previous studies
predicted phase separation to occur also in the physically
relevant regime J/t ⇠ 0.4 (see e.g.[43, 65]). In our study
we do not find evidence for phase separation, at least not
in the doping regime � & 0.08 (see [40] for a discussion).

Other values of J/t – It is conceivable that the close
competition between the uniform and the vertical stripe
state may be a specific feature for J/t = 0.4. This moti-
vated us to do a similar study also for other values of J/t
to check if we can detect a clear phase transition between
the two states as a function of J/t. However, for small
values J/t = 0.2 as well as for large values J/t = 0.8 we
find a qualitatively similar dependence on D as in the
J/t = 0.4 case, i.e. the uniform state is higher than the
stripe state, but they become closer and closer with in-
creasing D. Thus, the strong competition between the
two states can be found for a wide range of J/t. We also
computed the pairing amplitude as a function of J/t,
shown in Fig. 3(a) for � = 0.14, which increases with J/t
for both states, with almost a linear dependence for the
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horizontal lines show the best fixed-node Monte Carlo result
(with 2 Lanczos steps) from Ref. [47]. (b)-(c) Order param-
eters of the uniform d-wave state as a function of doping:
(b) the pairing amplitude � and (c) the local magnetic mo-
ment m. The extrapolated values have been obtained from
a linear extrapolation of the finite D data, which provides a
rough estimate of the order parameters in the infinite D limit.
(d) Order parameters of the W5 stripe state as a function of
inverse D for � = 0.12: the modulation strength of the local
hole density �n = n

max

� n
min

and of the local magnetic
moment �m = m

max

�m
min

, where n = hn̂i and m = |hŜ
z

i|
are evaluated on each lattice site in the supercell. The filled
squares show the maximal singlet pairing |�|. The order pa-
rameters decrease with increasing D, but remain finite in the
infinite D limit. The dashed lines are a guide to the eye.

between the two states is very small, it is conceivable that
anti-phase stripes get stabilized by additional terms (such
as a next-nearest neighbor hopping [10]). This further
supports the proposal that anti-phase ordered stripes are
the reason for the lack of 3D superconductivity above
T = 4K in La

2�x

Ba
x

CuO
4

around x = 1/8 [12, 55], be-
cause they lead to a suppression of the interlayer Joseph-
son coupling between the copper-oxygen planes [11].
Finally, we also find diagonal stripes with a low energy,

e.g. the state shown in the right panel in Fig. 1. These
states are obtained by using supercells of size L⇥L with
L di↵erent tensors arranged in a diagonal stripe pattern.
These stripes are insulating and have a filling of ⇢

l

= 1
holes per unit length. However, we will show in the next
section that diagonal stripes are energetically unfavorable
at large D.
Uniform vs stripe states – So far, we have found various

low energy states in di↵erent supercells. Next we make a
systematic comparison of their energies for J/t = 0.4 and
� = 0.12, to determine which of the competing states is

the true ground state. For a fixed value of D = 8 we find
that the uniform state has a higher variational energy
than the W5 stripe state, in agreement with previous
findings [37]. Furthermore, it turns out that diagonal,
insulating stripes - which were not considered in Ref. [37]
- are even lower in energy for D = 8. However, from this
we cannot conclude that the diagonal stripe state is the
ground state, but we must examine how the energies of
the competing states change upon increasing D, shown
in Fig. 2(a): All energies decrease with increasing D,
however with di↵erent slopes, such that the W5 stripe
state becomes lower in energy than the diagonal stripe
state for D > 12. For D = 14 the W5 stripe state has the
lowest energy, but since the energy of the uniform state
decreases faster (at least for D < 12) than the energy
of the W5 state it may get lower (or equal) in the large
D limit. Such a crossing of energies of competing states
as a function of D has already been found in another
model [56] and it is a possible scenario also for the present
case.
Even if we cannot conclusively determine the ground

state based on our results, the important message from
our data is that the uniform and the vertical stripe state
are still strongly competing at considerably lower vari-
ational energies than in previous studies for large 2D
systems [47]. It thus seems likely that both states play
an important role for the low-energy physics of the t-J
model, and that small perturbations (e.g disorder, open
boundaries [57], etc.) in the system can be enough to
stabilize di↵erent states. However, our data shows that
diagonal stripes are energetically higher than vertical
stripes. [We have not found evidence for the stable diag-
onal stripes observed in experiments [19, 58] in the low
doping limit in the present model.]
Remarks on phase separation – While it is well estab-

lished that the t-J model undergoes phase separation for
large J/t and small doping [59–64], some previous studies
predicted phase separation to occur also in the physically
relevant regime J/t ⇠ 0.4 (see e.g.[43, 65]). In our study
we do not find evidence for phase separation, at least not
in the doping regime � & 0.08 (see [40] for a discussion).

Other values of J/t – It is conceivable that the close
competition between the uniform and the vertical stripe
state may be a specific feature for J/t = 0.4. This moti-
vated us to do a similar study also for other values of J/t
to check if we can detect a clear phase transition between
the two states as a function of J/t. However, for small
values J/t = 0.2 as well as for large values J/t = 0.8 we
find a qualitatively similar dependence on D as in the
J/t = 0.4 case, i.e. the uniform state is higher than the
stripe state, but they become closer and closer with in-
creasing D. Thus, the strong competition between the
two states can be found for a wide range of J/t. We also
computed the pairing amplitude as a function of J/t,
shown in Fig. 3(a) for � = 0.14, which increases with J/t
for both states, with almost a linear dependence for the

Corboz et al. (2014)

Exact diag

the spectral weight near !! ,0" is suppressed by as much as
54% compared with that near !0,!". In other words, the
pseudogap that normally appears symmetrically near !! ,0"
and !0,!" is now much more strongly anisotropic than the
4% band anisotropy. This reflects a strong anisotropy in the
self-energy. Recent ARPES experiments on YBa2Cu3Oy have
shown similar anisotropy in the lightly doped regime.12

Let us now turn to the finite frequency regime. In Fig. 2,
we present the angle-resolved spectral function A!k ,"" for
the overdoped !a" and the underdoped !b" regimes. The blow
up of the region near the Fermi level in the insets shows that
the anisotropy is most pronounced in the underdoped regime,
N=0.93. The anisotropy also extends to progressively higher
frequencies as the system is underdoped. The strong aniso-
tropy essentially disappears at high frequency, reminiscent of
recent observations on the spin-fluctuation spectrum.6 This
indicates that the nematicity here is a dynamical phenom-
enon associated with the electronic response near the Mott
transition as N→1.

The link with Mott physics is seen most clearly in the
anisotropy of the dc conductivity #x!y" that we consider now.
For the CDMFT results, we use the Kubo formula with the
periodized Green’s function to compute

#x!y"!" = 0" =
2e2

!$
# $ dk

2!
%2$ !%k

!kx!y"
%2

&Im G!k,0"'2. !5"

This formula neglects vertex corrections. The conductivities
#x!y" extrapolate to infinity like 1 /& as the small imaginary
part & tends to zero, as expected in a pure metal !Drude
peak" at T=0. We have checked however that #y /#x reaches
a limit. Nevertheless, we use &=0.1t in Fig. 3 to avoid un-
certainties in extrapolating the conductivity anisotropy '#

=2&#x!0"−#y!0"' / &#x!0"+#y!0"'. With smaller & the aniso-
tropy is generally larger.

As a function of filling N and for all U, there is a peak
around N(0.8, not far from the noninteracting '0=0 van
Hove singularity at N=0.727. This is a band-structure effect
since the Fermi surface opens up as if the system had a
tendency to be quasi-one-dimensional &see Fig. 1!b"'. We
found little & dependence of '# near N=0.8 because of the
large imaginary part of the cluster self-energy for that
filling.18

The most interesting results occur close to half filling. For
values of U below the critical Uc1 for the Mott transition,31

the anisotropy takes small values consistent with the small
orthorhombic distortion. At U=6t, the anisotropy in conduc-
tivity is largest and not monotonic close to N=1. This U is
just slightly above the critical Uc1(5.25t for the Mott tran-
sition obtained for CDMFT with exact diagonalization and
t!=0.32 The abrupt and large increase in the anisotropy at a
finite doping close to half filling for all larger values of U is
similar to the experiment.4 The CDMFT results are consis-
tent with the existence of a first-order transition between two
kinds of metal found recently for U larger than Uc2 at finite
doping.11 The metal closest to half filling displays a
pseudogap and we have shown in Figs. 1 and 2 that in this
metallic phase it is extremely sensitive to small orthorhom-
bic distortions. The anisotropy in occupancy of K orbitals, at
most 12%, does not suffice to explain the anisotropy in con-
ductivity. The imaginary part of the self-energy plays a
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FIG. 2. !Color online" Angle-resolved spectral function A!k ,""
near the Fermi level obtained from CDMFT with the same param-
eters as Fig. 1. !a" N=0.81 and !b" N=0.93. Spectral intensity is
given in units of 1 / t. The Fermi level "=0 is indicated by a broken
line. In the insets, the vertical axis near the Fermi level is blown up.

0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

δ σ

U/t = 12
U/t = 10
U/t = 8
U/t = 6
U/t = 4

N

FIG. 3. !Color online" Anisotropy in the CDMFT conductivity
'#=2&#x!0"−#y!0"' / &#x!0"+#y!0"' as a function of filling N for
various values of U and &=0.1t, '0=0.04.

DYNAMICAL ELECTRONIC NEMATICITY FROM MOTT PHYSICS PHYSICAL REVIEW B 82, 180511!R" !2010"

RAPID COMMUNICATIONS

180511-3

C-DMFT ?
Nematic response

Okamoto et al (2010)

SU(2) partner of axial CDW 
is PDW

lundi 30 mars 15



In search for the collective mode...

X. Montiel, T. Kloss, 
Y. Gallais, A. Sacuto, CP, preprint

Collective mode

•charge 2
• singlet
•around q ' 2kF

|” " ” >= c†k,"c
†
�k,#|0 >

|” # ” >= c†k,"ck�2kF ,"|0 >

⇢̂ =
X

k

c�k,#ck�2kF ,"

Raman Scattering, X-Rays, 
Electron Energy Loss 
Sspectroscopy

lundi 30 mars 15



+ +...

+ +...

B1g

B2g

2

typical Q = (p,p) location of the spin exciton.
To proceed, we consider a system of itinerant fermions

interacting through an effective AF spin-spin coupling
close to vector Q derived from spin-fermion approach
[12]. The Hamiltonian writes H = Âi, j,s ti jc

†
is c js +

Âhi, ji (Ji jSi ·S j +V nin j) where ni = Â
s

c†
is cis and Si =

Â
ab

c†
ia s

a,b cib are the density and spin operators respectively
with s

ab

the Pauli matrix vector. hi ji denotes summation over
nearest neighbors and ti j is the hopping parameter. The effects
of the on-site Coulomb interaction have been considered to
generate the n.n. super exchange coupling Ji j and the residual
Coulomb term V. Long-range Coulomb effects will be con-
sidered later while discussing the Raman response. We will
neglect them for the study of the collective mode. Involving
the Fourier transform ci,s = 1p

N Âk eik·ri ck,s , where N is the
total number of lattice sites, the Hamiltonian writes:

H =Â
k,s

xkc†
ks

cks

+ Â
k,k0,q

⇣
Jqc†

k,a s

T
ab

ck+q,b c†
k0+q,g s

gd

ck0,d

⌘

+ Â
k,k0,s ,s 0

Vqc†
k,s ck+q,s c†

k0,s 0ck0�q,s 0 , (1)

where c(†)p,a is the annihilation (creation) operator of an elec-
tron with spin a and impulsion p, xk the electronic dis-
persion written as [25] xk = �2t(cos(kxa) + cos(kya)) +
4t 0cos(kxa)cos(kya) + t0(cos(kxa) � cos(kya))2 where t 0 =
�0.3t and t0 = 0.084t with a the cell parameter set to
unity and µ the chemical potential determined to adjust
the hole doping. Jq = � J

2 (cos(qxa)+ cos(qya)) is the
Fourier transform of Ji j developed around Q, while Vq =
V
2 (cos(qxa)+ cos(qya)) denotes the amplitude of the nearest-
neighbour Coulomb interaction for small values of q.

We compare two types of collective modes : the INS spin
exciton from the spin triplet excitation at wave vector Q asso-
ciated to the proximity to the AF order writes

S+ = N�1/2 Â
k

c†
k"ck+Q#. (2)

The collective mode associated to the SU(2) symmetry be-
tween the d-wave charge and pairing sectors have charge 2,
spin zero, is fully symmetric, is defined for small q vectors
(q ⇡ 0) and upon action of it, the SC state transforms into the
QDW sector. It writes

y = N�1/2 Â
k

c†
k"c†

k�2pF+q#, (3)

where 2pF is the Fermi impulsion associated to the im-
pulsion k which close to the Fermi surface transforms as
kF � 2pF ⇡ �kF. We compare the spin susceptibility de-
rived from the Random Phase Approximation (RPA) with
cS = �iq (t)h[S+ (t) ,S� (0)]i as depicted in Fig 1 a) and the
y-mode susceptibility derived from Bethe-Salpeter ladder ap-
proximation with c

y

=�iq (t)
⌦⇥

y (t) ,y† (0)
⇤↵

shown in Fig

+ +...

+ +...

FIG. 1. (color online) Feynman diagrams for the spin channel cS
and the Raman response c

l

Raman. The spin channel decompose in two
contribution : the bare polarization bubble c

0
S and diagram series

for spin interaction of magnitude JS. The Raman response decom-
poses in three terms : the bare polarisation bubble with Raman ver-
tex named c

0
g

l

g

l

, the contribution of diagram series for coulombian

screening U denoted c

l

coul and the y-mode contribution c

l

y

. The
grey G is the ladder diagram contribution to the y-mode of interac-
tion magnitude J

y

. The presence of the Raman vertex is highlight
with black area in Raman diagrams.

1 b) and c). These two modes decouple the interaction Eqn.(1)
in the following manner :

c

l

y

(w) =
�J

y

c

l

y,gg

(w)

1� J
y

c

0
y

(w)
, cS (w) =

c

0
S (w)

1+ JSc

0
S (w)

, (4)

where c

0
S(y) is the bare polarisation bubble for the spin (y)

mode (see figure 1 a)), c

l

y,gg

is the first term of the diagram
series for y-mode (see figure 1 b)) and g is the Raman vertex
in the l symmetry. The magnitude of the interactions are J

y

=
3J�V in the y-mode and JS = 2J in the spin channel.

In the following, we consider the model of Ref.[12, 26] and
treat the PG phase as a composite order parameter with SC
and QDW (Peierls) components related by a SU(2) symme-
try. In principle, we have to solve the self-consistent equa-
tions to determine D(k,w) and c(k,w). For simplicity, we
assume a simpler momentum and frequency dependence of
the SC pairing D(k,w) = D0

2 (cos(kxa)� cos(kya)) f (w,D0)
and QDW order c(k,w) = c0

2 (cos(kxa)� cos(kya)) f (w,c0)
where c0(D0) is the maximum of the d-wave QDW (SC) order

and f (w,X) = e�
w

2
2s

2 with a variance s = X/1.177 ensuring
a half width at half maximum equals to X . These relations
reproduce phenomenologically the momentum and frequency
dependence calculated in the limit of a large paramagnon mass
(for detail, see [26]).

The bare polarisations function are calculated from the re-
lations [27, 28] with details given in Appendix,

c

0
S (q, iw) =

T
n2 Â

e,k
Tr

⇥
Ĝ(ie + iw,k+q) · Ĝ(ie,k)

⇤
, (5)

c

0
y

(q, iw) =
T
n2 Â

e,k
Tr

⇥
Ĝ(ie + iw,k+2pF +q) · Ĝ(�ie,�k)

⇤
,

(6)

Jq = �J

Vq = V
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FIG. 2: ARPES and theory comparison on Bi2201. Modeled evolution of the Fermi surface for hole-doping p = 0.12 from (A) the non-
interacting to (B) the interacting case, via the inclusion of the self-energy ⌃PG(k,!). A further Gaussian smearing (C), with �kx =�ky =
0.03 ⇡/a representing the effective experimental resolution, allows comparison between the calculated and measured Fermi surface from
UD15K Bi2201 [22, 23]. Also shown is the progression from antinodal (AN) nesting at QAN – highlighted by the white arrow – to the
QHS-vector associated with the tips of the Fermi arcs (hot-spots, HS) – marked by the gold connector.

doping-dependent parameters introduced in Ref. 31 (see Sup-
plementary Note 3 for more details). Figure 2B shows how
the non-interacting Fermi surface is transformed by the action
of our ⌃PG(k,!), and also highlights the concurrent shift in
the smallest-Q zero-energy particle-hole excitation (gold con-
nectors). The interacting spectral function APG(k,!) used
here is tuned to optimize the match with the corresponding
ARPES data [22, 23]; after accounting for instrumental reso-
lution �k, the agreement with the experimental data is excel-
lent, as shown in Fig. 2C. The vector connecting the tips of the
Fermi arcs, called hot-spots (HS), is found to be QHS⇠0.255,
closely matching the experimental values of QCO found for
the UD15K sample (see also Table I).

In Fig. 3 we report the doping dependence of the charge-
order wavevector QCO as seen experimentally, as well as
QAN and QHS as obtained from the spectral function
A0(k,!) and APG(k,!) for the non-interacting and inter-
acting cases, respectively. The Tc-to-doping conversion for
the experimental points is taken from previous studies on La-
substituted Bi2201 [29]; for Pb-substituted Bi2201 [7] this
correspondence might be altered because Pb may contribute
holes as well. The mechanism based on electron-hole scat-
tering between AN excitations, with wavevector QAN , proves
to be inadequate throughout the whole doping range. On the
other hand, both the wavevector magnitude QHS and dop-
ing dependent-slope dQHS/dp agree with the Bi2201 experi-
mental data, thereby establishing a direct connection between
charge order and HS scattering. To gain further phenomeno-
logical insights into a possible link between the ordering of
the electronic density and the available charge dynamics, we
evaluate the momentum-dependent electronic response (sus-
ceptiblity) near the Fermi surface, or �el(Q,⌦) (see Supple-
mentary Note 3 for more details). We approximate �el(Q,⌦)

as a self-convolution of the single-particle Green’s function
G(k,!), in line with a similar approach successfully used in

the study of magnetic excitations in cuprates [32–34]. De-
spite the simplicity of our model, the results for Re{�el}
along the direction of the experimental charge ordering con-
firm that there is an enhancement of particle-hole scattering
at a wavevector Q�el closely following QHS (dashed red line
in Fig. 3). This convergence supports the idea that accounting
for the empirical role played by the hot spots is of critical im-
portance for future, more quantitative studies of the electronic
instability.

The convergence between the real- and reciprocal-space
techniques in our study indicates a well-defined length scale
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FIG. 3: Doping dependence of the charge order wavevector QCO

as determined by REXS and STM on Bi2201 [this work and [7]];
note that bars represent peak widths, and not errors. Also shown
are evolution of the Fermi surface-derived wavevectors QAN (antin-
odal nesting) and QHS (arc tips) measured from the ARPES spectral
function A(k,!), as well as the doping dependent wavevector Q�el

from the Hubbard-model-based electronic susceptibility [30].
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Controversy with  the CDW wave vector

 

 

 
Figure 3 | Relationship between CDW wave vector and reconstructed Fermi pockets. a, 

HCDW for Hg1201 (blue star) and YBCO (red stars; estimated from Refs. [6,7,17,18]) as a 

function of hole concentration. b, Quantum oscillation frequency F for Hg1201 (blue star) [4] 

and YBCO (black squares, black star) [3,22] as a function of hole concentration. For Hg1201, 

the X-ray and QO data were obtained for samples prepared under the same conditions. The black 

star for YBCO indicates a doping level for which both CDW and QO were measured. Red stars 

represent the QO frequencies estimated form the linear fit for the doping levels at which only 

CDW order (but not QO) was studied. c, QO frequency versus HCDW for Hg1201 (blue) and 

YBCO (red), with doping as intrinsic parameter. The solid line represents a linear fit. The dashed 

lines show the fit error range. d, Fermi pocket size as a fraction of the first Brillouin zone (BZ) 

versus HCDW for Hg1201 (blue) and YBCO (red), with doping as intrinsic parameter. The solid 

line represents a quadratic fit, which extrapolates to HCDW = 0.45(2) r.l.u. in the limit of 

vanishing pocket size (see also SI). The dashed lines show the fit error range. Inset: Schematic of 

reconstructed nodal electron pocket defined by HCDW and by the simple tight-binding Fermi 

surface for both Hg1201 (p = 0.09 [24]) and YBCO (bonding band; p = 0.10, obtained from 

taking the average for p = 0.12 [7] and p = 0.08 [23]), with BZ (green square) and with AF BZ 

boundary (grey line). The respective pocket areas are 3 ± 0.1% and 1.8 ± 0.1% and are consistent 

Greven  (2014)

the parallel segments near (p, 0). Thanks to the
relative robustness of the AF phase in n-type
cuprates, the Fermi surface has often been in-
terpreted to undergo (p, p) folding along the AF
zone boundary—a scenario that is consistent with
both ARPES (30) and quantum oscillation results
(25). In this context, QCO would connect opposite
sides of electron pockets centered at (p, 0) (Fig. 3C,
right panel). Alternatively,QCOmight instead con-
nect the intersections between theAF zone bound-
ary and the underlying Fermi surface, the so-called
hot spots where the effect of AF scattering and
the pseudogap are maximal (30). However, the
conventional expectation that the onset of CO
above room temperature should gap the Fermi
surface seems to contradict both scenarios, be-
cause the pseudogap opens only at the hot spots
below 180K,whereas no gapping is observed near
(p, 0) above the superconducting transition (1);
this suggests that Fermi surface nesting might
not be the origin of the CO. Unfortunately, how-
ever, this kind of comparison between temper-
ature scales might be rendered inconclusive by
the possibility that the CO never becomes suffi-
ciently long-ranged, or large enough in amplitude,
to induce a detectable reconstruction of the Fermi
surface (at least in the absence of an appliedmag-
netic field). Indeed, the widths of the CO peaks
shown in Fig. 3, A and B, indicate a short corre-
lation length (15 to 27 Å) (24), again similar to
what has been observed in Bi-based cuprates
(14–16). Perhaps further measurements, spanning
larger doping ranges, will be able to test exactly
which momentum states are involved in the CO,
although the broadness of the CO peak in recip-
rocal space might ultimately limit the precision
towhich the location ofQCO on the Fermi surface
can be determined.
The fact that CO never develops into a long-

ranged electronic ground statemight also hinder

the ability of transport or thermodynamic probes
to detect it. However, we find that the presence
of CO might be relevant to the interpretation of
experiments that probe the inelastic excitations
of Nd2–xCexCuO4. We start by observing that the
value ofQCO is consistent with the phonon anom-
aly nearH ≈ 0.2 observed by inelastic x-ray scatter-
ing inNd2–xCexCuO4 (31).More recently,Hinton etal.
(32) reported time-resolved reflectivity studies
that show the presence of a fluctuating order
competing with superconductivity, although they
could not determine which electronic degrees of
freedom (i.e., charge or spin) were responsible for
such order. Additionally, resonant inelastic x-ray
scattering measurements (33, 34) have recently
shown the presence of an inelastic mode—above
a minimum energy transfer of 300 T 30 meV
[comparable to the pseudogap (30)]—which is
distinct from the well-characterized AF fluctua-
tions reminiscent of the Mott-insulating parent
state (28, 33–35). Whereas Ishii et al. (34) as-
cribed this new mode to particle-hole charge
excitations, Lee et al. (33) proposed that themode
might be the consequence of an unspecified
broken symmetry—a scenario supported by their
observation that this mode disappears above
270 K for x = 0.166. Our discovery of charge
ordering in Nd2–xCexCuO4 might provide the
missing piece of information to interpret the
aforementioned studies by identifying the actual
broken symmetry.
Finally, on a fundamental level, some degree

of electron-hole asymmetry should be expected
in the cuprate phase diagram. In fact, whereas
doped hole states below the charge transfer gap
have a strong O-2p character, n-type doping cre-
ates low-energy electronic states of predominant-
ly Cu-3d character in the upper Hubbard band
(36–38). This dichotomy, together with recent
RXS reports of a bond-centered CO in p-type ma-

terials (39), suggests that the n-type CO observed
here may instead be centered on the Cu sites—an
idea that requires further investigation. However,
despite this underlying electron-hole asymmetry,
the CO uncovered in Nd2–xCexCuO4 by our study
shows several similarities to its p-type equivalent,
such as its direction, periodicity, and short cor-
relation length (14, 15). In addition, our observa-
tion of a connection between the onset of CO and
AF fluctuations suggests that the latter might
generally lead to an accompanying intertwined
charge order in unconventional superconductors,
regardless ofwhich orbitals are involved in the CO
(40, 41). If such is the case, detailed studies will be
necessary to understand the role of antiferro-
magnetism in charge order formation, perhaps
even beyond the cuprates. Nonetheless, our dis-
covery of charge ordering in n-type cuprates ex-
pands the universality of this phenomenon to
the electron-doped side of the phase diagram,
and provides a new avenue to understand its
microscopic origin by exploiting the differences
between p- and n-type cuprates.
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Fig. 3. Electronic origin of the CO. (A and B) CO peak extracted by subtraction of the highest-
temperature q scan from an average of the lowest-temperature q scans (22 to 180 K) (24). A fit of the
data to a Lorentzian plus linear background function (red line) is used to indicate the H value of highest
intensity, which is –0.23 T 0.04 rlu for the x = 0.14 sample (A) and –0.24 T 0.04 rlu for the x = 0.15
sample (B). The extracted peaks in (A) and (B) are normalized to their respective maxima. (C) Fermi
surface of Nd2–xCexCuO4 (x = 0.15) measured by ARPES (30) (left) and a schematic of the expected
Fermi surface reconstruction (right) due to AF folding (yellow diamond). The folded Fermi surface is
composed of hole (red) and electron (cyan) pockets. The arrows (white and black) and dashed lines
represent QCO = 0.24 rlu, and connect either the parallel segments of the Fermi surface near (p, 0) or
the intersection with the AF zone boundary.

RESEARCH | REPORTS

da Silva Neto et al. (2015)

Nd2�x

Ce
x

CuO4

lundi 30 mars 15



14

(a) (b)

(c) (d)

FIG. 4. The spectral function, Ac(k,! = 0), for bare hopping parameters t1 = 1.0, t2 = �0.32, t3 =

0.128, µ = �1.11856 and FL* parameters: (a) t̃0 = �0.5t1, t̃1 = 0.4t1, � = 0.6t1, and, (c) t̃0 = �0.5t1, t̃1 =

0.6t1, � = 0.75t1. The black dashed lines represent, ✏k = 0, and the red dotted lines represent, ✏k+K = 0.

The lowest eigenvalue, �Q as a function of Q at a temperature T = 0.06 are shown in (b), (d) for the FL*

states in (a), (c) respectively. The wavevectors corresponding to the minimum eigenvalues are shown as

the red arrows. The exchange interaction parameters are given by (b) J1 = 1.0, J2 = J3 = 0.05, and, (d)

J1 = 0.5, J2 = J3 = 0.05. U = V1 = V2 = V3 = 0 for both cases. We have put in a finite imaginary part

(= 0.1t1) in the Green’s function for visualization purpose.

(±⇡,±13⇡/25). The charge-ordering eigenvector for this state is given by,

PQ⇤(k) = � 0.184 � 0.694[cos k
x

� cos k
y

] � 0.694[cos k
x

+ cos k
y

]

+ 0.021[2 sin k
x

sin k
y

]

� 0.006[cos 2k
x

� cos 2k
y

] � 0.033[cos 2k
x

+ cos 2k
y

]. (33)

 S. Sachdev, D. Chowdhury (2014)

FIG. 17: Phase diagram for State I. Panels (a) and (b) – the behavior of superconducting Tsc

(panel a) and the onset temperatures for charge order Tn, Tt and Tcdw (panel b), when supercon-

ducting and charge ordered are treated independent on each other. Tn is the preemptive nematic

transition temperature, and Tt is the temperature below which a q = 0 order emerges, breaking

time-reversal symmetry. Panel (c) – the full phase diagram, which includes the competition be-

tween superconductivity and charge order. QCP 1 and QCP 2 are quantum-critical points towards

SDW and CDW order, respectively.

A generic charge order with an ordering momentum Q introduces a new term H ′ =

∆Q
k c†

k+Qck−Q + h.c. into the Hamiltonian. Then fermions with momenta k ± Q, k ± 3Q, k ±

5Q, ... all become coupled. For commensurate Q = πM/(N), where M and N are integers,

the “chain” of coupled momenta gets closed when after N steps, for incommensurate Q it

is not closed, but for practical purposes one can approximate Q by a close commensurate

value. To diagonalize such a Hamiltonian one has to solve a N -dimensional matrix equation

65. The energy eigenstates with eigenvalues E1, E2, · · · , EN are linear combinations of the

73
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Figure 1. Leading charge instabilities. (a) ALJP Fermi surface and the calculated
modulation wavevectors q

1

and q
2

at which the charge susceptibility first diverges.
Fermi surfaces and concomitant charge ordering wavevectors are also shown for (b)
M = 0.5 eV and (c) M = 2.0 eV. All three figures are at a hole density of p = 0.10
where p ⌘ 5� n and n is the total electron density. (d) Magnitude of the modulation
wavevector |q⇤

1

| forM = 2.0 eV as a function of hole density together with experimental
results from Ref. [29] for YBa

2

Cu
3

O
6+x

along a and b axial directions. Error bars
indicate the q-resolution of our calculations. The results are for the temperature
T = 110 K (see Fig. 4 for corresponding critical V

pp

values). (e) Orbitally resolved
charge modulations for unidirectional charge order and p = 0.10. The sizes of the Cud,
Op

x

, and Op
y

orbitals indicate the relative sizes of the positive (red) and negative
(blue) charge modulations on those orbitals. We have taken q⇤ = 1/3 for presentation
purposes. (f) Modulation of the total charge per unit cell �n

tot

, nematic modulation
(see text) �n

nem

, and Cu charge density �n
Cu

. Note that relative amplitudes are shown.
The horizontal axes in (e) and (f) are the same.

finite, however, the pockets become arcs, which is consistent with experiments. For our

purposes, it is important to note that the portions of the Fermi surface connected by

q⇤
1

and q⇤
2

remain well defined when ⇠
AF

is finite[60], while the back sides of the pockets

are wiped out. For this reason, we believe that the leading charge instability described

here will also be the leading instability in models with short range AF correlations.

The charge modulation amplitudes on the di↵erent orbitals are determined from

the eigenvector v�

j

of the divergent eigenvalue of the 3⇥ 3 susceptibility matrix �
↵�

(q⇤
j

)

 Atkinson, A. Kampf (2013)Pre-emptive order breaking TR

Secondary order at the tip of the arcs
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FIG. 4. Qualitative phase diagram summarizing the results
of Ref. 27 and the present work for zero magnetic field. Close
to the antiferromagnetic (AF) QCP, ξ−2

AF = 0, and upon low-
ering the temperature, the systems develops first at T ∗ the
instability toward the fluctuating pseudogap state (PG) char-
acterized by the order parameter of Eq. (2). At lower tem-
peratures T < TCDW < T ∗, strong superconducting fluctua-
tions induce a transition toward charge density wave (CDW)
formed at the antinodes. Finally, below Tc, the particle-
particle suborder of the pseudogap prevails due to curvature
effects and establishes d-wave superconductivity.

given by
√
2. Both orders form checkerboards as illus-

trated in Fig. 2. Figure 2(c) shows the type of particle-
hole order, i.e. whether QDW or CDW, as a qualitative
function of the position on the Fermi surface. Whereas
within our model hotspot and antinodal regions are sep-
arated, we expect in realistic systems regions of small
overlap of the two orders in between.

IV. CUPRATE PHYSICS

We now address the phase diagram of cuprates in the
proximity of the antiferromagnetic QCP. We emphasize
that our theory applies only to the “metallic” side of the
antiferromagnet–normal metal phase transition. The re-
gions of too low doping are thus excluded in the following
discussion. In the region of intermediate doping, suppres-
sion of carrier density below a crossover temperature T ∗

observed in NMR measurements34,35 was the first evi-
dence for the existence of a “pseudogap” in the electron
spectrum. In contrast, d-wave superconductivity appears
only below a considerably lower temperature Tc. In our
theory, T ∗ is associated with the crossover to the strongly
fluctuating O(4)-symmetric composite order (supercon-
ductivity and QDW) close to the hotspots.27 The phase
diagram, see Fig. 4, is further enriched by the forma-
tion of CDW order with wave vectors Qx,y (Fig. 2) at
the edge of the Brillouin zone. Also the emergence of
the CDW order is ultimately due to the proximity to the
QCP. The additional phase transition is expected to oc-
cur at a temperature TCDW inside the pseudogap phase,
Tc < TCDW < T ∗.

The charge modulation observed in various recent
experiments4–12 has been attributed27,29 to the existence
of QDW (or “bond order”) correlations. This picture
is, in principle, in agreement with NMR results7 and
sound propagation measurements11,36. However, STM
studies4–6 of BSCCO and experiments with hard9,12 and
resonant soft8,10 X-ray scattering on YBCO have re-
vealed a charge modulation along the bonds of the Cu
lattice with modulation vectors close to Qx,y, which are
the CDW wave vectors. Moreover, QDW has a vanish-
ing Fourier transform near even Bragg peaks. Therefore,
STM and hard X-ray experiments can hardly be expected
to detect the QDW modulation.

The seeming contradiction is resolved when we include
the CDW, Eq. (5), in the Cu lattice. Then, this explains
the experimental results4–12. CDW appears below a crit-
ical temperature TCDW that can be considerably lower
than T ∗, in line with the results of the hard X-ray exper-
iment of Ref. 9. In addition, Hall effect measurements37

indicate a reconstruction of the Fermi surface that is at-
tributed to the formation of CDW. The transition tem-
peratures TCDW of these two experiments agree with each
other. Evidence for a transition below T ∗ and related to
CDW has also been found recently in a Raman scattering
study.38 The dual effect of the two modulations (QDW
and CDW) on the two species of atoms in the CuO plane
is a characteristic of our theory and might be tested via
resonant soft X-ray scattering.

Very recent STM and resonant elastic X-ray
experiments39,40 on BSCCO confirm the CDW wave vec-
tors’ orientation along the bonds but indicate that they
connect hotspots rather than antinodes. In our model,
we expect CDW to set in at wave vectors as soon as the
QDW gap is small. In realistic systems, this may indeed
happen already not very far from the hotspots, possibly
enhanced by reconstruction of the Fermi surface. Details
behind this physics are clearly beyond the range of our
“minimal model” and left for a separate study.

The emergence of various gaps in k-space around the
Fermi surface has been reported in Raman scattering
on Bi-2212 and Hg-1201 compounds.41 It was demon-
strated that in overdoped samples the superconducting
gap spreads all over the Fermi surface. In contrast, in un-
derdoped samples the coherent Cooper pairs are observed
mostly near the nodes, whereas the gap at the antinodes
is mainly of a non-superconducting origin. This effect
can naturally be explained within our picture because
the hotspots move to nodes with decreasing the doping
and the superconducting gap at the antinodes should de-
crease. At the same time, the CDW gap grows at the
antinodes thus “pushing away” the Cooper pairs.

We note that after our work has been completed and
distributed as a preprint on arXiv, a work discussing
the issue of the rotation of the charge order wave vector
by 45◦ has appeared.42 A solution of mean-field equa-
tions for a new CDW suggested in the latter work, al-
though very interesting, is not stable against formation

 C.P, V. s. de Carvalho, T. Kloss and 
X. Montiel  (2014) 
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FIG. 19: Comparison of the free energy at the MF extrema for the three solutions. While the QDW/SC (Ocean Blue) and
co-existence (Neon Colors) solutions are almost degenerate (with a small advantage for the co-existence solution), we see that
the pure CDW solution (Light Brown) is always higher in energy for non vanishing order parameters. [ The solution is given
for ananisotropy parameter of ↵ = 5/6, g = 20, v = 6].

Appendix B: Gap equations for ↵ = 5/6, g = 20, v = 20

We give here a study of the form of the gap equations very close to the checkerboard solution (↵ = 1).

1. Order parameters as a function of the energy and temperature

a) b)

FIG. 20: Generic shape of the QDW/SC solution of the gap equations for �0 = 20, v = 20, W = 2⇡, ✓ = 0. a) B1x b) B1y.

pure CDW

SC/QDW + co existence

Small nematic term needed to get the CDW below T*
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and B̄y = Bx after differentiation, the MFEs reduce to four in-
dependent equations. This reduction reflects the original sym-
metry of the system and is a check that the correct conjugation
relation was introduced. The MFEs write

B1x (en) = 4g0T Â
e 0

A1x
�
en,e 0n

�
B1y

�
e 0n
�
, (7a)
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, (7c)

B2y (en) = 4g1T Â
e 0
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�
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B2x
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�
, (7d)

where g0 = 3g2/2, g1 = 3g2
1/2 and the parameters Ai,x, Ai,y

are given by
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(8d)

with Dw,q =
�
g |w|+q2

x +q2
y +a

�
,

where 1
V Âq ⌘

´ dq
(2p)2 . A closer look at Eq. (8) shows that the

right hand-side of (7a) and (7d) is always lower than the r.h.s.
of resp. (7b) and (7c). In order for the two solutions to exist
simultaneously, it is enough to introduce a slightly different
coefficient g1 in front of (7b) and (7d), with g1 � g, which
henceforth will favor the B2-type of decoupling. This differ-
ence can be introduced through a small additional interaction.
Such an interaction will be generated for instance by corre-
lations of the form urQx r�QxhrQyr�Qyi which are breaking
orthorhombic symmetry.

The typical result of the MFEs for parameters g1 ' g is
given in Fig. 2. We observe that three solutions are obtained,
i) the pure QDW/SC solution for which B1 6= 0 and B2 = 0;
ii) the pure CDW solution for which B2 6= 0 and B1 = 0; iii)
the Co-Existence (CE) solution where B1 6= 0 and B2 6= 0.
Moreover, for typical values of the coupling constants, solu-
tion i) and ii) have similar magnitude, while for the CE so-
lution B2 ⌧ B1. The dependence on the Fermi velocity an-
gle q which captures the dependence of the solutions on the
fermiology of the compounds is depicted in Fig. 3. We find
that the pure QDW/SC solution i) is insensitive to fermiology,
whereas the pure CDW solution ii) is more favorable when

a) b)

c) d)
FIG. 2. (Color online) Typical form of the order parameters in
the CE phase as a function of frequency w and temperature T :
B1x/1y (depicted in panel a) and b)) representing QDW/SC and B2x/2y
(depicted in panel c) and d)) representing CDW order. Note that
the CDW component is one order of magnitude smaller than the
QDW/SC solution. We take g1 slightly bigger than g in order to
stabilize the CDW sector. The actual figure corresponds to g = 20,
g1 = 30, v = 6, ma = 0.1, g = 3, W = 2p and q = 0.1.

a) b) c)

d)
FIG. 3. (Color online) Typical form of the order parameters in
the CE phase as a function of frequency w and velocity angle q :
B1x/1y (depicted in panel a) and b)) representing QDW/SC and B2x/2y
(depicted in panel c) and d)) representing CDW order. Note that
the CDW component is one order of magnitude smaller than the
QDW/SC solution. The parameters are the same as in Fig. 2.

q = 0, which correspond to flat portions of the Fermi surface
in the anti-nodal region. The insensitivity of the QDW/SC so-
lution to the value of q stems from the fact that, in our matrix
framework

�
B̂1, êk

 
= 0, which is not the case for the CDW

order.
We turn now to the Gaussian fluctuations. We expand Eq.

(6) to the second order in the fluctuation field dB1x, dB1y,
dB2x, dB2y and their conjugate. We find

DF =
T
V Â

e
Â
k,k0

2

Â
i=1

h
g�1

k�k0dBix,kdBix,k0

�
✓

Aix,k �dAix,k
4

◆
db2

ix,kdk,k0
i
, (9)

with dbix = dBix + dBiy. In order to study the stability
of the various solution, we write the quadratic form DF =
1
2 Â2

i=1 Y†
i MiYi, with Yi =

�
dBix,dBiy,dBix,dBiy

�T and Y†
i =
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�
✓

Aix,k �dAix,k
4

◆
db2

ix,kdk,k0
i
, (9)

with dbix = dBix + dBiy. In order to study the stability
of the various solution, we write the quadratic form DF =
1
2 Â2

i=1 Y†
i MiYi, with Yi =

�
dBix,dBiy,dBix,dBiy

�T and Y†
i =

B1,x/y = QDW B2,x/y = CDW

QDW � CDW
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  Conclusions

• Charge orders are a key players in cuprate physics: natural 
competitor of superconductivity.

• One can stabilize axial-CDW in co-existence with 
composite Peierls-SC phase

• Pseudo-gap with SU(2) symmetry and charge orders are 
precursors of the  AFM order

• SU(2) symmetry present in the under-doped region of the 
phase diagram

• SU(2) rotation of axial CDW=PWD
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