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❖ Observation du HI extragalactique à 21cm 

❖ Motivations 

❖ défis scientifiques et techniques  

❖ Des observations aux paramètres physiques 

❖ Formulation du problème 

❖ Approche Bayésienne , Filtrage

❖ Extraction du signal 21 cm cosmologique à partir des observations 

❖ Interférométrie en mode transit et reconstruction des cartes 

❖ Séparation des composantes , estimation du spectre de puissance 



Le signal à 21cm extragalactique 
Les âges sombres, l’aube cosmique et l’époque de 

domination de l’énergie noire …  



HI extragalactique, quels objectifs ?
❖ Formation et évolution des galaxies

❖ Rôle du gaz dans la formation stellaire 

❖ Evolution des structures durant les âges sombres

❖ Formation des premières étoiles et galaxies 

❖ Histoire de la réionisation 

❖ Cosmologie : Énergie noire et matière noire 

Observer la structuration de l’univers et son évolution 
durant l’histoire cosmique
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Energie Noire
Accélération de l’expansion

R. Ansari - 2019



SFP	@	APC,	ONov	25th	2015	François	R.	Bouchet		"The	future	of	CMB	experiments"	 10	

Today’s composition 

And H0=67km/s/Mpc 
within < 1km/s/Mpc 
 
And tau… 

? 

3 parameters to set (though General Relativity) the dynamics of the Universe,  
1 parameter to capture the effect of reionisation (end of the dark ages),  
2 parameters to describe the characteristics of primordial fluctuations.  

Flat spatial geometry assumed. 
  

Ø  Ωbh2
   Baryon density today - The amount of ordinary matter  

Ø  Ωch2   Cold dark matter density today – only weakly interacting 
Ø  Θ     Sound horizon size when optical depth τ reaches unity 

  (Distance traveled by a sound wave since inflation, when universe   
  became  transparent at recombination at t ~380 000 years) 
 

Ø  τ      Optical depth at reionisation (due to Thomson scattering of photons on e-), i.e.        
            fraction of the CMB photons re-scattered during that process 

Ø  As       Amplitude of the curvature power spectrum                                              
 (Overall contrast of primordial fluctuations)  

Ø   ns       Scalar power spectrum power law index                
 (ns-1 measures departure from scale invariance) 

Ø  Others are derived parameters within the model, in particular  
–  Ω “Dark Energy’’ fraction of the critical density (derived only if assumed flat) 
–  H0  the expansion rate today (in km/s per Mpc of separation) 
–  t0  the age of the universe (in Gy)	

Base	ΛCDM	model	with	6	parameters	

François	R.	Bouchet		"The	future	of	CMB	experiments"	 SFP	@	APC,	ONov	25th	2015	 9	

le modèle cosmologique ΛCDM et ses 6 paramètres (Planck+)  

La nature de la matière noire (5 fois plus 
abondante que la matière ordinaire) et celle de 
l’énergie noire (ou  Λ , constante cosmologique) 
responsable de l’accélération de l’expansion 
cosmique, sont parmi les grands énigmes de la 
physique aujourd’hui  

Planck 2018, arXiv:1807.06209

https://arxiv.org/abs/1807.06209


L’univers est (quasi) homogène et isotrope à grand échelle (>Gpc), mais structuré à plus 
petites échelles, des quelques centaines de Mpc (BAO ~100 Mpc), puis les amas de 

galaxies (1-10 Mpc), jusqu’aux galaxies (10-100 kpc) et puis les étoiles.
Les structures se forment essentiellement sous l’effet de la gravitation 

effondrement gravitationnel

Relevé SDSS, cartes des galaxies: Zehavi et al. ApJ 2011, arXiv:1005.2413

https://arxiv.org/abs/1005.2413


L’émission à 21cm des  galaxies
❖ A bas redshift (z <~ 6), l’essentiel de l’hydrogène atomique se 

trouve dans les galaxies (réionisation du milieu intergalactique)

❖ Transition hyperfine (spin- orbite) de hydrogène atomique : 

❖ ν ≈ 1,420405  GHz  →λ ≈ 21 cm

❖ Gaz: ~ 0.1 … 0.5 × masse dynamique,  masse HI ∼ 0.3 … 0.7 × Mgaz  

❖ Puissance émise ≈ 3  10^18  W ×  (MHI/Msol)  (for ∆ν ∼ 10^6 Hz) - à 
comparer à la luminosité solaire  Lsol  ≈ 3.8 10^26 W

❖ Densité des galaxies ≈0.05 Gal / Mpc^3 avec  MHI  > 10^9 Msol  , 
≈0.01 Gal / Mpc^3 avec  MHI  > 10^10 

R. Ansari - 2019



Une galaxie à z=0.3 , DL =1500 Mpc

Emission Radio à  21 cm 
❖ 10^9 Msol de  HI  →  3 10^27 watts (puissance émise) 
❖ Puissance reçue: < 10^-24 W/m^2 répartie sur  ∆ν ∼ 1 MHz  (qques photons 

/ m^2 /s)

❖ ce qui correspond à moins de  10^-30 W/m^2/Hz  , < 10^-4  Jy  (100 μ Jy)

En optique 
❖ 10^9 - 10^10 Lsol  → ~ 10^35  watts (puissance émise)
❖ Puissance reçue:  < 10^-16 W/m^2 , ~ 10^-17 W/m^2 dans une bande 

photométrique (~ 10 photons / m^2 /s)

Densité des galaxies ≈ 0.05 Gal / Mpc^3 with  MH1  > 10^9 Msol ≈ 0.01 Gal / 
Mpc^3 with  MH1  > 10^10

R. Ansari - 2019
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Observer les galaxies à 21cm à des distances cosmologiques

Jansky : 1Jy = 10�26 W/Hz/m2



Grand radio-télescope 
(single dish)

Résolution angulaire 
déterminée par la taille 
du réflecteur (~300 m 
pour Arecibo, Puerto-

Rico, USA)

Interférométrie :
mesure de la phase et de 

l’amplitude des ondes 
radio incidentes. 
Combinaison des 

signaux électriques 
provenant des 

différentes antennes 
(VLA aux Etats-Unis sur 

l’image) 



Comparaison de quelques relevés à 21 cm 

Sensibilité ~ mJyRésolution 3-20 arcmin

z_max ~ 0.03 … 0.15 δz ~ 0.0001 

R. Ansari - Jan 2008
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Figure 3. Top panel: distribution of 5960 sources in the 07h30m < α < 16h30m, 4◦ < δ < 16◦ portion of the α.40 sample, plotted as R.A. vs. observed heliocentric
recession velocity in km s−1. Bottom panel: 2155 sources over the same R.A. range as above, with 24◦ < δ < 28◦.

Figure 4 displays histograms of the statistical properties of the
α.40 sample. From panels (a)–(d), these histograms represent
the heliocentric velocity, velocity width W50, integrated flux Sint,
and S/N properties. In particular, note that the S/N is high for
all detections, since Code 2 objects have been excluded from
this analysis. For clarity, the histogram of the H i masses of
galaxies in the sample is plotted separately, in Figure 5. On the
low-mass end, where ALFALFA can place strong constraints
on the faint-end slope of the HIMF, the α.40 sample contains
∼340 galaxies with log(MH i/M⊙) < 8.0 and ∼114 galaxies
with log(MH i/M⊙) < 7.5; on the high-mass end, which is
best probed by surveys with deep redshift limits, there are ∼50
galaxies with log(MH i/M⊙) > 10.5.

The large sample size of ALFALFA, extending over a
range of H i masses, is one of its key strengths in relation to
the problem of characterizing the density of neutral gas in the
present-day universe. With such a large number of galaxies, we
can approach our calculation of the HIMF in two distinct ways.
First, using the entire sample and a well-known characterization
of our sensitivity, we can apply corrections and obtain the overall
function without excluding sources. Second, however, we can
make stringent integrated flux cuts and use only those galaxies
bright enough to be detectable irrespective of other properties
(e.g., profile width). The sample contains ∼3500 galaxies with
an integrated flux >1.8 Jy km s−1, which provides a strict cut
above which our objects are detected regardless of profile width.
This subsample size is comparable to the full sample size for

previously published HIMFs such as HIPASS, but samples a
fair cosmological volume. This subsample, referred to hereafter
as α.401.8, provides a test case for analyzing the quality of
the HIMF measurement for the full α.40 sample. The precise
details of the calculation, of ALFALFA’s sensitivity, and of the
corrections applied to the HIMF calculated from α.40, make up
the bulk of the following sections and of Appendices A and B.

3. DETERMINATION OF THE HIMF

3.1. The H i Mass Function

The H i mass function, like galaxy luminosity functions, is
usually parameterized as a Schechter function of the form

φ(MH i) = dn

d log MH i
= ln 10 φ∗

(
MH i

M∗

)α+1

e− MH i
M∗ . (1)

The parameters of interest are the faint-end slope α, the
characteristic mass log M∗, and the scaling factor φ∗.

φ(MH i) has historically been calculated in one of two ways.
The Σ1/Vmax method (Schmidt 1968) can be understood by
analogy to a purely volume-limited sample, in which case the
HIMF would be obtained by the galaxy counts divided by the
total volume of the survey. The Σ1/Vmax method treats each
individual galaxy in this way, by weighting the galaxy counts by
the maximum volume Vmax,i within which a given source could

Arecibo ALFALFA blind HI survey 
Extragalactic HI Surveys 5

Fig. 2 Log of the HI mass distribution vs. distance of HI sources detected by ALFALFA. Black symbols
identify sources of high signal-to-noise - greater than 6.5 -, while red symbols refer to sources of signal-to-
noise between 4.5 and 6.5, corroborated by having an a priori known redshift which matches the ALFALFA
detection. A gap in the data near DMpc ' 230 is produced by radio fequency interference (RFI) originating
in the San Juan airport radar; a lesser dip near DMpc ' 85 is due to transmissions associated with the Global
Positioning System (GPS), as we discuss in Section 2.3.

Large single dishes with focal plane detector arrays, such as the Arecibo and
Parkes telescopes, are well suited to carry out wide field, blind HI extragalactic sur-
veys, such as ALFALFA and HIPASSS. However, follow-up synthesis imaging is
necessary in order to obtain direct information on dynamical parameters, such as the
mass contained within the HI radius of the source and the shape of the rotation curve.
Synthesis imaging can provide maps of HI column densities, but can wholly miss
flux from diffuse regions extending over solid angles exceeding that of the synthe-
sized beam. A combination of both types of instrument is thus the most economical
and scientifically rewarding: the single dish survey is most efficient in delivering large
samples, characterizing the statistical properties of the HI source population, and dis-
covering the most extremes member of such population; the synthesis arrays allow
the investigation of the structure, dynamics and physical circumstances of selected
sources.

2.2 Types of Surveys

Before the 1990s, large extragalactic HI surveys were carried out, seeking detection
of optically selected galaxy samples. For these surveys, the task of understanding
the properties of the HI source population was secondary to that of using the HI
source samples as tools towards the achievement of other scientific goals, such as
the impact of environment on gas bearing objects in clusters, the determination of the
parameters of the cosmological distance scale, the investigation of the topology of the
large scale distribution of galaxies and mapping the deviations from smooth Hubble
flow produced by large scale density inhomogeneities. The studies with the largest

ALFALFA , Martin et al, ApJ 2010 

4 Jones et al.
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Figure 1. The grey points show the sky positions of the high signal-to-noise extragalactic α.100 sources with vcmb < 15000 km s−1. The
left side is the ALFALFA Fall sky region and the right side is the Spring sky region. The solid lines show the boundary which is used to
calculate the HIMF and the dashed lines show the strict boundary that is used for comparison purposes. The strict boundary moves in
much further in RA (in order to be very conservative) than in Dec because most of the variance in the boundary is determined by the
time the observations started and stopped drift scanning, not by the top and bottom edges of the drift. The vertices of both boundaries
are listed in Appendix D.

parameters as α = −1.25 ± 0.02, m∗ = 9.94 ± 0.01, and
φ∗ = 4.5 ± 0.2 × 10−3 Mpc−3 dex−1, where the fit errors
quoted here are due only to the Poisson errors and do not
include contributions from distance uncertainty or other ran-
dom and systematic effects. The following subsections will
discuss a number of other sources of error and how we esti-
mate them. Our estimates are collated in table 1.

4.1 Random flux and distance errors

In order to estimate the error introduced due the uncertainty
in source distances we took a Monte Carlo approach, creat-
ing many realisations of the HIMF calculation, altering the
sources distances (and therefore masses) each time. There
are seven methods that are used to calculate the distance
to ALFALFA sources (the assignment occurs in the order
listed, top given highest preference):

• Literature primary distances are used for all sources
that are associated with an optical counterpart for which
such a measurement exists.

• Sources that are associated with counterparts in the
Virgo Cluster Catalog (Binggeli et al. 1985) are assigned
the distance to the relevant Virgo cloud (as described in
Hallenbeck et al. 2012).

• Literature secondary distances are used for sources with
vcmb < 6000 km s−1 that are associated with optical coun-
terparts for which such a measurement exists.

• Galaxies assigned to a group are given the mean reces-
sion velocity of the group. For vcmb < 6000 km s−1 a flow
model (Masters 2005) is used to estimate the distance.

• For group galaxies with vcmb > 6000 km s−1 pure Hub-
ble flow (with H0 = 70 kms−1 Mpc−1) is assumed.

• The remaining sources with vcmb < 6000 km s−1 are
assigned distances from the flow model.
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Figure 2. The ALFALFA 100 per cent HIMF. The lower panel
shows the number counts in logarithmic HI mass bins, and the
points in the upper panel show the calculated intrinsic abun-
dances after correcting for LSS and survey sensitivity using the
2DSWML method. The error bars and the corresponding fit er-
rors displayed here are from Poisson counting errors only. A more
detailed error analysis can be found in the text. The dashed line
shows the best fit to the data and the corresponding Schechter
function parameters are in the bottom left corner. The dotted
line represents the ALFALFA 40 per cent best fit (Martin et al.
2010).

• The remaining sources with vcmb > 6000 kms−1 are
assigned distances using Hubble flow.

To account for the uncertainty in the distances to AL-
FALFA sources we followed a similar procedure to that

MNRAS 000, 000–000 (0000)

 Giovanelli & Haynes, arXiv:1510.04660

ALFALFA , Jones et al,  arXiv:1802.00053

15000 km/s → z ~0.05



❖ Possibilité d’observations spectro-photométrique à 21 cm - seule 
signature spectrale en bande L (~GHz) 

❖ Bande: ~ 100 MHz … 1500 MHz  - ν = f(z) , z: 0 … 10
1420 MHz @ z=0 ,   946 MHz @ z=0.5 ,   720 @ z=1 ,  284 @ z=5,  129 @ z=10

❖ La résolution des instruments radio limitée par la diffraction: 
700 MHz:  D=100 m → ~20’ ,  D=1km → ~2’ ,  D=100 km → ~1”  [ 2’ → 1 Mpc @ z = 1]

❖ Mesure d’intensité en optique, amplitude & phase en radio
❖       ➡ Interférométrie et spectroscopie en radio 
❖ Bruit instrumental (détecteur/électronique) souvent négligeable en 

optique (ROnoise <5 e), mais dominant en  radio (Tsys~20-100 K) 
❖ Pollution lumineuse, et diffusion atmosphérique en optique 

Interférence électromagnétique (RFI),  ionosphere (à basse fréquences) 
en radio

Observations à 21 cm comparées à l’optique



Cartographie 3D mapping de la distribution de l’hydrogène atomique et son 
évolution avec le redshift: mesure de la carte d’émission à 21 cm, sans détection des 
sources ponctuelles
Instrument avec un grand champ de vue instantané et une grande largeur de 
bande, pour observer de grands volumes d’univers 

Interférométrie numérique 
Implique de traiter au vol de très grand flot de données, plusieurs TeraOctets/seconde

Ou Grand réflecteurs équipés de récepteurs multi-lobes   

 Bruit instrumental (électronique) ( Tsys ) 
 Avant-plans: Emissions diffuses (Galactique) et sources radio  → séparation des 
composantes  

 Calibration, instrument stability, RFI …

R. Ansari - 2019

Cartographie 3D  à 21 cm : T21(α,δ,z)

Furlanetto et al. Phys.Rep 2006, arXiv:0608032
Wyithe et al. MNRAS 2008, arXiv:0709.2955
Chang et al. PRL 2008, arXiv:0709.3672
Ansari et al. A&A 2012, arXiv:0709.3672

https://arxiv.org/abs/astro-ph/0608032
https://arxiv.org/pdf/0709.2955.pdf
https://arxiv.org/abs/0709.3672
https://arxiv.org/pdf/1108.1474.pdf
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• redshift ↔  fréquence
• Position angulaire obtenue par imagerie

 Observations à 21 cm 

Single Dish
• Cartographie du ciel en mode drift-scan or ou en 
balayant le ciel : on obtient des cartes du ciel 

Interféromètres
• On obtient des visibilités (signaux de corrélations) 
à partir desquels il faut reconstruire les cartes du ciel 
• La décomposition en modes m dans le cas 
d’observation en drift-scan Est-Ouest complète
• Les visibilités correspondent aux modes de Fourier 
transverse k⊥

Extraction du signal:
• Calcul de spectres de puissance P(k) ou C(l, z1,z2) à partir des cartes du ciel sky maps
• Projection sur des bases (modes) appropriées afin de soustraire les avant-plans   



L=100 m array → ang. resolution δθ ~ λ/L , 
deteriorating with redshift z  

spectral resolution 100 kHz → excellent  
redshift precision δz/z ~ 10^-4

z=0.5

z=1 z=2

8.5 Mpc

20 Mpc

45 Mpc

0.3 Mpc

0.3 Mpc

0.3 Mpc

z δθ dLOS (Mpc) H δd⊥ (Mpc) δd∥ (Mpc)

0,5 15’ 1945 90 8,5 ~0.3

1 20’ 3400 120 20 ~0.3

2 30’ 5320 200 45 ~0.3

3 40’ 6320 300 75 ~0.3
R. Ansari - Octobre 2015
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FIG. 1. Plotted is a schematic 2D representation of the observable universe where the area is proportional to the comoving volume and the
distance from center monotonically increases with distance from Earth. Different epochs are color coded: the epoch of galaxies (z < 6) pink;
the epoch of reionization (6 < z < 20) orange; the dark ages (20 < z < 700) gray; the epoch of the last scattering (700 < z < 1300)
cyan; and the early universe (z > 1300) purple. The volumes surveyed by various current experiments with dense redshift space sampling are
outlined, including the DESI optical spectroscopic survey of galaxies (white) and quasars (white dashed); HI intensity mapping surveys of the
intergalactic medium during the epoch of reionization (HERA; green) and lower-redshift galaxies (CHIME/Tianlai; cyan); HIRAX (yellow);
and the 21 cm Stage II project proposed here (blue). The wedge sizes give rough representations of the covered volume.

point correlation function of Fourier modes of the density field (the so-called bispectrum) is amenable to measurement
using high-redshift LSS surveys, and its amplitude in different configurations (corresponding to the three points forming
squeezed, equilateral, or folded triangles) is directly connected to different inflationary models. Moreover, these types of
non-Gaussianities (equilateral and orthogonal) cannot be constrained using bias constraints in the power spectrum and are
therefore not amenable through cosmic variance cancellation techniques that are forecasted to put stringent constraints on
squeezed non-Gaussianities. In other words, a high-redshift survey of the universe will most likely present the only viable
opportunity to improve over CMB constraints.
All three objectives described above could be achieved with a next-generation 21 cm experiment, which we designate a Stage II

experiment. Our fiducial configuration consists of a close-packed 256⇥256 array of 6m dishes, operating from 200 to 500MHz.
This configuration is an ambitious but realizable expansion over the current generation 21 cm experiments. Section 2.1 contains a
technical arguments motivating this particular choice of fiducial experimental parameters. The precise configuration of the array
and other experimental details are expected to evolve and be further developed depending on key science targets and experience
obtained with predecessors of a Stage II 21 cm experiment. However, having an explicit experiment allows us to make concrete
forecasts that set the context for further optimization.

The objectives outlined above directly follow from the ability of 21 cm emission to obtain a pristine picture of large-scale
structure with essentially no tracer shot-noise. In the following, we list some of the other new capabilities that will be enabled
by a Stage II experiment:

9

Univers potentiellement accessible à 21 cm

Cosmic Vision 21cm Collab, 2018, arXiv:1810.09572

https://arxiv.org/pdf/1810.09572.pdf
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HERA : Hydrogen Epoch of Reionisation Array
28/06/18 00:56 Technical Design – reionization.org

Page 1 of 3http://reionization.org/science/technical-design/

Technical Design

Dishes
HERA’s elements are 14 meter diameter parabolic dishes. They are constructed
on-site with low-cost commonly available materials such as wood and polymer
pipes. The main limiting factor in the use of a dish to observe the HI spectral line
signal are internal reflections which show up as spectral ripples. Internal
reflections on larger dishes have a faster spectral ripple.  The 14 meter diameter
is chosen by increasing the dish size until the time scale of reflections across the
dish approaches the spectral scales of the HI signal. With a collecting area of
150 square meters this dish has 40x the collecting area of a PAPER element
and 7x more than an MWA element.

The dishes are fixed to the ground observing the sky as it passes over and are
arranged in a densely packed hexaganal lattice with 32 outriggers which
increase the resolution by a factor of 4.  The dense packing provides an ultra-
complete sampling of incident flux, the repeating hexagonal pattern is optimized
for measuring spatial modes at very high signal to noise, while
also providing many redundant samples for calibrating at very high fidelity.
The hexagon pattern is split into three chunks offset by non-integer fractions of a
hex spacing. This smooths out the sampling function and improves the
calibratability of the outriggers.

The dishes are made of PVC pipe stays covered in wire mesh. The support pipes are fixed to the
center in a concrete cylinder and at the rim with wooden pillar supports. The feed is hung from three
equally spaced telephone poles which are arranged in an interstitial hexagonal lattice and are shared
by adjacent dishes.

28/06/18 00:56 Technical Design – reionization.org
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Technical Design

Dishes
HERA’s elements are 14 meter diameter parabolic dishes. They are constructed
on-site with low-cost commonly available materials such as wood and polymer
pipes. The main limiting factor in the use of a dish to observe the HI spectral line
signal are internal reflections which show up as spectral ripples. Internal
reflections on larger dishes have a faster spectral ripple.  The 14 meter diameter
is chosen by increasing the dish size until the time scale of reflections across the
dish approaches the spectral scales of the HI signal. With a collecting area of
150 square meters this dish has 40x the collecting area of a PAPER element
and 7x more than an MWA element.

The dishes are fixed to the ground observing the sky as it passes over and are
arranged in a densely packed hexaganal lattice with 32 outriggers which
increase the resolution by a factor of 4.  The dense packing provides an ultra-
complete sampling of incident flux, the repeating hexagonal pattern is optimized
for measuring spatial modes at very high signal to noise, while
also providing many redundant samples for calibrating at very high fidelity.
The hexagon pattern is split into three chunks offset by non-integer fractions of a
hex spacing. This smooths out the sampling function and improves the
calibratability of the outriggers.

The dishes are made of PVC pipe stays covered in wire mesh. The support pipes are fixed to the
center in a concrete cylinder and at the rim with wooden pillar supports. The feed is hung from three
equally spaced telephone poles which are arranged in an interstitial hexagonal lattice and are shared
by adjacent dishes.

Pober et al. ApJ 2014, arXiv:1310.7031

https://arxiv.org/abs/1310.7031
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R. Ansari et al.: 21 cm observation of LSS at z ⇠ 1

Table 1. 21 cm source brightness and detection limits.

A(m2) Tsys(K) S lim µJy
5000 50 66
5000 25 33

100 000 50 3.3
100 000 25 1.66
500 000 50 0.66
500 000 25 0.33

z dL(Mpc) S 21(µJy)
0.25 1235 175
0.50 2800 40
1.0 6600 9.6
1.5 10980 3.5
2.0 15710 2.5
2.5 20690 1.7

Notes. Left panel: sensitivity or source detection limit for 1-day inte-
gration time (86400 s) and 1-MHz frequency band. Right panel: 21 cm
brightness for sources containing 1010 M� of HI at di↵erent redshifts.

through the relation (Field 1959; Zaldarriaga et al. 2004):

T21(⇥, �(z)) =
3

32⇡
h
kB

A21 �
2
21 ⇥

c
H(z)

(1 + z)2 ⇥ nHI(⇥, z) (5)

where A21 = 2.85 10�15s�1 (Lang 1999) is the spontaneous 21
cm emission coe�cient, h the Planck constant, c the speed of
light, kB the Boltzmann constant, and H(z) the Hubble parameter
at the emission redshift. For a ⇤CDM universe and neglecting
radiation energy density, the Hubble parameter can be expressed
as

H(z) ' h100
h
⌦m(1 + z)3 +⌦⇤

i 1
2 ⇥ 100 km/s/Mpc. (6)

After introducing the HI mass fraction relative to the total baryon
mass fHI , the neutral hydrogen number density and the corre-
sponding 21 cm emission temperature can be written as a func-
tion of HI relative density fluctuations:

nHI(⇥, z(�)) = fHI (z) ⇥⌦B
⇢crit

mH
⇥

 
�⇢HI

⇢̄HI

(⇥, z) + 1
!

(7)

T21(⇥, �(z)) = T̄21(z) ⇥
 
�⇢HI

⇢̄HI

(⇥, z) + 1
!

(8)

where ⌦B and ⇢crit are the present-day mean baryon cosmolog-
ical and critical densities, respectively, mH the hydrogen atom
mass, and �⇢HI

⇢̄HI
the HI density fluctuations.

The present-day neutral hydrogen fraction fHI (0) present in
local galaxies has been measured to be ⇠ 1% of the baryon den-
sity (Zwaan et al. 2005)

⌦HI ' 3.5 10�4 ⇠ 0.008 ⇥⌦B.

The neutral hydrogen fraction is expected to increase with
redshift, as gas is used in star formation during galaxy for-
mation and evolution. Study of Lyman-↵ absorption indicates
a factor 3 increase in the neutral hydrogen fraction at z =
1.5 in the intergalactic medium (Wolf et al. 2005), compared
to its current value fHI (z = 1.5) ⇠ 0.025. The 21 cm
brightness temperature and the corresponding power spectrum
can be written as (Madau et al. 1997; Zaldarriaga et al. 2004;
Barkana & Loeb 2007)

PT21 (k) =
⇣
T̄21(z)

⌘2
P(k) (9)

T̄21(z) ' 0.084 mK
(1 + z)2 h100p
⌦m(1 + z)3 +⌦⇤

⌦B

0.044
fHI (z)
0.01

. (10)

Table 2 shows the mean 21 cm brightness temperature for the
standard ⇤CDM cosmology and either a constant HI mass frac-
tion fHI = 0.01, or linearly increasing fHI ' 0.008 ⇥ (1 + z).

Table 2. 21 cm brightness temperature (mK) at di↵erent redshifts.

z 0.25 0.5 1. 1.5 2. 2.5 3.
(a) T̄21 0.085 0.107 0.145 0.174 0.195 0.216 0.234
(b) T̄21 0.085 0.128 0.232 0.348 0.468 0.605 0.749

Notes. Mean 21 cm brightness temperature in mK for the stan-
dard ⇤CDM cosmology as a function of redshift: (a) Constant HI
mass fraction fHI (z) = 0.01 (b) Linearly increasing mass fraction
fHI (z) = 0.008(1 + z)
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Fig. 1. HI 21 cm emission power spectrum at redshifts z=1 (blue) and
z=2 (red), with neutral gas fraction fHI = 2%

Figure 1 shows the 21 cm emission power spectrum at sev-
eral redshifts, with a constant neutral fraction at 2% ( fHI =
0.02). The matter power spectrum has been computed using
the Eisenstein & Hu 1998 parametrization. The correspondence
with the angular scales is also shown for the standard WMAP
⇤CDM cosmology, according to the relation

✓k =
2⇡

k dA(z) (1 + z)
, k =

2⇡
✓k dA(z) (1 + z)

, (11)

where k is the comoving wave vector and dA(z) is the angular di-
ameter distance. The matter power spectrum P(k) has been mea-
sured using galaxy surveys, for example by SDSS and 2dF at low
redshift z . 0.3 (Cole et al. 2005; Tegmark et al. 2004). The 21
cm brightness power spectra PT21 (k) shown here are comparable
to the power spectrum measured from the galaxy surveys, once
the mean 21 cm temperature conversion factor

⇣
T̄21(z)

⌘2
, redshift

evolution, and di↵erent bias factors have been accounted for.

3. interferometric observations and P(k)

measurement sensitivity

3.1. Instrument response

We briefly introduce here the principles of interferomet-
ric observations and the definition of quantities useful
for our calculations. The interested reader may refer to
Thompson, Moran & Swenson (2001) for a detailed and com-
plete presentation of observation methods and signal processing
in radio astronomy. In astronomy we are usually interested in
measuring the sky emission intensity, I(⇥, �) in a given wave
band, as a function of the sky direction. In radio astronomy and

3

Intensité du signal HI à 21 cm



Carte Haslam à 408 MHz (synchrotron Galactic)
La température de brillance, en loi de puissance: ν^(-β) (β∼2.5)

400 MHz (z~2.5) → 710 MHz (z~1) → 950 MHz (z~0.5)
Tsync:  10 K → ~4 K → ~1.5 K

 

Signal HI : T21 < mK !

10 K 80 K Temp. T (Ech. Log)

http://lambda.gsfc.nasa.gov/

Les avant-plans



Des observations aux paramètres 
physiques



Etant donné un ensemble d’observations

❖ Quand se sont formées les premières étoiles ?

❖ Quel a été le spectre d’émission de ces étoiles ou objets lumineux ?

❖ Sur quelle période et comment s’est déroulée la réionisation ?

❖ Le spectre du fond de rayonnement cosmique a-t-il été modifié durant 
les âges sombres, à travers l’interaction avec la matière noire ?

❖ Quelle est l’histoire de l’expansion de l’univers ?

❖ L’effet de l’énergie noire sur l’évolution de l’univers et la formation des 
structures se distingue-t-il de l’effet d’une constante cosmologique Λ ?

❖ …



Formulation du problème

❖ Soit un ensemble d’observations D={di} , une hypothèse ou 
modèle H et éventuellement ses paramètres w 

❖ Il y a un lien probabiliste entre les observations et le modèle, 
soit de manière intrinsèque, soit à travers les imperfections 
des observations (erreurs de mesure)

P (D|Ha) P (D|Hb)

P (D|H, w)

P (Ha|D)

P (Hb|D)

P (w|D,H)



Approche Bayésienne
❖ On utilise le théorème de Bayes / approche fréquentiste

P (A|B) =
P (B|A)P (A)

P (B)

P (w|D,H) =

P (D|H, w)P (w|H)

P (D|H)

P (w|D) ' P (D|w)P (w)

wML = MaxwP (D|w)

❖ le lien entre l’hypothèse et les observations est souvent trop complexe pour 
l’utilisation directe des données brutes 

❖ Découpage de la chaîne d’analyse en plusieurs  étapes 

L = P (D|w) = ⇧iP (di|w)
logL =

X

i

log (P (di|w))



Filtrage linéaire 
❖ Estimation d’un signal à partir d’une mesure bruité : Filtrage de Wiener (simplifié) et 

ses variantes - données d(t) somme d’un signal a(t) et d’un bruit b(t)
❖ Estimation linéaire de a(t) à partir des données d(t) (convolution) - 

❖ Filtre H(z) dans le domaine de Laplace H(z) ou Fourier H(j ω) 
(signal et bruit indépendant, admettant une 

transformée de Fourier)

❖ Réponse linéaire + bruit (déconvolution) - Expression après discretisation 
sous forme matricielle - meilleur estimateur (minimise la variance de l’erreur)

d(t) = a(t) + n(t)

H(z) =
Sda(z)

Sdd(z)
H(j!) =

|Fa(j!)|2

|Fa(j!)|2 + |Fn(j!)|2

(d) = R . (a) + (n)

(â) = H . (d)

H =
�
R†N�1R

��1
R†N�1

N = h(n)† . (n)iwith



Dans le cas des observations interférométriques du signal à 21cm 
extragalactique 

❖ Traitement des mesures de visibilités Vij(ν, t) ( flot temporel) 

❖ suppression RFI, filtrage temps-fréquence, calibration …

❖ Reconstruction des cartes tridimensionnel du ciel Sky(α,δ,ν) à partir des 
visibilités 

❖ Séparation des composantes ou suppression des avant-plans 

❖  sur les cartes et/ou à partir des spectres de puissances 

❖ Calcul des spectres de puissances 

Visibilités

si(⌫) =

ZZ
dn̂ E(n̂, ⌫)Di(n̂,�)e

i(~kEM .~r)

Vij(⌫) = < si(⌫)sj(⌫)
⇤ >

L(n̂, ⌫) = Di(n̂, ⌫)D⇤
j (n̂, ⌫)

I(n̂, ⌫) = E(n̂, ⌫)E⇤(n̂, ⌫)

Vij(⌫) =

ZZ
dn̂ I(n̂, ⌫)L(n̂, ⌫)ei(~kEM . ~�rij)



Reconstruction des cartes 
(imagerie) en interférométrie



Des visibilités aux cartes
L(n̂, ⌫) = Di(n̂, ⌫)D⇤

j (n̂, ⌫)

I(n̂, ⌫) = E(n̂, ⌫)E⇤(n̂, ⌫)

Vij(⌫) =

ZZ
dn̂ I(n̂, ⌫)L(n̂, ⌫)ei(~kEM . ~�rij)

si(⌫) =

ZZ
dn̂ E(n̂, ⌫)Di(n̂,�)ei(~kEM .~r)

Vij(⌫) = < si(⌫)sj(⌫)⇤ >

n̂ ! (↵,�) �! (u, v)
I(↵,�, ⌫) �! I((u, v), ⌫)
L(↵,�, ⌫) �! L((u, v), ⌫)

Angular domain Angular frequency (u,v) plane

Vij(⌫ ! �) '
ZZ

dudv I((u, v), ⌫)L(u� �xij

�

, v � �yij

�

, ⌫)

Une mesure de visibilité correspond à une mesure (pondérée) dans le plan de Fourier (u,v)

➠ Utilisation de la transformée de Fourier (FFT) en vue de résoudre le problème 
de la reconstruction des cartes (Imagerie)

Signal du ciel réponse (lobe) 
d’antenne

Visibilité



Angular 
directions plane

α

β

Fourier plane (u,v)
(angular wave modes)

u

v

(u,v) plane response

u

v

Small circular antenna

Large circular antenna

2π D/λ

u

v Pair of receivers 
spatial separation (2π ∆x/λ, 2π ∆y/λ)

(2π ∆x/λ, 2π ∆y/λ)

(2π ∆x/λ, 0)(0, 0)



–Johnny Appleseed

“Type a quote here.” 
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uv-coverage for LOFAR LBA  (core only)

25 stations

4h synthesis

+45o

Slide borrowed from Ger de Bruyn (Astron/NL)

Problème: couverture du plan (u,v)
➠ Rotation synthesis  (suivi de source) 



Ça se complique: couverture incomplète, w-term, sans parler de 
la calibration …

2.6 Radio interferometer and imaging 33

Fig. 2.16 Top: (u,v,w) coordinate system, +w is perpendicular to the uv plane, +v points
to the local north, +u points to the local east. (u,v,w) = (x,y,z)/l is the baseline coordinate
in the unit of wavelength. Bottom: (l,m,n) coordinate system.

the cell dW can be written in (l,m,n) as

dW = sin(q)dqdj = J ·
p

l2 +m2 dl dm (2.55)

=
dl dmp

1� l2 �m2
(2.56)

Finally, Eq. (2.44) becomes

Vi j(u,v,w) =
Z

Ai j(l,m,n) I(l,m,n)e�i2p[ul+vm+w(n�1)] dl dmp
1� l2 �m2

(2.57)

For narrow field of view, i.e., l⇠0, m⇠0 thus w⇠1, Eq. (2.57) is approximately Fourier
transform

Vi j(u,v) =
Z

Ai j(l,m) I(l,m)e�i2p(ul+vm) dl dm (2.58)

where I0(l,m) = Ai j(l,m)I(l,m) for simplicity.
For a realistic antenna array, the number of baselines (i.e., (u,v,w) points) is limited,

but the sky (l,m,n) is continuous. Therefore, the limited observational visibility points are
samples of the continuous visibility

Vi j(u,v) = S(u,v) ·F [I0(l,m)] = F [W (l,m)⌦ I0(l,m)] (2.59)
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and the synthetic beam of the interferometer is definded as

Asyn(~n) =
N

Â
i=1

N

Â
j=1

Bi(~n)B⇤
j(~n)e

�i~k~ri j =
N

Â
i=1

N

Â
j=1

h
Bi(~n)e�i~k~ri

ih
B j(~n)e�i~k~r j

i⇤

=

"
N

Â
i=1

Bi(~n)e�i~k~ri

#"
N

Â
i=1

Bi(~n)e�i~k~ri

#⇤
=

�����

N

Â
i=1

Bi(~n)e�i~k~ri

�����

2

(2.47)

Fig. 2.15 shows the synthetic beam of two units interferometer. If the distance between
two antennas is larger than the size of single one, the resolution of the synthetic beam is
obviously improved than that of the latter, but the sidelobe of the synthetic beam is larger
due to incomplete uv coverage.

The visibility in (u,v,w) and the map in direction cosine (l,m,n) is a two-dimensional
Fourier pair in the case of a small field of view. In this case, the visibility can be transformed
into two-dimensional inverse Fourier transform to obtain the sky (dirty) map.

For the direction cosine (l,m,n) coordinates which are shown in Fig. 2.16

l = cos(a) , m = cos(b ) , n = cos(g) =
p

1� l2 �m2 (2.48)

and a spherical coordinate (q ,j) whose +~z k+~w, thus g = q , then

cos(q) =
p

1� l2 �m2 (2.49)

sin(q) =
p

l2 +m2 (2.50)

cos(j) =

s
l2

l2 +m2 (2.51)

and their derivatives

d[sin(q)] =
p

1� l2 �m2 dq =
ldl +mdmp

l2 +m2
(2.52)

d[tan(j)] =
dj

cos2(j)
=

ldm�mdl
l2 (2.53)

Using such a Jacobian determinant

J =

�����

∂q
∂ l

∂q
∂m

∂j
∂ l

∂j
∂m

�����=
1p

l2 +m2
p

1� l2 �m2
(2.54)
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Fig. 2.16 Top: (u,v,w) coordinate system, +w is perpendicular to the uv plane, +v points
to the local north, +u points to the local east. (u,v,w) = (x,y,z)/l is the baseline coordinate
in the unit of wavelength. Bottom: (l,m,n) coordinate system.

the cell dW can be written in (l,m,n) as

dW = sin(q)dqdj = J ·
p

l2 +m2 dl dm (2.55)

=
dl dmp

1� l2 �m2
(2.56)

Finally, Eq. (2.44) becomes

Vi j(u,v,w) =
Z

Ai j(l,m,n) I(l,m,n)e�i2p[ul+vm+w(n�1)] dl dmp
1� l2 �m2

(2.57)

For narrow field of view, i.e., l⇠0, m⇠0 thus w⇠1, Eq. (2.57) is approximately Fourier
transform

Vi j(u,v) =
Z

Ai j(l,m) I(l,m)e�i2p(ul+vm) dl dm (2.58)

where I0(l,m) = Ai j(l,m)I(l,m) for simplicity.
For a realistic antenna array, the number of baselines (i.e., (u,v,w) points) is limited,

but the sky (l,m,n) is continuous. Therefore, the limited observational visibility points are
samples of the continuous visibility

Vi j(u,v) = S(u,v) ·F [I0(l,m)] = F [W (l,m)⌦ I0(l,m)] (2.59)

Offringa et al. MNRAS 2014, arXiv:1407.1943

WSClean: a fast, generic wide-field imager 7
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Figure 3. 13-min MWA observation of supernova remnants Vela and Puppis A with a centre frequency of 149 MHz. Left: normal projection centred on
Puppis A, right: phase-rotated to zenith to reduce w-values, recentred on Puppis A during imaging. Both Stokes-I images have been made with WSCLEAN
using the Cotton-Schwab clean algorithm. No beam correction was applied. Imaging computing cost was 60 min for the normal projected image and 41 min
for the recentred image.

Figure 4. Stokes I (left panel, total power) and Stokes V (right panel, circular polarisation) images of PSR J0437-4715, demonstrating the full-polarisation
beam correction capability for MWA observations with WSCLEAN. This observation was performed in drift-scan mode with a centre frequency of 154 MHz.
The pulsar (centre of image) displays 17% circular polarisation. Due to inaccuracies in the current beam model, other (unpolarised) sources show ⇠1% leakage
into Stokes V.

Earth rotation, and only works because all tiles have the same beam.
To apply the same method on heterogeneous arrays such as LO-
FAR, each set of correlations with a different combination of sta-
tion beams will have to be imaged separately, which will increase
the cost of the algorithm excessively unless an a-projection kernel
is used. The AWIMAGER uses an intermediate method, and corrects
a common dipole factor in image space and the phased-array beam
factor in uv-space, which allows the gridding kernel to be smaller
compared to correcting both in uv-space (Tasse et al. 2013).

3.4 Gridding

A gridding convolution kernel improves the accuracy of gridding
in uv-space (Schwab 1983). A common kernel function is a win-
dowed sinc function, which acts as a low-pass filter. This decreases
the flux of sources outside the FOV, and thus helps to attenuate
aliased ghost sources and sidelobes (Offringa et al. 2012a). By su-
persampling, a convolution kernel also makes it possible to place

samples more accurately at their uv position, thereby lowering
decorrelation.

The prolate spheroidal wave function (PSWF) is generally
considered to be the optimal windowing function for gridding
(Jackson et al. 1991). CASA’s gridder implementation convolves
samples with a PSWF of seven pixels total width during gridding.
When using a variable kernel size, a PSWF is quite complicated
and computationally expensive to calculate. WSCLEAN currently
uses a Kaiser-Bessel (KB) window function, which is easy and fast
to compute, and is a good approximation of the PSWF (Jackson
et al. 1991).

The type of window function has no effect on the gridding per-
formance, but the size of the kernel affects gridding performance
quadratically. Fig. 5 shows that this quadratic relation becomes sig-
nificant for kernel sizes ' 10 pixels. Decreasing the kernel size
to values below seven pixels has little effect on performance, be-
cause for small kernels the visibility-reading rate is lower than the
gridding rate. We have not noticed much benefit of larger kernels

c
� 2014 RAS, MNRAS 000, 1–14

Observations des 
SNR Vella et 
Puppis, avec 

MWA @ 149 MHz 

https://arxiv.org/pdf/1407.1943.pdf


C. Tasse: Applying full polarization A-Projection to very wide fields of view instruments 9

Fig. 4. This figure shows the dramatic effect of the LOFAR phased array beams for a simulated dataset. Specifically,
the visibilities have been generated taking into account (i) the individual antennas, (ii) their projection on the sky and
(iii) the beam-forming step (the scalar array factor). The top-left image shows the deconvolved sky as estimated with
a traditional imager not taking into account time-frequency direction dependent effects. The top-right and bottom-
left have been generated by taking into account the array factor only and both array factor and the element beam
respectively. The bottom right panel shows the input flux densities are correctly recovered.

est off-axis source, and the dynamic range reaches 1 : 230.
In the second image we have used our implementation of
A-Projection taking into account the array factor only.
Taking that effect into account the effect of the lower the
residual visibility levels on each individual baselines and
the dynamic range reaches ∼ 1 : 3.400. In the third image

we have taken into account all the LOFAR beam effects:
the individual antenna sensitivity, their spatially varying
projection, and the array factor. The dynamic range in-
creases to ∼ 1 : 12.0009

9 It seems the output images of our imager is presently lim-
ited at ∼ 10−4 accuracy for some numerical precision prob-
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Abstract. The aimed high sensitivities and large fields of view of the new generation of interferometers impose
to reach high dynamic range of order ∼1:106 to 1:108 in the case of the Square Kilometer Array. The main
problem is the calibration and correction of the Direction Dependent Effects (DDE) that can affect the electro-
magnetic field (antenna beams, ionosphere, Faraday rotation, etc.). As shown earlier the A-Projection is a fast
and accurate algorithm that can potentially correct for any given DDE in the imaging step. With its very wide
field of view, low operating frequency (∼ 30 − 250 MHz), long baselines, and complex station-dependent beam
patterns, the Low Frequency Array (LOFAR) is certainly the most complex SKA precursor. In this paper we
present a few implementations of A-Projection applied to LOFAR that can deal with non-unitary station beams
and non-diagonal Mueller matrices. The algorithm is designed to correct for all the DDE, including individual
antenna, projection of the dipoles on the sky, beam forming and ionospheric effects. We describe a few important
algorithmic optimizations related to LOFAR’s architecture allowing us to build a fast imager. Based on simulated
datasets we show that A-Projection can give dramatic dynamic range improvement for both phased array beams
and ionospheric effects. We will use this algorithm for the construction of the deepest extragalactic surveys,
comprising hundreds of days of integration.

1. Introduction: LOFAR and the direction
dependent effects

With the building or development of many large radio tele-
scopes (LOFAR, EVLA, ASKAP, MeerKAT, MWA, SKA,
e-Merlin), radio astronomy is undergoing a period of rapid
development. New issues arise with the development of
these new types of interferometer, and the approximations
applicable to the older generation of instruments are not
valid anymore. Specifically, they have wide fields of view
and will be seriously affected by the Direction Dependent
Effects (DDE). Dealing with the DDE in the framework
of calibration and imaging represents an unavoidable chal-
lenge, on both the theoretical, numerical and technical as-
pects of the problem (see Bhatnagar 2009, for a detailed
review of the problems associated with calibration and
wide field imaging in the presence of DDE).

This is particularly true for the Low Frequency Array
(LOFAR). It is an instrument that observes in a mostly
unexplored frequency range (ν ! 240 MHz), and will be
one of the largest radio telescopes ever built in terms of
collecting area. LOFAR’s design is built on a combina-

tion of phased array and interferometer (see de Vos et al.
(2009) for a description of the LOFAR system). It is made
of 40 stations in the Netherlands, and 8 international sta-
tions (5 in Germany, 1 in France, England, and Sweden).
The High Band Antenna stations (110-240 MHz, HBA
hereafter) are made of 24 to 96 tiles of 4×4 antenna coher-
ently summed, while the Low Band Antenna (10-80 MHz,
LBA) are clustered in groups of 96 elements. At the station
level, the signals from the individual antennas or tiles (in
the cases of LBA and HBA respectively) are phased and
summed by the beamformer. This step amounts to forming
a virtual antenna pointing at the targeted field location.
The data is transported from the various stations of the
LOFAR array to the correlator. The whole process and the
pipeline architecture have been described in more details
in Heald et al. (2010). LOFAR is affected by many com-

plex baseline-time-frequency4 dependent DDE, consisting
mainly of the antenna/station beams and the ionosphere,
which varies on angular scales of degrees and time scales
of ∼ 10 minutes and ∼ 30 seconds respectively. We cur-
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As pointed out above, the variance of masked map is lower by
a factor fsky compared to the corresponding full map. In order to
make the noise power spectra comparable for the di�erent configu-
rations, all the noise power spectra shown in this paper are rescaled
according to C

noise(`)⇥(1/ fsky), where C

noise(`) is computed from
eq. 29.

3.7 Filtering in (`,m) space and angular masking

Once the sky spherical harmonic coe�cients are computed by the
map making process described above, it is possible to apply addi-
tional filters, either in the Fourier space ((`,m) plane) or angular
space. These filters can be used for example to decrease the noise
level in the final sky map, by ignoring or damping modes with high
noise, the noise variance matrix being the key tool to design such
filters. Another possible application would be to correct the instru-
ment response frequency dependence, in which case the R matrix
or the full response matrix R

m

would be the key tool.
Finally, optimal filters for component separation and cosmo-

logical signal extraction could be designed by the simultaneous
use of the instrument response, noise covariance matrix, statistical
knowledge of the signal and the foregrounds. The discussion of such
optimal filtering methods is beyond the scope of this paper. Here, we
will apply a simple mask with sharp edges in declination to define
precisely the fiducial sky region, and we also consider two simple
noise-reduction filters described below.

The first simple filter we consider is W1(`,m), which uses the
noise variance matrix �2

I .

W1(`,m) =
8><>:

1, if �2
I (`,m) < �2

thr;
1

�2
I (`,m)

, if �2
I (`,m) > �2

thr.

The threshold �2
thr is defined as K �2

min where �2
min denotes the

minimum value of the noise variance matrix, and K a constant
factor. A value of K = 50 has been used for the examples shown in
this paper. This filter suppresses modes with very large errors.

A second filter we consider is the weight function W2(`), in-
dependent of m. This second weight function is used to reject high
noise modes at high ` near the edge of instrument sensitivity re-
gion, and also the low ` modes when the autocorrelation signal is
not used:

W2(`) =

8>>>>><>>>>>:

 
1 + e

`�`A
�`A

!�1
, With � AutoCorr;

 
1 + e

`�`A
�`A

!�1
⇥

 
1 + e

`B�`
�`B

!�1
, No � AutoCorr.

The filter parameter `
A

,�`
A

, `
B

,�`
B

are determined empirically.
For the case of PAON-4, `

A

= 440 , �`
A

= 15, `
B

= 90 , �`
B

=

10. For the Tianlai circular dish array case (`
A

= 1050 , �`
A

= 15,
`
B

= 120 , �`
B

= 10) .

4 APPLICATION TO PAON-4

In this section, we apply the formalism developed in the last section
to the PAON-4 case, and also compare it with the compact 2⇥2 array
and a large single dish. In order to provide clues for understanding
a given instrument response and the impact of various parameters,
we first discuss the features of response matrices R

m

,R in few
specific cases, in particular a non-compact 2 ⇥ 2 array. This will
also illustrate why we choose the very compact array layout for
PAON-4 and Tianlai.

4.1 Beams and response matrix features

The antenna pair beam patterns are the key elements to understand
the complete instrument response. Figure 2 shows the beam patterns
L(`,m) for a few configurations (baselines and declinations) for
dishes with e�ective diameter De� = 4.5 m and � = 21 cm. The
top-left panel of Fig. 2 shows the single dish auto-correlation with
the antenna axis pointed due south to the equator (� = 0). We see
that the beam pattern covers a triangular shaped area in the (`,m)
space centred at m = 0. Due to pointing to the equator, the beam
coverage extends to the maximum allowed m value, i.e. m = `. For
pointing to an arbitrary direction defined by the declination �, the
bound would actually be m = ` cos �. As expected, we can see also
that the beam falls o� beyond `max ⇠ 2⇡De�/� ⇠ 135.

For cross correlations, we expect the beam in (`,m) space to
be centred at (`,m) = (2⇡ |u |, 2⇡u cos �), where u ⌘ (u, v,w) is the
baseline vector in wavelength units. For an antenna pair separated
by an east-west (EW) baseline, the beam has a crescent shape,
with m ⇡ ` cos � and centred at (`0 ⇠ 2⇡u,m ⇠ `0 cos �). This
is shown on the bottom left and bottom right panels, for an east-
west baseline with length dsep = 7m and for declinations � = 0� and
� = 60� respectively. By contrast, the north-south (NS) baseline (top
right panel) is only mildly sensitive to the sky intensity variations
along the EW direction; the beam pattern is centred at m = 0 and
`0 ⇠ 2⇡dsep/� ⇠ 210, the extension along m-direction (�mmax <
m < +mmax) is given by the dish size m

max

⇠ 2⇡De�/� ⇠ 135.
To gain a better sense of the reconstruction, we plot in Fig.3 the

R
m

matrix for a single dish with e�ective diameter De� = 4.5 m
observing in transit mode. We have shown two matrices for m = 40,
the left panel corresponding to a survey of ⇠ 10� declination band
in the range 35� . � . 45�, while the right panel shows the R

m

for a wider ⇠ 25� survey in the range 35� . � . 60�. We can see
that the ` response starts at a minimum `-value corresponding to
m/ cos �min, equal to ` ⇠ 49 for m = 40 and �min = 35� and extends
up to ` ⇠ 135, determined by the dish size. The width of the diagonal
band which determines the ` resolution, starts by decreasing, going
through a minimum around ` = m/cos�max (` ⇠ 80 here) and then
increases reaching its maximum near the end of ` sensitivity range.
As expected, one can see that the ` resolution gets enhanced by a
wider declination coverage, when comparing the R

m

matrix shown
on the right panel (�� ⇠ 25�) with the left panel (�� ⇠ 10�). The
response matrix becomes diagonal for a survey covering the full
sky.

Below, we shall analyse the core response matrix R which
gathers the diagonal terms of R

m

(Eq. 27). As an example, let
us consider a 2 ⇥ 2 array here, where four dishes of 5-m diameter
similar to those used in PAON-4 are arranged on the four corners of a
square, with the side length of the square to be 15 m. The visibility of
the two diagonal baselines are related by complex conjugate in the
(`,m) space: VSE�NW(`,m) = VSW�NE(`,�m) = V

†
SW�NE(`,m),

so in Fig.4 we will see these two baselines appear to occupy the
same region in the (`,m) space.

To show how R(`,m) matrix will look like for the transit obser-
vation of a narrow strip along a constant declination line, as would
be achieved by a single pointing of the dish array, and show also the
e�ect of observations at di�erent declinations, we plot the R matrix
in logarithmic colour scale in Fig. 4, for two constant declination
scans, one at �1 = 35�230 and another at �2 = 59�230. These two
declinations correspond to the edges of the sky region that would
be covered by the PAON-4 observations. We can easily see on the
figure two sets of covered regions, corresponding to the two declina-
tions. Each baseline for each pointing covers one distinct region in
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As pointed out above, the variance of masked map is lower by
a factor fsky compared to the corresponding full map. In order to
make the noise power spectra comparable for the di�erent configu-
rations, all the noise power spectra shown in this paper are rescaled
according to C

noise(`)⇥(1/ fsky), where C

noise(`) is computed from
eq. 29.

3.7 Filtering in (`, m) space and angular masking

Once the sky spherical harmonic coe�cients are computed by the
map making process described above, it is possible to apply addi-
tional filters, either in the Fourier space ((`, m) plane) or angular
space. These filters can be used for example to decrease the noise
level in the final sky map, by ignoring or damping modes with high
noise, the noise variance matrix being the key tool to design such
filters. Another possible application would be to correct the instru-
ment response frequency dependence, in which case the R matrix
or the full response matrix R

m

would be the key tool.
Finally, optimal filters for component separation and cosmo-

logical signal extraction could be designed by the simultaneous
use of the instrument response, noise covariance matrix, statistical
knowledge of the signal and the foregrounds. The discussion of such
optimal filtering methods is beyond the scope of this paper. Here, we
will apply a simple mask with sharp edges in declination to define
precisely the fiducial sky region, and we also consider two simple
noise-reduction filters described below.

The first simple filter we consider is W1(`, m), which uses the
noise variance matrix �2

I .

W1(`, m) =
8><>:

1, if �2
I (`, m) < �2

thr;
1

�2
I (`,m)

, if �2
I (`, m) > �2

thr.

The threshold �2
thr is defined as K �2

min where �2
min denotes the

minimum value of the noise variance matrix, and K a constant
factor. A value of K = 50 has been used for the examples shown in
this paper. This filter suppresses modes with very large errors.

A second filter we consider is the weight function W2(`), in-
dependent of m. This second weight function is used to reject high
noise modes at high ` near the edge of instrument sensitivity re-
gion, and also the low ` modes when the autocorrelation signal is
not used:

W2(`) =

8>>>>><>>>>>:

 
1 + e

`�`A
�`A

!�1
, With � AutoCorr;

 
1 + e

`�`A
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!�1
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1 + e
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�`B

!�1
, No � AutoCorr.

The filter parameter `
A

,�`
A

, `
B

,�`
B

are determined empirically.
For the case of PAON-4, `

A

= 440 , �`
A

= 15, `
B

= 90 , �`
B

=

10. For the Tianlai circular dish array case (`
A

= 1050 , �`
A

= 15,
`
B

= 120 , �`
B

= 10) .

4 APPLICATION TO PAON-4

In this section, we apply the formalism developed in the last section
to the PAON-4 case, and also compare it with the compact 2⇥2 array
and a large single dish. In order to provide clues for understanding
a given instrument response and the impact of various parameters,
we first discuss the features of response matrices R

m

, R in few
specific cases, in particular a non-compact 2 ⇥ 2 array. This will
also illustrate why we choose the very compact array layout for
PAON-4 and Tianlai.

4.1 Beams and response matrix features

The antenna pair beam patterns are the key elements to understand
the complete instrument response. Figure 2 shows the beam patterns
L(`, m) for a few configurations (baselines and declinations) for
dishes with e�ective diameter De� = 4.5 m and � = 21 cm. The
top-left panel of Fig. 2 shows the single dish auto-correlation with
the antenna axis pointed due south to the equator (� = 0). We see
that the beam pattern covers a triangular shaped area in the (`, m)
space centred at m = 0. Due to pointing to the equator, the beam
coverage extends to the maximum allowed m value, i.e. m = `. For
pointing to an arbitrary direction defined by the declination �, the
bound would actually be m = ` cos �. As expected, we can see also
that the beam falls o� beyond `max ⇠ 2⇡De�/� ⇠ 135.

For cross correlations, we expect the beam in (`, m) space to
be centred at (`, m) = (2⇡ |u |, 2⇡u cos �), where u ⌘ (u, v, w) is the
baseline vector in wavelength units. For an antenna pair separated
by an east-west (EW) baseline, the beam has a crescent shape,
with m ⇡ ` cos � and centred at (`0 ⇠ 2⇡u, m ⇠ `0 cos �). This
is shown on the bottom left and bottom right panels, for an east-
west baseline with length dsep = 7m and for declinations � = 0� and
� = 60� respectively. By contrast, the north-south (NS) baseline (top
right panel) is only mildly sensitive to the sky intensity variations
along the EW direction; the beam pattern is centred at m = 0 and
`0 ⇠ 2⇡dsep/� ⇠ 210, the extension along m-direction (�mmax <
m < +mmax) is given by the dish size m

max

⇠ 2⇡De�/� ⇠ 135.
To gain a better sense of the reconstruction, we plot in Fig.3 the

R
m

matrix for a single dish with e�ective diameter De� = 4.5 m
observing in transit mode. We have shown two matrices for m = 40,
the left panel corresponding to a survey of ⇠ 10� declination band
in the range 35� . � . 45�, while the right panel shows the R

m

for a wider ⇠ 25� survey in the range 35� . � . 60�. We can see
that the ` response starts at a minimum `-value corresponding to
m/ cos �min, equal to ` ⇠ 49 for m = 40 and �min = 35� and extends
up to ` ⇠ 135, determined by the dish size. The width of the diagonal
band which determines the ` resolution, starts by decreasing, going
through a minimum around ` = m/cos�max (` ⇠ 80 here) and then
increases reaching its maximum near the end of ` sensitivity range.
As expected, one can see that the ` resolution gets enhanced by a
wider declination coverage, when comparing the R

m

matrix shown
on the right panel (�� ⇠ 25�) with the left panel (�� ⇠ 10�). The
response matrix becomes diagonal for a survey covering the full
sky.

Below, we shall analyse the core response matrix R which
gathers the diagonal terms of R

m

(Eq. 27). As an example, let
us consider a 2 ⇥ 2 array here, where four dishes of 5-m diameter
similar to those used in PAON-4 are arranged on the four corners of a
square, with the side length of the square to be 15 m. The visibility of
the two diagonal baselines are related by complex conjugate in the
(`, m) space: VSE�NW(`, m) = VSW�NE(`, �m) = V

†
SW�NE(`, m),

so in Fig.4 we will see these two baselines appear to occupy the
same region in the (`, m) space.

To show how R(`, m) matrix will look like for the transit obser-
vation of a narrow strip along a constant declination line, as would
be achieved by a single pointing of the dish array, and show also the
e�ect of observations at di�erent declinations, we plot the R matrix
in logarithmic colour scale in Fig. 4, for two constant declination
scans, one at �1 = 35�230 and another at �2 = 59�230. These two
declinations correspond to the edges of the sky region that would
be covered by the PAON-4 observations. We can easily see on the
figure two sets of covered regions, corresponding to the two declina-
tions. Each baseline for each pointing covers one distinct region in
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As pointed out above, the variance of masked map is lower by
a factor fsky compared to the corresponding full map. In order to
make the noise power spectra comparable for the di�erent configu-
rations, all the noise power spectra shown in this paper are rescaled
according to C

noise(`)⇥(1/ fsky), where C

noise(`) is computed from
eq. 29.

3.7 Filtering in (`, m) space and angular masking

Once the sky spherical harmonic coe�cients are computed by the
map making process described above, it is possible to apply addi-
tional filters, either in the Fourier space ((`, m) plane) or angular
space. These filters can be used for example to decrease the noise
level in the final sky map, by ignoring or damping modes with high
noise, the noise variance matrix being the key tool to design such
filters. Another possible application would be to correct the instru-
ment response frequency dependence, in which case the R matrix
or the full response matrix R

m

would be the key tool.
Finally, optimal filters for component separation and cosmo-

logical signal extraction could be designed by the simultaneous
use of the instrument response, noise covariance matrix, statistical
knowledge of the signal and the foregrounds. The discussion of such
optimal filtering methods is beyond the scope of this paper. Here, we
will apply a simple mask with sharp edges in declination to define
precisely the fiducial sky region, and we also consider two simple
noise-reduction filters described below.

The first simple filter we consider is W1(`, m), which uses the
noise variance matrix �2

I .

W1(`, m) =
8><>:

1, if �2
I (`, m) < �2

thr;
1

�2
I (`,m)

, if �2
I (`, m) > �2

thr.

The threshold �2
thr is defined as K �2

min where �2
min denotes the

minimum value of the noise variance matrix, and K a constant
factor. A value of K = 50 has been used for the examples shown in
this paper. This filter suppresses modes with very large errors.

A second filter we consider is the weight function W2(`), in-
dependent of m. This second weight function is used to reject high
noise modes at high ` near the edge of instrument sensitivity re-
gion, and also the low ` modes when the autocorrelation signal is
not used:

W2(`) =

8>>>>><>>>>>:
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=

10. For the Tianlai circular dish array case (`
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= 1050 , �`
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= 15,
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4 APPLICATION TO PAON-4

In this section, we apply the formalism developed in the last section
to the PAON-4 case, and also compare it with the compact 2⇥2 array
and a large single dish. In order to provide clues for understanding
a given instrument response and the impact of various parameters,
we first discuss the features of response matrices R

m

, R in few
specific cases, in particular a non-compact 2 ⇥ 2 array. This will
also illustrate why we choose the very compact array layout for
PAON-4 and Tianlai.

4.1 Beams and response matrix features

The antenna pair beam patterns are the key elements to understand
the complete instrument response. Figure 2 shows the beam patterns
L(`, m) for a few configurations (baselines and declinations) for
dishes with e�ective diameter De� = 4.5 m and � = 21 cm. The
top-left panel of Fig. 2 shows the single dish auto-correlation with
the antenna axis pointed due south to the equator (� = 0). We see
that the beam pattern covers a triangular shaped area in the (`, m)
space centred at m = 0. Due to pointing to the equator, the beam
coverage extends to the maximum allowed m value, i.e. m = `. For
pointing to an arbitrary direction defined by the declination �, the
bound would actually be m = ` cos �. As expected, we can see also
that the beam falls o� beyond `max ⇠ 2⇡De�/� ⇠ 135.

For cross correlations, we expect the beam in (`, m) space to
be centred at (`, m) = (2⇡ |u |, 2⇡u cos �), where u ⌘ (u, v, w) is the
baseline vector in wavelength units. For an antenna pair separated
by an east-west (EW) baseline, the beam has a crescent shape,
with m ⇡ ` cos � and centred at (`0 ⇠ 2⇡u, m ⇠ `0 cos �). This
is shown on the bottom left and bottom right panels, for an east-
west baseline with length dsep = 7m and for declinations � = 0� and
� = 60� respectively. By contrast, the north-south (NS) baseline (top
right panel) is only mildly sensitive to the sky intensity variations
along the EW direction; the beam pattern is centred at m = 0 and
`0 ⇠ 2⇡dsep/� ⇠ 210, the extension along m-direction (�mmax <
m < +mmax) is given by the dish size m

max

⇠ 2⇡De�/� ⇠ 135.
To gain a better sense of the reconstruction, we plot in Fig.3 the

R
m

matrix for a single dish with e�ective diameter De� = 4.5 m
observing in transit mode. We have shown two matrices for m = 40,
the left panel corresponding to a survey of ⇠ 10� declination band
in the range 35� . � . 45�, while the right panel shows the R

m

for a wider ⇠ 25� survey in the range 35� . � . 60�. We can see
that the ` response starts at a minimum `-value corresponding to
m/ cos �min, equal to ` ⇠ 49 for m = 40 and �min = 35� and extends
up to ` ⇠ 135, determined by the dish size. The width of the diagonal
band which determines the ` resolution, starts by decreasing, going
through a minimum around ` = m/cos�max (` ⇠ 80 here) and then
increases reaching its maximum near the end of ` sensitivity range.
As expected, one can see that the ` resolution gets enhanced by a
wider declination coverage, when comparing the R

m

matrix shown
on the right panel (�� ⇠ 25�) with the left panel (�� ⇠ 10�). The
response matrix becomes diagonal for a survey covering the full
sky.

Below, we shall analyse the core response matrix R which
gathers the diagonal terms of R

m

(Eq. 27). As an example, let
us consider a 2 ⇥ 2 array here, where four dishes of 5-m diameter
similar to those used in PAON-4 are arranged on the four corners of a
square, with the side length of the square to be 15 m. The visibility of
the two diagonal baselines are related by complex conjugate in the
(`, m) space: VSE�NW(`, m) = VSW�NE(`, �m) = V

†
SW�NE(`, m),

so in Fig.4 we will see these two baselines appear to occupy the
same region in the (`, m) space.

To show how R(`, m) matrix will look like for the transit obser-
vation of a narrow strip along a constant declination line, as would
be achieved by a single pointing of the dish array, and show also the
e�ect of observations at di�erent declinations, we plot the R matrix
in logarithmic colour scale in Fig. 4, for two constant declination
scans, one at �1 = 35�230 and another at �2 = 59�230. These two
declinations correspond to the edges of the sky region that would
be covered by the PAON-4 observations. We can easily see on the
figure two sets of covered regions, corresponding to the two declina-
tions. Each baseline for each pointing covers one distinct region in
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Figure 1. The PAON-4 interferometer configuration (left), the regular 4⇥ 4 array (centre) and the circular Tianlai array configuration with 16 dishes (right).

The method can be extended easily to the case of polarised sky, as
shown by Shaw et al. (2015). This is briefly discussed in Appendix
B.

The Visibility V
ij

⌘< s

⇤
i

⇥ s

j

> is the short time average
cross correlation of output voltage from a pair of antennae or feeds
s

i

, s

j

, located at positions ri, rj with �rij = rj � ri:

s

i

=

ZZ

E(n̂)D
i

(n̂) eik·ri
dn̂ (2)

V
ij

=

ZZ

I(n̂)D⇤
i

(n̂)D
j

(n̂) ek·�rij
dn̂ (3)

where D
i

, D

j

denotes the complex response function of each feed,
k = � i2⇡⌫

c

n is electromagnetic wave vector at the observation
frequency ⌫ and c the speed of light. For arrays with identical feeds
pointed to the same sky direction, D

i

(n̂) = D

j

(n̂) = D(n̂), and
the visibility expression reduces to

V
ij

=

ZZ

I(n̂)L(n̂) ek·�rij
dn̂ (4)

where L(n̂) = D

⇤
D is the antenna primary beam or response in

intensity.

3.1 Classical radio interferometry

In what we refer here as classical radio interferometry, in the sense
that it is familiar to the majority of radio astronomers, a set of iden-
tical antennas are used to observe a small region of sky, usually to
obtain a high resolution image of a source. During the observation
period all the antennae track the source, compensating the Earth
rotation. The source intensity I(n̂, t) and beam response L(n̂, t)
generally varies with time. However, even in the case of constant
sources and constant telescope primary beams, the baseline delay
k ·�r(t) would still vary with time, due to the rotation of the base-
line generated by the rotation of the Earth with respect to the inertial
frame of space, as shown in the variation of celestial coordinates of
the baseline direction.

For observations with small field of view, it is possible to use
the flat sky approximation in the vicinity of the source. For a copla-
nar array and using the small angle approximation (omitting the so
called w-term), the visibility is given by

V(u0, v0) =

ZZ

I(⇠, ⌘)L(⇠, ⌘) e2i⇡(⇠u
0

+⌘v

0

)
d⇠ d⌘ (5)

where (u0, v0) = (�x/�,�y/�) is the coordinates of the baseline
vector in wavelength units, and ⇠, ⌘ denotes the direction cosines

of the baseline vector with respect to the reference point. The vis-
ibility in this approximation is simply the Fourier transform of
the sky seen by a single antenna I(⇠, ⌘) ⇥ L(⇠, ⌘) for the angu-
lar frequencies (u0, v0). Given the number of available baselines
in a real array, and that the baselines of such an array are usu-
ally large compared to the antenna size, the (u, v) frequency plane
is only sparsely sampled at any moment. However, each baseline
changes as the antennae follow the source direction on the sky, the
(u0, v0) follows an arc-shaped track in the (u, v) plane, enhancing
greatly the frequency plane sampling. It is possible to obtain a local
sky map (dirty map) around the targeted position using an inverse
Fourier transform. Additional processing is required to correct and
compensate for the partial coverage of the angular frequencies. Iter-
ative deconvolution algorithms, e.g. CLEAN (Högbom 1974; Clark
1980), are applied to recover the map of the sky (Sault & Oosterloo
2007). Map of a large area of sky can be obtained by mosaick-
ing of small areas(Kim 2007; McEwen & Scaife 2008). However,
if the field of view is large, the w-term can not be neglected. A
number of formalisms have been developed to deal with this, such
as faceting (Cornwell & Perley 1992), 3D Fourier transform (Per-
ley 1999), w-projection (Cornwell et al. 2008), A-projection(Tasse
et al. 2013), w-stacking (Offringa et al. 2014), etc. Other refine-
ment of the CLEAN method have also been developed, such as
the the software holography (Morales & Matejek 2009) which can
deal with direction-dependent beam effects in large field of view
interferometer arrays. Its application to the analysis of MWA ob-
servations can be found in (Sullivan et al. 2012).

3.2 Non-tracking transit interferometers

For interferometers operating in the transit mode, the baselines do
not change with time in the ground coordinates, at least during
an observation period spanning a sidereal day, but the visibilities
recorded as a function of time correspond to observation of differ-
ent parts of the sky. We will work in the equatorial coordinates, with
right ascension ↵ and declination �. We also introduce the spherical
coordinates (✓,'), with ✓ = ⇡/2 � � and ' = ↵. The earth ro-
tation makes the beams time dependent and the effect corresponds
to a shift of the beams L

ij

(n̂) by an offset angle ↵

p

(t) along the
right ascension direction:

↵

p

(t) = !

e

t t : sidereal time (6)
L

ij

(n̂, t) = L

ij

((✓,'), t) = L

ij

(✓,'� ↵

p

(t)) (7)

where !
e

is the Earth angular rotation rate (2⇡/24 sidereal hours).
In the celestial coordinates, the visibility of a baseline at any
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given time corresponds to the convolution of sky with the beam
pattern for this baseline L

ij

(n̂, t). Indeed, using discrete time and
discrete angular directions on the sky and using [] to denote vec-
tors, we can write the vector of visibilities for all baselines and for
all observation times as a function of the unknown discretized sky
[I(n̂)] and the noise vector:

[V
ij

(t)] = L
ij

(t)⇥ [I(n̂)] + [n
ij

(t)] (8)

The beam matrix L encodes both the array response and the sky
scan strategy, L

ij

(t) ⇠ D

⇤
i

(n̂, t)D
j

(n̂, t)eik·�r
ij . Considering

the visibilities for a single narrow frequency band, the L matrix has
Npixel columns, and N

t

(number of time sample) ⇥N

b

(number of
baseline) rows. Npixel corresponds to the total number of pixels in
sky. If far side lobes can be neglected, one can use a partial map
of the sky, limited to the observed region, hence decreasing the
Npixel and the L matrix size, The determination of the unknown
sky I(n̂) is then the solution of a standard inverse linear problem.
There are however two difficulties for solving the above equation.
First, the dimension of the matrix L is very large, typically 105 ⇥
106 for the current generation of experiment, and can reach 106 ⇥
107 for the next generation experiments which are being planned,
if the intensity mapping method proves successful. Indeed, the sky
brightness unknown vector will have a size of 105 for a resolution
of a fraction of a degree, determining the number of columns of the
L matrix. CHIME and Tianlai will have ⇠ 103 baselines and &
103 time samples over 24 hours of observations, leading to & 106

rows for the L. Secondly, for many array configurations and sky
observation strategies, the linear problem is under-determined and
a solution can not be unambiguously determined.

As already shown by Shaw et al. (2014), by working in the
space of spherical harmonic coefficients and taking advantage of
the full circle transit observation strategy foreseen for the inten-
sity mapping experiments, the problem can be reduced to a much
smaller set of independent linear systems, one for each spherical
m-mode. The beam pattern associated to each visibility measure-
ment (pair of antenna) is a complex function ( L

ij

(n̂, t) 2 C ),
and the baseline enters its expression through the phase factor. Its
time dependence for transit observations is discussed below. Ex-
panding in spherical harmonics and omitting the time dependence
of the beam,

I(n̂) =

+1
X

`=0

+`

X

m=�`

I
`,m

Y

`,m

(n̂) (9)

L

ij

(n̂) = D

⇤
i

(n̂)D
j

(n̂) eik�rij (10)

=

+1
X

`=0

+`

X

m=�`

L
ij

(`,m)Y
`,m

(n̂) (11)

The spherical harmonics Y

`,m

are defined through the Legendre
associated polynomials Pm

`

(n̂) for which we use the normalisation
convention of Driscoll & Healy (1994)

Y

`,m

(n̂) =

s

(2`+ 1)

4⇡

(`�m)!

(`+m)!
P

m

`

(cos ✓)eim'

The sky brightness temperature is real, for which the spherical
harmonic coefficients satisfy the following symmetry relations,

I(n̂) 2 R ! I

⇤ = I �! I(`,�m) = (�1)m I⇤(`,m).

Given the orthogonality of Spherical Harmonics when inte-
grated over the whole sky, we can express the visibility for a given
time t as a sum over the spherical harmonics coefficients. Expand-

ing both I(n̂) and L

ij

(n̂, t) in spherical harmonics, use the orthog-
onality and the above symmetry relation, we obtain

V
ij

(t) =

ZZ

I(n̂)L
ij

(n̂, t) dn̂ (12)

=

+1
X

m=�1

+1
X

`=|m|

(�1)m I(`,m)L
ij

(`,�m, t) (13)

Notice that we have exchanged the order of the two sums, over `
and m. The spherical harmonics coefficients of the rotated/shifted
beams can be written as:

L
ij

(`,m, t) = L0
ij

(`,m) e�im↵

p

(t) (14)

where L0
ij

(`,m) denotes the beam spherical harmonics coefficients
for the reference (t = 0) pointing, i.e the antenna axis pointing
toward ↵ = 0 right ascension. In the following, we will omit the
0 superscript in the beam coefficients. L

ij

(`,m) denotes simply
the beam for the reference right ascension ↵

p

= 0. The recorded
visibilities as a function of right ascension ↵

p

can then be expressed
as:

V
ij

(↵
p

) =

+1
X

m=�1

+1
X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) eim↵

p (15)

We recognise the expression as a Fourier transform for the periodic
function V

ij

(↵
p

); as the feed response vanishes for large enough
` (L

ij

(`,m) ! 0 for ` > `max), we can write the following re-
lation satisfied by the visibility Fourier coefficients Ṽ

ij

(m), com-
puted from a set a regularly time sampled visibility measurements.

Ṽ
ij

(m) =

+`

max

X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) (16)

The m-mode of the visibility for both positive and negative m
(±m) is given by sky spherical harmonics coefficients of the same
m,

Ṽ
ij

(m) =

+`

max

X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) (17)

Ṽ⇤
ij

(�m) =

+`

max

X

`=|m|

I(`,m)L⇤
ij

(`,m) (18)

The full linear system of Eq. (8) can thus be decomposed into a
set of much smaller (103⇥103) independent linear system, one for
each m, with mmax = `max. The beam matrix L has indeed a block
diagonal structure in the harmonic space. Grouping all array base-
lines together in a vector, and taking into account the noise con-
tribution, the visibility measurement equation in the Fourier space
can be written in matrix form as:

h

Ṽ
i

m

= L
m

⇥ [I(`)]
m

+ [ñ]
m

(19)

The sky spherical harmonics coefficient for a given m and for
m  `  `max are grouped in the sky vector [I(`)]

m

. We will
consider only positive m values (0  m  `max) for the linear
systems defined above, the two visibility measurements for ±m of
equations 17 and 18 will be represented by two rows of the ma-
trix L

m

. This matrix will thus have `max columns and 2⇥ nbeams

rows. The total number of beams nbeams will be more precisely de-
fined in the next paragraph. The [ñ]

m

represent the noise contribu-
tion vector to the m-mode visibilities, corresponding to the Fourier
transform of time domain noise.
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given time corresponds to the convolution of sky with the beam
pattern for this baseline L

ij

(n̂, t). Indeed, using discrete time and
discrete angular directions on the sky and using [] to denote vec-
tors, we can write the vector of visibilities for all baselines and for
all observation times as a function of the unknown discretized sky
[I(n̂)] and the noise vector:

[V
ij

(t)] = L
ij

(t) ⇥ [I(n̂)] + [n
ij

(t)] (8)

The beam matrix L encodes both the array response and the sky
scan strategy, L

ij

(t) ⇠ D

⇤
i

(n̂, t)D
j

(n̂, t)eik·�r
ij . Considering

the visibilities for a single narrow frequency band, the L matrix has
Npixel columns, and N

t

(number of time sample) ⇥N

b

(number of
baseline) rows. Npixel corresponds to the total number of pixels in
sky. If far side lobes can be neglected, one can use a partial map
of the sky, limited to the observed region, hence decreasing the
Npixel and the L matrix size, The determination of the unknown
sky I(n̂) is then the solution of a standard inverse linear problem.
There are however two difficulties for solving the above equation.
First, the dimension of the matrix L is very large, typically 105 ⇥
106 for the current generation of experiment, and can reach 106 ⇥
107 for the next generation experiments which are being planned,
if the intensity mapping method proves successful. Indeed, the sky
brightness unknown vector will have a size of 105 for a resolution
of a fraction of a degree, determining the number of columns of the
L matrix. CHIME and Tianlai will have ⇠ 103 baselines and &
103 time samples over 24 hours of observations, leading to & 106

rows for the L. Secondly, for many array configurations and sky
observation strategies, the linear problem is under-determined and
a solution can not be unambiguously determined.

As already shown by Shaw et al. (2014), by working in the
space of spherical harmonic coefficients and taking advantage of
the full circle transit observation strategy foreseen for the inten-
sity mapping experiments, the problem can be reduced to a much
smaller set of independent linear systems, one for each spherical
m-mode. The beam pattern associated to each visibility measure-
ment (pair of antenna) is a complex function ( L

ij

(n̂, t) 2 C ),
and the baseline enters its expression through the phase factor. Its
time dependence for transit observations is discussed below. Ex-
panding in spherical harmonics and omitting the time dependence
of the beam,

I(n̂) =

+1
X

`=0

+`

X

m=�`

I
`,m

Y

`,m

(n̂) (9)

L

ij

(n̂) = D

⇤
i

(n̂)D
j

(n̂) eik�rij (10)

=

+1
X

`=0

+`

X

m=�`

L
ij

(`,m)Y
`,m

(n̂) (11)

The spherical harmonics Y

`,m

are defined through the Legendre
associated polynomials Pm

`

(n̂) for which we use the normalisation
convention of Driscoll & Healy (1994)

Y

`,m

(n̂) =

s

(2` + 1)

4⇡

(` � m)!

(` +m)!
P

m

`

(cos ✓)eim'

The sky brightness temperature is real, for which the spherical
harmonic coefficients satisfy the following symmetry relations,

I(n̂) 2 R ! I

⇤ = I �! I(`,�m) = (�1)m I⇤(`,m).

Given the orthogonality of Spherical Harmonics when inte-
grated over the whole sky, we can express the visibility for a given
time t as a sum over the spherical harmonics coefficients. Expand-

ing both I(n̂) and L

ij

(n̂, t) in spherical harmonics, use the orthog-
onality and the above symmetry relation, we obtain

V
ij

(t) =

ZZ

I(n̂)L
ij

(n̂, t) dn̂ (12)

=

+1
X

m=�1

+1
X

`=|m|

(�1)m I(`,m)L
ij

(`,�m, t) (13)

Notice that we have exchanged the order of the two sums, over `

and m. The spherical harmonics coefficients of the rotated/shifted
beams can be written as:

L
ij

(`,m, t) = L0
ij

(`,m) e�im↵

p

(t) (14)

where L0
ij

(`,m) denotes the beam spherical harmonics coefficients
for the reference (t = 0) pointing, i.e the antenna axis pointing
toward ↵ = 0 right ascension. In the following, we will omit the
0 superscript in the beam coefficients. L

ij

(`,m) denotes simply
the beam for the reference right ascension ↵

p

= 0. The recorded
visibilities as a function of right ascension ↵

p

can then be expressed
as:

V
ij

(↵
p

) =

+1
X

m=�1

+1
X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) eim↵

p (15)

We recognise the expression as a Fourier transform for the periodic
function V

ij

(↵
p

); as the feed response vanishes for large enough
` (L

ij

(`,m) ! 0 for ` > `max), we can write the following re-
lation satisfied by the visibility Fourier coefficients Ṽ

ij

(m), com-
puted from a set a regularly time sampled visibility measurements.

Ṽ
ij

(m) =

+`

max

X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) (16)

The m-mode of the visibility for both positive and negative m
(±m) is given by sky spherical harmonics coefficients of the same
m,

Ṽ
ij

(m) =

+`

max

X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) (17)

Ṽ⇤
ij

(�m) =

+`

max

X

`=|m|

I(`,m)L⇤
ij

(`,m) (18)

The full linear system of Eq. (8) can thus be decomposed into a
set of much smaller (103 ⇥103) independent linear system, one for
each m, with mmax = `max. The beam matrix L has indeed a block
diagonal structure in the harmonic space. Grouping all array base-
lines together in a vector, and taking into account the noise con-
tribution, the visibility measurement equation in the Fourier space
can be written in matrix form as:

h

Ṽ
i

m

= L
m

⇥ [I(`)]
m

+ [ñ]
m

(19)

The sky spherical harmonics coefficient for a given m and for
m  `  `max are grouped in the sky vector [I(`)]

m

. We will
consider only positive m values (0  m  `max) for the linear
systems defined above, the two visibility measurements for ±m of
equations 17 and 18 will be represented by two rows of the ma-
trix L

m

. This matrix will thus have `max columns and 2 ⇥ nbeams

rows. The total number of beams nbeams will be more precisely de-
fined in the next paragraph. The [ñ]

m

represent the noise contribu-
tion vector to the m-mode visibilities, corresponding to the Fourier
transform of time domain noise.
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given time corresponds to the convolution of sky with the beam
pattern for this baseline L

ij

(n̂, t). Indeed, using discrete time and
discrete angular directions on the sky and using [] to denote vec-
tors, we can write the vector of visibilities for all baselines and for
all observation times as a function of the unknown discretized sky
[I(n̂)] and the noise vector:

[V
ij

(t)] = L
ij

(t) ⇥ [I(n̂)] + [n
ij

(t)] (8)

The beam matrix L encodes both the array response and the sky
scan strategy, L

ij

(t) ⇠ D

⇤
i

(n̂, t)D
j

(n̂, t)eik·�r
ij . Considering

the visibilities for a single narrow frequency band, the L matrix has
Npixel columns, and N

t

(number of time sample) ⇥N

b

(number of
baseline) rows. Npixel corresponds to the total number of pixels in
sky. If far side lobes can be neglected, one can use a partial map
of the sky, limited to the observed region, hence decreasing the
Npixel and the L matrix size, The determination of the unknown
sky I(n̂) is then the solution of a standard inverse linear problem.
There are however two difficulties for solving the above equation.
First, the dimension of the matrix L is very large, typically 105 ⇥
106 for the current generation of experiment, and can reach 106 ⇥
107 for the next generation experiments which are being planned,
if the intensity mapping method proves successful. Indeed, the sky
brightness unknown vector will have a size of 105 for a resolution
of a fraction of a degree, determining the number of columns of the
L matrix. CHIME and Tianlai will have ⇠ 103 baselines and &
103 time samples over 24 hours of observations, leading to & 106

rows for the L. Secondly, for many array configurations and sky
observation strategies, the linear problem is under-determined and
a solution can not be unambiguously determined.

As already shown by Shaw et al. (2014), by working in the
space of spherical harmonic coefficients and taking advantage of
the full circle transit observation strategy foreseen for the inten-
sity mapping experiments, the problem can be reduced to a much
smaller set of independent linear systems, one for each spherical
m-mode. The beam pattern associated to each visibility measure-
ment (pair of antenna) is a complex function ( L

ij

(n̂, t) 2 C ),
and the baseline enters its expression through the phase factor. Its
time dependence for transit observations is discussed below. Ex-
panding in spherical harmonics and omitting the time dependence
of the beam,

I(n̂) =

+1
X

`=0

+`

X

m=�`

I
`,m

Y

`,m

(n̂) (9)
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ij

(n̂) = D

⇤
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(n̂)D
j

(n̂) eik�rij (10)

=

+1
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`=0

+`

X

m=�`

L
ij

(`,m)Y
`,m

(n̂) (11)

The spherical harmonics Y

`,m

are defined through the Legendre
associated polynomials Pm

`

(n̂) for which we use the normalisation
convention of Driscoll & Healy (1994)

Y

`,m

(n̂) =

s

(2` + 1)

4⇡

(` � m)!

(` +m)!
P

m

`

(cos ✓)eim'

The sky brightness temperature is real, for which the spherical
harmonic coefficients satisfy the following symmetry relations,

I(n̂) 2 R ! I

⇤ = I �! I(`,�m) = (�1)m I⇤(`,m).

Given the orthogonality of Spherical Harmonics when inte-
grated over the whole sky, we can express the visibility for a given
time t as a sum over the spherical harmonics coefficients. Expand-

ing both I(n̂) and L

ij

(n̂, t) in spherical harmonics, use the orthog-
onality and the above symmetry relation, we obtain

V
ij

(t) =

ZZ

I(n̂)L
ij

(n̂, t) dn̂ (12)

=

+1
X

m=�1

+1
X

`=|m|

(�1)m I(`,m)L
ij

(`,�m, t) (13)

Notice that we have exchanged the order of the two sums, over `

and m. The spherical harmonics coefficients of the rotated/shifted
beams can be written as:

L
ij

(`,m, t) = L0
ij

(`,m) e�im↵

p

(t) (14)

where L0
ij

(`,m) denotes the beam spherical harmonics coefficients
for the reference (t = 0) pointing, i.e the antenna axis pointing
toward ↵ = 0 right ascension. In the following, we will omit the
0 superscript in the beam coefficients. L

ij

(`,m) denotes simply
the beam for the reference right ascension ↵

p

= 0. The recorded
visibilities as a function of right ascension ↵

p

can then be expressed
as:

V
ij

(↵
p

) =

+1
X

m=�1

+1
X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) eim↵

p (15)

We recognise the expression as a Fourier transform for the periodic
function V

ij

(↵
p

); as the feed response vanishes for large enough
` (L

ij

(`,m) ! 0 for ` > `max), we can write the following re-
lation satisfied by the visibility Fourier coefficients Ṽ

ij

(m), com-
puted from a set a regularly time sampled visibility measurements.

Ṽ
ij

(m) =

+`

max

X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) (16)

The m-mode of the visibility for both positive and negative m
(±m) is given by sky spherical harmonics coefficients of the same
m,

Ṽ
ij

(m) =

+`

max

X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) (17)

Ṽ⇤
ij

(�m) =

+`

max

X

`=|m|

I(`,m)L⇤
ij

(`,m) (18)

The full linear system of Eq. (8) can thus be decomposed into a
set of much smaller (103 ⇥103) independent linear system, one for
each m, with mmax = `max. The beam matrix L has indeed a block
diagonal structure in the harmonic space. Grouping all array base-
lines together in a vector, and taking into account the noise con-
tribution, the visibility measurement equation in the Fourier space
can be written in matrix form as:

h

Ṽ
i

m

= L
m

⇥ [I(`)]
m

+ [ñ]
m

(19)

The sky spherical harmonics coefficient for a given m and for
m  `  `max are grouped in the sky vector [I(`)]

m

. We will
consider only positive m values (0  m  `max) for the linear
systems defined above, the two visibility measurements for ±m of
equations 17 and 18 will be represented by two rows of the ma-
trix L

m

. This matrix will thus have `max columns and 2 ⇥ nbeams

rows. The total number of beams nbeams will be more precisely de-
fined in the next paragraph. The [ñ]

m

represent the noise contribu-
tion vector to the m-mode visibilities, corresponding to the Fourier
transform of time domain noise.
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Sky reconstruction from transit visibilities:PAON-4 and Tianlai Dish Array 5

given time corresponds to the convolution of sky with the beam
pattern for this baseline L

ij

(n̂, t). Indeed, using discrete time and
discrete angular directions on the sky and using [] to denote vec-
tors, we can write the vector of visibilities for all baselines and for
all observation times as a function of the unknown discretized sky
[I(n̂)] and the noise vector:

[V
ij

(t)] = L
ij

(t) ⇥ [I(n̂)] + [n
ij

(t)] (8)

The beam matrix L encodes both the array response and the sky
scan strategy, L

ij

(t) ⇠ D

⇤
i

(n̂, t)D
j

(n̂, t)eik·�r
ij . Considering

the visibilities for a single narrow frequency band, the L matrix has
Npixel columns, and N

t

(number of time sample) ⇥N

b

(number of
baseline) rows. Npixel corresponds to the total number of pixels in
sky. If far side lobes can be neglected, one can use a partial map
of the sky, limited to the observed region, hence decreasing the
Npixel and the L matrix size, The determination of the unknown
sky I(n̂) is then the solution of a standard inverse linear problem.
There are however two difficulties for solving the above equation.
First, the dimension of the matrix L is very large, typically 105 ⇥
106 for the current generation of experiment, and can reach 106 ⇥
107 for the next generation experiments which are being planned,
if the intensity mapping method proves successful. Indeed, the sky
brightness unknown vector will have a size of 105 for a resolution
of a fraction of a degree, determining the number of columns of the
L matrix. CHIME and Tianlai will have ⇠ 103 baselines and &
103 time samples over 24 hours of observations, leading to & 106

rows for the L. Secondly, for many array configurations and sky
observation strategies, the linear problem is under-determined and
a solution can not be unambiguously determined.

As already shown by Shaw et al. (2014), by working in the
space of spherical harmonic coefficients and taking advantage of
the full circle transit observation strategy foreseen for the inten-
sity mapping experiments, the problem can be reduced to a much
smaller set of independent linear systems, one for each spherical
m-mode. The beam pattern associated to each visibility measure-
ment (pair of antenna) is a complex function ( L

ij

(n̂, t) 2 C ),
and the baseline enters its expression through the phase factor. Its
time dependence for transit observations is discussed below. Ex-
panding in spherical harmonics and omitting the time dependence
of the beam,

I(n̂) =

+1
X

`=0

+`

X

m=�`

I
`,m

Y

`,m

(n̂) (9)

L

ij

(n̂) = D

⇤
i

(n̂)D
j

(n̂) eik�rij (10)

=

+1
X

`=0

+`

X

m=�`

L
ij

(`,m)Y
`,m

(n̂) (11)

The spherical harmonics Y

`,m

are defined through the Legendre
associated polynomials Pm

`

(n̂) for which we use the normalisation
convention of Driscoll & Healy (1994)

Y

`,m

(n̂) =

s

(2` + 1)

4⇡

(` � m)!

(` +m)!
P

m

`

(cos ✓)eim'

The sky brightness temperature is real, for which the spherical
harmonic coefficients satisfy the following symmetry relations,

I(n̂) 2 R ! I

⇤ = I �! I(`,�m) = (�1)m I⇤(`,m).

Given the orthogonality of Spherical Harmonics when inte-
grated over the whole sky, we can express the visibility for a given
time t as a sum over the spherical harmonics coefficients. Expand-

ing both I(n̂) and L

ij

(n̂, t) in spherical harmonics, use the orthog-
onality and the above symmetry relation, we obtain

V
ij

(t) =

ZZ

I(n̂)L
ij

(n̂, t) dn̂ (12)

=

+1
X

m=�1

+1
X

`=|m|

(�1)m I(`,m)L
ij

(`,�m, t) (13)

Notice that we have exchanged the order of the two sums, over `

and m. The spherical harmonics coefficients of the rotated/shifted
beams can be written as:

L
ij

(`,m, t) = L0
ij

(`,m) e�im↵

p

(t) (14)

where L0
ij

(`,m) denotes the beam spherical harmonics coefficients
for the reference (t = 0) pointing, i.e the antenna axis pointing
toward ↵ = 0 right ascension. In the following, we will omit the
0 superscript in the beam coefficients. L

ij

(`,m) denotes simply
the beam for the reference right ascension ↵

p

= 0. The recorded
visibilities as a function of right ascension ↵

p

can then be expressed
as:

V
ij

(↵
p

) =

+1
X

m=�1

+1
X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) eim↵

p (15)

We recognise the expression as a Fourier transform for the periodic
function V

ij

(↵
p

); as the feed response vanishes for large enough
` (L

ij

(`,m) ! 0 for ` > `max), we can write the following re-
lation satisfied by the visibility Fourier coefficients Ṽ

ij

(m), com-
puted from a set a regularly time sampled visibility measurements.

Ṽ
ij

(m) =

+`

max

X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) (16)

The m-mode of the visibility for both positive and negative m
(±m) is given by sky spherical harmonics coefficients of the same
m,

Ṽ
ij

(m) =

+`

max

X

`=|m|

(�1)m I(`,m)L
ij

(`,�m) (17)

Ṽ⇤
ij

(�m) =

+`

max

X

`=|m|

I(`,m)L⇤
ij

(`,m) (18)

The full linear system of Eq. (8) can thus be decomposed into a
set of much smaller (103 ⇥103) independent linear system, one for
each m, with mmax = `max. The beam matrix L has indeed a block
diagonal structure in the harmonic space. Grouping all array base-
lines together in a vector, and taking into account the noise con-
tribution, the visibility measurement equation in the Fourier space
can be written in matrix form as:

h

Ṽ
i

m

= L
m

⇥ [I(`)]
m

+ [ñ]
m

(19)

The sky spherical harmonics coefficient for a given m and for
m  `  `max are grouped in the sky vector [I(`)]

m

. We will
consider only positive m values (0  m  `max) for the linear
systems defined above, the two visibility measurements for ±m of
equations 17 and 18 will be represented by two rows of the ma-
trix L

m

. This matrix will thus have `max columns and 2 ⇥ nbeams

rows. The total number of beams nbeams will be more precisely de-
fined in the next paragraph. The [ñ]

m

represent the noise contribu-
tion vector to the m-mode visibilities, corresponding to the Fourier
transform of time domain noise.
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Il faut résoudre un système linéaire - mais de très grande taille : 
2. 10^6  x 2. 10^7  , pour une carte de ciel de 10’ de résolution, 24 heures d’observation 

avec un interféromètre de 50 éléments !
Astuce : décomposer sur la base des harmoniques sphériques, les différents 

modes m sont alors indépendants , pour des observations en mode transit de 24 
heures (couverture complète Est-Ouest)

Shaw et al. 2014, arXiv:1302.0327

Zhang, Ansari et al. 2016, arXiv:1302.0327

https://arxiv.org/pdf/1302.0327.pdf
https://arxiv.org/pdf/1606.03090.pdf


Reconstruction des cartes (Imagerie): décomposition en modes-
m des harmoniques sphériques (II)

Set of visibilities 
(vector)

Vector representing 
the sky brightness

Matrix encoding 
instrument response 

scan strategy

noise 
(vector)

adaptation d’un Slide par J. Zhang, 
soutenance de doctorat



Reconstruction des cartes (Imagerie): décomposition en modes-
m des harmoniques sphériques (III)

Hminversion adaptation d’un Slide par J. Zhang, 
soutenance de doctorat

La décomposition en modes-m des harmoniques sphériques permet de transformer 
l’énorme matrice L en une matrice bloc diagonal - la taille de chaque bloc est alors 10^3 - 
10^4 fois plus petite que la matrice originale (méthode applicable pour des observations 

ayant une couverture Est-Ouest complète



Carte reconstruite pour une observation du ciel autour du pôle 
nord céleste avec Tianlai (Simulation)

Applying high pass filter  
to the LAB map

Reconstructed map  
with filtering 

The difference between  
left and center 

adaptation d’un Slide par J. Zhang, 
soutenance de doctorat

Zhang, Ansari et al. 2016, arXiv:1302.0327

https://arxiv.org/pdf/1606.03090.pdf


Carte reconstruite pour des observations avec CHIME 
(réflecteurs cylindriques - Simulations)
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Figure 2. This plot illustrates the foreground removal process in action on simulations of the foregrounds-only (top row) and signal-only
(bottom row). Each plot has two elements, an image of the 400MHz frequency slice on top, and beneath, a cut through the celestial equator
(from 270–300 degrees) showing the frequency axis. The left-most column shows the original simulations on the sky. The band appearing
in the foreground frequency slice is the galactic plane. The middle column shows the maximum likelihood map that we would make from
the measured visibilities without subtracting the low S/F modes. The maps are blank below � = �45� because this area is always below
the horizon for the telescope at a latitude of 45�. The final column shows the maps made after the foreground removal process (in this case
we have discarded modes with S/F < 10). This leaves a clear correspondence between the original signal simulation and the foreground
subtracted signal, whilst leaving the foreground residuals over 20 times smaller in amplitude.

simulate time-streams from separate realisations of the
signal and foregrounds using Equation (17), and project
them through the filtering process to make maps. The
visibilities are filtered using vclean = R̄Rv, and then are
turned into a 3D map using Equation (20). In Figure 2
we show the original simulation, the map made from the
unfiltered visibilities, and the map made from the fore-
ground filtered visibilities. The simulated signal and fore-
ground maps are described in Appendix B. Note that the
foreground maps are not simply realisations of the model
used to generate the foreground filter — unlike the input
model they are both non- gaussian and anisotropic. Fig-
ure 2 clearly illustrates how the foreground amplitude
is dramatically reduced by the process, whilst the sig-
nal retains its overall character. Though the foreground
residuals are clearly highest in the galactic centre, even
these are significantly lower than the filtered signal.

6. FISHER ANALYSIS

In the previous section we have demonstrated that the
Karhunen-Loève transform gives an e↵ective method for
removing foregrounds. Though a visual inspection of
Figure 2 suggests that the 21 cm signal is largely un-
touched, we would like to be able to quantify how much
useful information remains. In this section we will use
the Fisher matrix (see Dodelson 2003, chap. 11 for an
overview) to forecast power spectrum errors, for the same
telescope, with and without foreground removal.
After projection into the reduced eigenbasis, let us as-

sume that the remaining modes follow a complex gaus-
sian distribution with zero mean. This assumption
should be reasonable provided we have successfully re-
moved the modes containing any significant foreground
contribution. In this case the Fisher Information matrix

Shaw et al. 2014, arXiv:1302.0327

https://arxiv.org/pdf/1302.0327.pdf


Séparation des composantes / 
soustraction des avant-plans



Les avant-plans (synchroton Galactique et sources radio)

• Compare with CORA

Total foreground

17

Angular
power
spectrum

Our model: diffuse+source

CORA: diffuse+sourceOur model: diffuse

Slide(s) par Q. Huang, soutenance de doctorat

• Radio	source	data
• NVSS	(1.4	GHz)	+	SUMSS	(843	MHz)
• Similar	angular	resolution:	~45’’
• Similar	sensitivity:	~mJy
• Combination	is	full	sky

• Diffuse	emission	data

NVSS SUMSS

10MHz 22MHz 45MHz 85MHz 150MHz

408MHz 1420MHz 2.3GHz 12

Used	data

• Introduction

• High	resolution	foreground	model

• 21cm	extraction	by	filtering
• Lunar	orbit	interferometer	imaging
• PAON-4	data	analysis
• Summary

10

Foregroundmodel

Radio sourcemodel Diffuse emissionmodel

Bright source Faint source Synchrotron Free-free

NVSS+SUMSS Rayleigh-Lévy random	walk 8 maps Planck+WMAPmaps



Avant-plan Radio (GSM) @ 720 MHz (z=1.) - Kelvin K
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Synchrotron et signal 21cm, évolution 
en fréquence …

✤ Exploiter la dépendance 
spectrale des avants-plans 
(spectre en loi de 
puissance ∝ ν^β) du rayt. 
synchrotron et des radio 
sources  

✤ Effets instrumentaux 
(mode mixing)  
propagation des erreurs 
de soustraction …

21 cm LSS + 
foregrounds

power law 
subtracted 

21 cm LSS signal
R. Ansari 



Mode%Mixing%Frequency dependent beams

Low frequency

High frequency
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Mode%Mixing%Frequency dependent beams
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Illustration  par 
Kris Sigurdson

UBC  

En radio, la forme de la 
réponse (lobe) d’antenne 

est dominée par le 
phénomène de diffraction 

( δθ ∼ λ/D = c/(ν D) ) 
La réponse instrumentale a 
donc une forte dépendance 

avec la longueur d’onde 
(ou la fréquence) L(ν)

Cette réponse L(ν) est donc à 
l’origine d’un 

Couplage des modes de variation 
transverse k⊥ et longitudinal k∥



Mario&Santos&(UWC),&ICTP,&Trieste&2015&

Blind(foreground(subtracGon(

•  Tested(3(different(methods(for(IM:(
–  LOS&fidng:(choose(adQhoc(smooth(funcGons.(Usually(polynomial(fivng(in(logQ

log(space.(
–  PCA:(uncorrelated(sources(maximizing(the(variance.(Diagonalize(νQcovariance(

and(subtract(principal(eigenvectors.(
–  ICA:(independent(sources(maximizing(the(variance.(Find(independent(sources(

by(maximizing(nonQGaussianity.((See(Wolz(et(al.(ArXiv:(1310.8144(for(a(first(
applicaGon(to(IM).(Equivalent(to(PCA(for(Gaussian(foregrounds.(

•  Specs:(5(foregrounds,(SKA1QMID(setup,(Gaussian(noise,(frequency(
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(See(also:(Gleser(et(al.(2008,(Liu(et(al.(2009,(Ricciardi(et(al.,(2010,(Harker(et(al.(2009,(
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R. Ansari et al.: 21 cm observation of LSS at z ⇠ 1
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Fig. 11. Comparison of the original 21 cm LSS temperature map @ 884 MHz (z ⇠ 0.6), smoothed with 25 arc.min (FWHM) beam
(top), and the recovered LSS map, after foreground subtraction for Model-I (GSM) (bottom), for the instrument configuration (a),
11 ⇥ 11 packed array interferometer. Notice the di↵erence between the temperature color scales (mK) for the top and bottom maps.

we used for the redshifts z = 0.5, 1.0 and 1.5 respectively
kmax = 0.145 h Mpc�1, 0.18 h Mpc�1 and 0.23 h Mpc�1.

Figure 14 shows the result of the fit for one of these simu-
lations. Figure 15 histograms the recovered values of kBAO? and
kBAOk for 100 simulations. The widths of the two distributions
give an estimate of the statistical errors.

In addition, in the fitting procedure, both the parameters
modeling the signal A, ⌧, ↵ and the parameter correcting the
noise power spectrum (a0, a1) are floated to take into account
the possible ignorance of the signal shape and the uncertainties
in the computation of the noise power spectrum. In this way, we
can correct possible imperfections and the systematic uncertain-
ties are directly propagated to statistical errors on the relevant
parameters kBAO? and kBAOk. By subtracting the fitted noise con-
tribution to each simulation, the baryonic oscillations are clearly
observed, for instance, on Fig. 16.

In our comparison of the various configurations, we have
considered the following cases for �z = 0.5 slices with 0.25 <
z < 2.75.

– Simulation without electronics noise: the statistical errors on
the power spectrum are directly related to the number of
modes in the surveyed volume V corresponding to �z = 0.5
slice with the solid angle ⌦tot = 1 ⇡ sr. The number of mode

z 0.5 1.0 1.5 2.0 2.5
Pnoise mK2 (Mpc/h)3 8.5 35 75 120 170

Table 6. Instrument or electronic noise spectral power Pnoise for
a N = 400 dish interferometer with Tsys = 50 K and tobs = 1
year to survey ⌦tot = ⇡ sr

N�k in the wave number interval �k can be written as:

V =
c

H(z)
�z ⇥ (1 + z)2d2

A⌦tot N�k =
V

4⇡2 k2�k (39)

– Noise: we add the instrument noise as a constant term Pnoise
as described in Eq. 29. Table 6 gives the white noise level
for Tsys = 50K and one year total observation time to survey
⌦tot = 1 ⇡ sr.

– Noise with transfer function: we take into account of the in-
terferometer and radio foreground subtraction represented as
the measured P(k) transfer function T (k) (section 4.3), as
well as instrument noise Pnoise.

Table 7 summarizes the result. The errors both on kBAO? and
kBAOk decrease as a function of redshift for simulations without
electronic noise because the volume of the universe probed is
larger. Once we apply the electronics noise, each slice in red-
shift give comparable results. Finally, after applying the full re-
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Ansari et al. A&A 2012, arXiv:0709.3672

Soustraction des émissions d’avant-plans en supposant que celles-ci suivent une loi de 
puissance (indice variable) - Ajustement de l’intensité et de l’indice spectral sur les 

observations, pour chaque direction. Prise en compte de la réponse instrumentale et du 
bruit (Tsys) - Configuration instrumentale: réseau de 11x11=121 réflecteurs 

R. Ansari et al.: 21 cm observation of LSS at z ⇠ 1
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Fig. 12. Ratio of the reconstructed or extracted 21cm power spectrum, after foreground removal, to the initial 21 cm power spectrum,
T(k) = Prec

21 (k)/P21(k), at z ⇠ 0.6, for the instrument configuration (a), 11 ⇥ 11 packed array interferometer. Left: GSM/Model-I ,
right: Haslam+NVSS/Model-II.
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Fig. 14. 1D projection of the power spectrum for one simulation.
The HI power spectrum is divided by an envelop curve P(k)re f
corresponding to the power spectrum without baryonic oscilla-
tions. The dots represents one simulation for a ”packed” array of
cylinders with a system temperature,Tsys = 50K, an observation
time, Tobs = 1 year, a solid angle of 1⇡sr, an average redshift,
z = 1.5 and a redshift depth, �z = 0.5. The solid line is the result
of the fit to the data.

construction of the interferometer, the best accuracy is obtained
for the first slices in redshift around 0.5 and 1.0 for an identical
time of observation. We can optimize the survey by using a dif-
ferent observation time for each slice in redshift. Finally, for a 3
year survey we can split in five observation periods with dura-
tions which are 3 months, 3 months, 6 months, 1 year and 1 year
respectively for redshift 0.5, 1.0, 1.5, 2.0 and 2.5.
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Fig. 15. Distributions of the reconstructed wavelength kBAO?
and kBAOk respectively, perpendicular and parallel to the line of
sight for simulations as in Fig. 14. The fit by a Gaussian of the
distribution (solid line) gives the width of the distribution which
represents the statistical error expected on these parameters.

5.2. Expected sensitivity on w0 and wa

The observations give the HI power spectrum in angle-angle-
redshift space rather than in real space. The inverse of the peak
positions in the observed power spectrum therefore gives the an-
gular and redshift intervals corresponding to the sonic horizon.
The peaks in the angular spectrum are proportional to dT (z)/as
and those in the redshift spectrum to dH(z)/as. as ⇠ 105h�1Mpc
is the acoustic horizon comoving size at recombination, dT (z) =
(1 + z)dA is the comoving angular distance and dH = c/H(z) is
the Hubble distance (see Eq. 6):

dH =
c

H(z)
=

c/H0p
⌦⇤ +⌦m(1 + z)3

dT =

Z z

0
dH(z)dz (40)
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Signal à 21cm @ z~0.6 

Signal 21cm après soustraction des avants-plans 

Signal à 21cm @ z~0.6 , 
fractions des modes mesurés après 

soustraction des avant-plans en 
fonction du nombre d’onde k

https://arxiv.org/pdf/1108.1474.pdf


Extraction du signal 21cm par Filtrage (Wiener) -I 
❖ Application de deux filtres de Wiener en Cascade, selon l’axe longitudinal (fréquence,  k∥) et 

ensuite, dans le plan transverse (angulaire, k⊥)
❖ En fréquence (k∥) pour séparer les avant-plans (synchrotron, sources radio), à bas k∥ du [signal 

21cm+bruit] à haut k∥

❖ Le second filtre, dans le plan transverse , permet de supprimer le bruit qui se trouve à haut k⊥)

Huang et al. 2018, arXiv:1805.08265

Filtered	signal
• Filtering in frequency domain	(1D)

• Filtering in angular domain	(2D)

24

Input	spectrum Extracted	foreground
Extracted	21cm+noise

Input	21cm			 total																		Extracted	21cm			 residual

https://arxiv.org/pdf/1805.08265.pdf


Extraction du signal 21cm par Filtrage (Wiener) -II

Filtered	signal
• Filtering in frequency domain	(1D)

• Filtering in angular domain	(2D)

24

Input	spectrum Extracted	foreground
Extracted	21cm+noise

Input	21cm			 total																		Extracted	21cm			 residual

Wiener filter design
• Wiener	filter	is	an	optimal	filtering	systemminimizing the	
mean	square	error	between	the	estimated	random	process	
and	the	desired	process:

• Filtering in frequency domain
• 1D Wiener filter designed to remove the foreground:

• Extract the 21cm + noise:

• Filtering in angular domain
• 2D Wiener filter designed to extract the 21cm signal

23

The weight for each components
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Foreground Wedge, EoR window

Morales et al. 2012, arXiv:1202.3830
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Fig. 3.— This figure represents a uf slice through a precision
simulation of a simple array, and illustrates the contamination de-
scribed in Figures 1–4. On the right half of the figure (positive u)
there is a single baseline in a reconstructed uf plane (analogous
to Figure 2b), and on the left side there are numerous baselines
of di↵erent lengths. The color scale shows the reconstructed phase
for a single residual source 14� from the field center (black = �⇡,
white = +⇡, grey = 0 phase or no baseline contribution). The
phase wrap is clearly seen with increasing frequency in the single
baseline on the right, and the increasing rate of phase wrap is seen
in the longer baselines on the left.

wavelengths and the magnitude of the mode-mixing will
decrease as more baselines are added (smoother PSF).
There is, however, a soft limit to the line-of-sight con-

tamination imposed by the instrument field-of-view. The
corrugations of the residual sources are band limited by
the instrument field-of-view, giving a maximum line-of-
sight contamination of

k|| Max ⇡

1
2FoV(radians) k?

✓
DM (z)

DH

E(z)

(1 + z)

◆
. (11)

This identifies a convenient EoR window above k|| Max

where foreground model errors will not contaminate the
EoR signal (after Vedantham et al. 2011). As we will see
in later sections, the k|| Max line plays an important role
in determining the region where the EoR signal can be
measured and the relative importance of di↵erent con-
taminations.
The small residual sources from amplitude errors have

a constant magnitude as a function of k? (FT of a �-
function), so the amplitude along any dashed line in Fig-
ure 4 is constant. However, di↵erent lines in the wedge
correspond to sources at di↵erent (projected) distances
from the phase center so the amplitude can vary per-
pendicular to the k|| Max line. The characteristic shape
of amplitude errors is a wedge of power below k|| Max

that is constant parallel to the kk / k? diagonal but
varies in the orthogonal kk / �k? direction, with errors
closer to the field edge appearing higher in the wedge.
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Fig. 4.— This figure shows a slice through the kk vs. k? space
on logarithmic coordinates. The residual contamination described
in Figures 1 & 2 appears as a line of contamination along kk / k?,
with the intercept depending on distance from the phase center.
The instrumental field-of-view provides a soft cuto↵ in the contam-
ination, leaving an EoR window that is free of foreground model
errors. The amplitude of the contamination depends on the PSF
of the instrument (smoother PSF leads to lower contamination),
but in general it will be di�cult to remove foreground contami-
nation from within the mode-mixing wedge. For amplitude errors
the contamination is uniform in amplitude along lines of kk / k?,
while the contamination from location errors increases ⇠linearly
with |k|.

In the simulations by Datta et al. (2010), mis-subtracted
sources were scattered uniformly across the image, cre-
ating many such diagonal lines for sources at di↵erent
projected distances from the image center. These many
diagonal lines in the power spectrum added together to
produce the wedge seen in that work.

WHY DON’T WE JUST...

The origin of the foreground wedge is the inherent in-
formation loss below the antenna scale, coupled with our
inability to deconvolve when the signal-to-noise is less
than one. However, this is not at all self apparent and it
is natural to suggest a number of alternatives. Common
ideas include:
Why don’t we just grid in meters instead of wave-

lengths? Gridding in meters skews Figures 1 & 2 so the
baselines are vertical but the corrugations of the residual
source and the line-of-sight Fourier transform are at an

3

Any interferometric measurement su↵ers information
loss on the scale of one antenna. An antenna sums the
electric field across its surface into a single voltage signal
which is cross-correlated with the integrated electric field
from a second antenna to form a visibility. In this process
the variations in the electric field correlation across the
antenna surface (e.g. from a source far from field center)
are lost. Equivalently, in the uv plane one visibility is
formed by integrating the true uv correlation with the
beam pattern of that antenna pair B(v,u) over a small
frequency channel as shown in Equation 6. Modern ar-
ray simulators use this integral of the uv plane to predict
the visibilities including direction dependent gain pat-
terns. (For a conceptual introduction to interferometric
measurement, please see Chapter 3 of Morales & Wyithe
2010). The first step of any analysis is to reconstruct an
estimate of the uv plane Î(u) by gridding the visibilities

(B̃
T
in Equation 6). However, B is not invertible and the

the operation B̃
T
B does not recreate the true uv plane

distribution of the sky.
Various statistical priors can be used to mitigate this

information loss, and deconvolution is a powerful tech-
nique for reconstructing the contributions to each visi-
bility below the antenna scale. E↵ectively the statistical
prior that most of the flux is due to a list of sources (or
CLEAN components) allows their contribution to each
visibility to be determined accurately despite the smear-
ing due to the antenna integration in the uv plane.
However, the EoR signal is below the imaging noise

floor for the first generation observatories (S/N less than
one per per visibility, or equivalently, phase noise greater
than one radian). Thus deconvolving the EoR signal is
not possible, and we must inherently work with a ‘dirty’
residual map (this is also true for all CMB measurements
and other di↵use power spectrum measurements). Fore-
ground model errors appear as small spurious signals in
the EoR dirty map. First we will explore the e↵ect of am-
plitude errors which exhibit the basic features common
to several of our model and calibration error signatures,
then we will describe source locations errors in the sub-
sequent sub-section.

3.1. Amplitude errors

An error in source brightness will leave a small resid-
ual positive or negative source at the location of the true
source, and is conceptually the simplest of the contami-
nations. Figure 1 shows the true correlation of a flat spec-
trum source far from the field center in the u, f space (or
equivalently k? and line-of-sight Mpc) with a few base-
lines overlaid. The oscillation in k? is given by the dis-
tance from the field center (quick oscillations for sources
near field edge) and for a flat spectrum source amplitude
is constant in frequency. The baselines all migrate to
larger distances (in wavelengths) with higher frequency,
with the slope of the chromatic migration increasing with
baseline length.
Figure 2 then zooms in on a small region of Figure 1

to explore the e↵ects of measurement (lefthand panel)
and reconstruction (righthand panel) for a single base-
line. In the left hand panel the true correlation for the
residual source (vertical corrugations) is integrated by
the antenna beam (grey rectangles) to form the residual
visibility. The measured visibility traces the true corre-

Fig. 1.— This cartoon represents a slice through the three di-
mensional u, f space, where u is proportional to k? and f is pro-
portional to line-of-sight distance in Mpc. The vertical corrugation
shows the spatial-frequency corrugation of a flat spectrum source
away from the center of the field (real part shown). The diag-
onal stripes show the paths of individual antenna baselines as a
function of frequency. While the distance between two antennas
in wavelengths (or k?) increases with frequency for all baselines,
the mis-alignment angle is larger for longer baselines. It is this
increasing mis-alignment of the baselines with the corrugations of
a residual source that create the foreground wedge.

lation as shown by the size of the hexagons and the line
width. (Mathematically this is a sampled convolution
in u of the beam and the true correlation—or the true
correlation times the direction dependent gain of that
antenna pair.) As expected, the measured visibility os-
cillates as a function of frequency due to the chromatic
increase in baseline length.
The di�culty comes in the reconstruction of an unbi-

ased estimate of the sky. As previously mentioned we
have lost information both where there are no baselines
(missing spatial frequencies) and on scales smaller than
the antenna in the process of measuring the signal. Be-
cause the signal to noise on the EoR signal is much less
than one for a single baseline, we must resort to grid-
ding the visibilities to form a dirty map. Gridding with
the holographic antenna pattern guarantees an unbiased
power spectrum measurement (Morales & Matejek 2009;
Tegmark 1997), but the exact form of the gridding is not
important for this discussion.
The righthand panel of Figure 2 shows the e↵ect of

gridding for one baseline. The sinusoidal variations in the
visibility are spread out by the gridding kernel (boxes),
resulting in regions of high and low amplitude repre-

– 32 –

Fig. 10.— �2(k) versus k? and kk, derived from the same simulations as in Figure 9, but using

a single delay-transform band centered at 150 MHz. Color denotes log10(mK2), ranging from 1

(blue) to 6 (red). In this plot, the broadening of foreground contamination at lower kk increases

as a function of k?, reflecting how the horizon limit in delay-space increases as a function of

baseline length. The “wedge” of foreground contamination illustrated here parallels the simulated

foreground contamination found in Datta et al. (2010) and Morales et al. (2012), and is indicative of

the fundamental shape of smooth-spectrum foreground emission as observed by an interferometer

that has a frequency-dependent sampling of the uv-plane.Parsons et al. 2012, arXiv:1204.4749

https://arxiv.org/pdf/1202.3830.pdf
https://arxiv.org/pdf/1204.4749.pdf
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Modes « propres » en rapport signal/bruit

Shaw et al. 2015, arXiv:1401.2095
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The eigenvalues � corresponding to each eigenvector give
the diagonal matrix ⇤

To isolate the 21 cm signal, we want select modes with
eigenvalue (signal-to-foreground power) greater than
some threshold (see Figure 1). To project into this basis
we define the matrix Ps which contains only the rows
from P corresponding to eigenvalues greater than the
threshold s.

For most analysis we can work directly in the eigenba-
sis. However, for visualising our results, we want to be
able to transform back to the sky (by way of the mea-
sured visibilities). To project back into the higher dimen-
sional space we simply generate the full inverse P�1 and
remove columns corresponding to the rejected modes (we
denote this matrix P̄s). This is equivalent to projecting
into the full eigenbasis, zeroing the foreground contami-
nated modes, and then using the full-inverse P�1.

For further analysis, we must include all noise terms,
both foregrounds and instrumental. Writing the total
noise contribution as Nall = F + N, the matrix in the
truncated basis is

Nall ! Nall
s = Ps (F + N)P†

s (27)

= I + PsNP†
s . (28)

As the transformed instrumental noise matrix will not re-
main diagonal this gives a correlated component between
all our modes. However, as it is useful if our modes are
uncorrelated we make a further KL-transformation on
the foreground removed signal Ss = ⇤s, and total noise
Nall

s covariance matrices. For computational and stor-
age e�ciency we apply a further cut-o↵ to include only
modes with a signal to total-noise ratio greater than cut-
o↵ value t. We denote this projection matrix Q̃. For
notational convenience we will write the total transfor-
mation in terms of a single matrix R = QtPs, having
chosen suitable values for the two cut-o↵s s and t. As
above, we will define an inverse R̄ = P̄sQ̄t which remains
orthogonal to the removed space. Quantities in this fi-
nal basis we denote with tildes, for example a visibility
mapped into this basis is ṽ = Rv, and a covariance is
C̃ = RCR†.

5.1. Cylinder Example

While this method works with any transit telescope,
to illustrate the foreground removal process we will sim-
ulate a cylinder telescope, such as CHIME or the Pitts-
burgh Cylinder Telescope (Bandura 2011). These are
transit interferometers composed of multiple parabolic
cylinders where each only focuses in the East-West di-
rection. This gives a long and and thin primary beam on
the sky, extending nearly from horizon to horizon in the
North-South direction but which is only around 1 degree
wide East-West.

Feeds are spaced along the axis of each cylinder —
when correlated these provide resolution in the N-S di-
rection. Correlations between cylinders enhance the E-W
resolution. The telescope operates as a transit telescope
such that the entire visible sky is observed once per side-
real day.

For a cylinder uniformly illuminated by a particular
feed, near the axis the beam pattern is a sinc function
in the E-W direction, and uniform in the N-S direction
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Figure 1. The Signal-to-Foreground spectrum for all m-modes.
We have plotted log10 �im, where for each m the eigenvalues have
been sorted by in ascending order (thus there is no physical inter-
pretation to the vertical direction). The contours are drawn at �4,
�2, 0, 2 and 4.

(Wilson et al. 2009, chapter 6). To extend this o↵- axis
we modulate by projected area of the telescope giving

A2(n̂) = sinc2
✓
⇡ n̂ · ûW

�

◆
⇥ (n̂ · ẑ) n̂ · ẑ (29)

where W is the cylinder width and ẑ is a unit vector
pointing to the zenith and û is a unit vector pointing
East in the ground-plane. The step function ⇥ masks
out the regions where the sky is below the horizon, and
the final factor n̂ · ẑ accounts for the projected area of
the telescope.

We model a two cylinder telescope observing the sky
with 64 frequency channels from 400–600 MHz. Each
cylinder is 15 m wide and has 60 feeds regularly spaced by
0.25 m (with the feeds lining up E-W between cylinders).
The telescope is located at a latitude of 45�. These speci-
fications correspond to a slightly smaller half-bandwidth
version of the CHIME pathfinder telescope being con-
structed at DRAO.

The noise covariance is diagonal for all m, frequencies
and baselines. For small m-modes with m ⌧ 1/ (2⇡��)
(where �� is the angular integration time), the noise
variance is

N ij
m =

Tsys,i(⌫)Tsys,j(⌫)

4⇡Ndaytsid�⌫
, (30)

where Tsys,i is the system temperature of a single po-
larisation of feed i, Nday is the number of sidereal days
observed, tsid is the length of a sidereal day, and �⌫ is
the width of the frequency channel. As we combine the
two polarisations into a single unpolarised signal this re-
duces the noise power spectrum by a factor of two. For
this example Tsys = 50 K, and we assume two full years
of observation (that is 730 complete sidereal days).

In Figure 1 we show the spectrum of Signal-to-
Foreground eigenvalues for the telescope. The KL mode
distribution of S/F has an extremely rapidly rising spec-
trum so that the information retained (approximately
the number of modes) is rather insensitive to the cut
threshold s for values between 10�2–102.

To demonstrate the foreground removal process we

Shaw et al. 2014, arXiv:1302.0327
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and take the average of the q-estimator under random
realisations of the noise.

This Monte-Carlo scheme converges rapidly enough
that it is e↵ective for forecasting. Unavoidably there will
be small o↵ diagonal terms in the Fisher matrix which
do not converge exactly, and these errors can become
amplified when taking powers to construct the mixing
matrix Mab. These errors remain small enough that they
are not apparent when performing power spectrum esti-
mation on data close to the fiducial model, and in most
cases this Monte-Carlo technique is still su�cient. How-
ever, for data significantly biased from the fiducial model
(by 102–103 times the estimator error bar) these errors
can add spurious noise to the estimator. This is particu-
larly acute when using the Unwindowed estimator which
requires the inverse of the Fisher matrix. However, using
the Minimum Variance estimator, which does not require
us to calculate any powers of the Fisher matrix, allevi-
ates this problem. This is the route we take when dealing
with the biased data we will find in Section X.

IX. DISCUSSION

A. Polarised Foreground Removal

Foreground cleaning inevitably throws away measured in-
formation about the sky, and is guaranteed to reduce our
sensitivity to the 21 cm signal we are seeking. As our
primary interest is to measure the 21 cm power spectrum
it is vital that we understand how foreground cleaning
methods a↵ect our power spectrum errors. Over the pre-
vious sections we have developed the tools to tackles this:
in Section II we saw how them-mode formalism gives us a
simple and e�cient description of the measurement pro-
cess; Section VII developed an e↵ective foreground clean-
ing method based on the KL-transform that allows us to
easily tracks the statistics of our data through the clean-
ing; and in the previous section (Section VIII) we con-
structed an optimal estimator for the power spectrum,
and forecast its errors using the Fisher matrix. Here, we
combine these to forecast the performance of our example
telescope in the presence of foregrounds.

In Figure 9 we show the power spectrum errors for ob-
servations of the 400–500MHz band with our example
telescope. We forecast three distinct sets of foregrounds:
no foregrounds; completely unpolarised foregrounds; and
partially polarised. We use values of the foreground am-
plitudes and spectral correlation that are representative
of those in our galaxy, these models are described in de-
tail in Appendix C. In particular the latter includes the
e↵ects of Faraday rotation, especially emission from a
range of Faraday depths within our galaxy, that produces
significant spectral structure in the polarised emission.

Clearly the dominant e↵ect of foreground removal in
both cases is that we become insensitive to power at low
kk, with a slight increase in the errors across k-space.
This is in line with our expectations that the foregrounds
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FIG. 9. Forecast errors on the power spectrum as a frac-
tion of its fiducial value for the 400–500MHz band. The
three panels show the predicted errors without foregrounds
(left), with unpolarised foregrounds (centre), and with fully
polarised foregrounds (right). The dashed line indicated the
predicted bound of the ‘foreground wedge’, showing that with
perfect knowledge of our instrument foregrounds can be suc-
cessfully cleaned well into this region.

contaminate the large scale frequency modes correspond-
ing to small kk, though we discuss this how this relates
to the foreground wedge of [29, 55] later.
Polarised foregrounds are removed primarily by the ac-

tion of the SVD filter described in Section VI. This leads
to only a slight worsening of the errors compared to the
case of unpolarised foregrounds only. One concern could
be that the SVD filter does not discriminate between
polarised modes on the basis of the magnitude of their
contamination (as would be done by a KL-based filter),
it removes them all. This approach is not perfectly opti-
mal, and could be improved by allowing all polarisation
modes to propagate through and let the KL-filter deter-
mine which to remove. In tests on smaller examples, this
approach yields no significant improvement, but due to
computational limitations can not be demonstrated on
the example in this work.
In all the cases illustrated in Figure 9 there are clear

peaks in the sensitivity in the k? direction that corre-
spond to those seen in Figure 3, and a rapid drop-o↵ as
we approach the limit of resolution limit of the telescope.
Additionally at low k? we can see there is a reduction
in sensitivity caused by the sample variance of the small
number of large scales angular modes.

B. Foreground Wedge

Previous studies of the performance of 21 cm experi-
ments in the face of large astrophysical foregrounds have
found the bulk of the contamination to lie in a wedge
shaped region of kk < �k? (for an experiment dependent

Prise en compte de la polarisation

rapport S/B ds le plan (k⊥, k∥) pour 3 cas 
(sans avant-plan, avec, +polar) 
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FIG. 10. Biasing of the power spectrum from complex gain
perturbations with amplitude �g = 10%, 1% and 0.1%, again
for observations of 400–500MHz. The bias is given as a frac-
tion of the statistical error. Regions where this ratio is less
than one (shown in blue) indicate where the systematic errors
are sub-dominant compared to the statistical errors. Again
we indicate the foreground wedge with a dashed line, how-
ever in this case we note that most of the bias lies within this
region.

In our model we do not allow the gain to fluctuate in
frequency, enforcing each antennas gain to be frequency
independent. However, we do allow the gains to fluctuate
in time, assuming that each 60 s sample has a separate
uncorrelated gain residual. Over the two years of inte-
gration, the errors on each co-added sample are reduced
by a factor of

p
733.

We start with the base timestream to which we have
added random gain fluctuations with �g = 10%, 1% and
0.1% in each 60 s period. These time streams are then
analysed with the fiducial analysis products that assume
no gain fluctuations. In Figure 10 we show the power
spectrum biases corresponding to each level of gain fluc-
tuation. We have used the Minimum Variance estimator
discussed in Section VIII, the results appear similar if we
use the Unwindowed estimator (albeit noisier). The bias,
which is caused by foreground leakage from the imper-
fect calibration, is mostly located within the foreground
wedge. This is inline with our expectation from [29, 55]
which indicate that leakage from imperfect foreground
cleaning will be concentrated in this region. However,
there are significant discrepancies from this picture that
seem to be related to the array geometry (such as the
line k? = 0.03 hMpc�1), that may require more detailed
study to understand intuitively [57].

We can see that the bias becomes negligible for errors
residuals of around 1%. Over the course of the two years
observation this corresponds to a tolerance on gain fluc-
tuations of ⇠ 2 ⇥ 10�4 for each synthetic beam (⇠ 1�).
This required tolerance is significantly less than the 10�5

naively expected. This di↵erence is due to the fact that

we repeatedly measure the same sky because our array is
highly redundant (with typical redundancies of ⇠ 30) al-
lowing us to average down the a↵ect of gain fluctuations,
reducing the precision required on an individual baseline.

This level of precision should be achievable with tech-
niques such as redundant baseline calibration [58]. Our
analysis assumes that the residuals are Gaussian and in-
dependent in time, such that they quickly average down
with repeated measurements. In practice there may be
a component of the residuals from 1/f noise with large
correlation times which make this assessment more dif-
ficult. We leave investigation of such e↵ects for future
studies.

B. Unknown Primary Beam

One of the key inputs to our analysis is an accurate
model of each feeds primary beam. In particular we need
the electric field response at each position on the sky,
given by the quantity Aa(n̂). Generally this quantity
can only be determined by calibrating from observations
of the sky (for instance by holography). As this process is
challenging and time-consuming, we would like to know
how precise the calibration must be.

Here, we use the parametrisation of the primary beam
given in Section IV A. We use the fiducial model of the
dipole’s beam, ✓H = 2⇡/3, ✓E = 0.7✓H (this is the same
as the example used throughout). However, we will per-
turb the E-plane widths of each antenna around the fidu-
cial model by an amount �✓i

E . Increasing ✓E has the
e↵ect of making the primary beam of the X-feed slightly
narrower, and the Y -feed longer (decreasing it does the
opposite). It also reduces the di↵erence in response be-
tween the X and Y feeds, reducing the expected amount
of polarisation leakage. This is demonstrated in Figure 11
where we show the e↵ect on the Stokes I and polarised
response to changes in ✓E to the X and Y feeds. In par-
ticular we show the derivatives of RI!I (Equation (40))
and RP!I (Equation (41)) with respect to ✓X

E and ✓Y
E .

To calculate the changes to the data we need to prop-
agate these primary beam changes through to the Beam
Transfer matrices. At linear order in the �✓i

E the per-
turbed Beam Transfer functions are

BX
ij = BX

ij +
dBX

ij

d✓i
E

�✓i
E +

dBX
ij

d✓j
E

�✓j
E (95)

where the derivatives are related to the primary beam
derivatives by

dBX
ij

d✓k
E

= �d ln⌦ij

d✓k
E

BX
ij

+
2

⌦ij

"
dAa

i

d✓k
E

Ab⇤
j + Aa

i

dAb⇤
j

d✓k
E

#
PX

ab e
2⇡in̂·u

ij . (96)

Effet systématique dû aux erreurs 
sur les gains complexes

Shaw et al. 2015, arXiv:1401.2095
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FIG. 13. The power spectrum sensitivity for di↵erent fre-
quency bands between 400MHz and 800MHz. This clearly
illustrates the increasing angular resolution as we move to
higher frequencies. Again, the red dashed lines indicate the
location of the foreground wedge.

distance to dramatically increase the spatial resolution.
There is an additional boost at large kk where the con-
stant frequency corresponds to a decreasing line of sight
distance. We can also see how the double peaked struc-
ture in sensitivity (discussed in Section IX) changes with
frequency, with the peaks moving outwards and broad-
ening as expected from the increasing resolution. How-
ever, the drop-o↵ at small k? barely increases in size as
it comes from the contribution of sample variance which
does not change with the increased angular resolution (it
does shift slightly because a fixed angular scale maps a
smaller spatial scale at higher frequency).

The e↵ect of foreground cleaning is similar across
all bands, with it removing sensitivity for kk <

0.02 h Mpc�1. We don’t expect the number of modes
used to describe the foregrounds along a particular line
of sight to vary significantly with the small shifts in fre-
quencies between the bands, and this should translate
into a similar loss of power spectrum sensitivity for each
band.

To constrain the dark energy equation of state, we will
use the measured power spectrum in each band to de-
termine the apparent scale of the Baryon Acoustic Os-
cillation as a function of redshift. The angular and line
of sight scales respectively constrain the transverse co-
moving distance DM (z) and the Hubble parameter H(z).
These give two distinct probes of the expansion history
as a function of redshift. In Figure 14 we illustrate how
measurements from our example telescope could be used
to improve current constraints from Planck.

In Figure 15 we show the predicted constraints on the
dark energy equation of state in the w0-wa parametrisa-
tion. We describe how these are derived from the power
spectrum forecasts in Appendix E. This gives a Figure
of Merit (FoM) [62] of 7 for the telescope and Planck,
and 88 if we add in Stage II experiments. This is an
improvement by around 70% from Planck and Stage II
only (FoM of 53). If there were no loss in sensitivity due

FIG. 14. Constraints on the expansion history as a function
of redshift, shown relative to a fiduical ⇤CDM cosmology.
The redline shows the mean expansion history predicted from
the Planck constraints on w0, wa [60] (combined with Union
2 supernovae data [61]), and the grey lines show a selection of
histories randomly drawn from the posterior distribution. For
a medium sized cylinder experiment, the best discrimination
comes at low redshift from the 600–800MHz bands.

FIG. 15. Constraints on the dark energy equation of state.
We show the constraints for the example cylinder with Planck
only (large, red), and with Planck and Stage II experiments
(smaller, blue). The lighter and darker contours for each il-
lustrate the 2� and 1� bounds respectively.

to foreground cleaning, the FoM increases to 21 and 135
respectively.

XII. CONCLUSION

In this paper we have improved and extended the m-
mode formalism for analysing observations from transit
radio interferometers. In particular, we have extended
the formalism to include a complete description of po-
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ABSTRACT
Future high redshift 21-cm experiments will suffer from a high degree of contamination, due
both to astrophysical foregrounds and to non-astrophysical and instrumental effects. In order
to reliably extract the cosmological signal from the observed data, it is essential to understand
very well all data components and their influence on the extracted signal. Here we present
simulated astrophysical foregrounds datacubes and discuss their possible statistical effects on
the data. The foreground maps are produced assuming 5◦ × 5◦ windows that match those
expected to be observed by the LOFAR Epoch-of-Reionization (EoR) key science project.
We show that with the expected LOFAR-EoR sky and receiver noise levels, which amount to
≈ 52mK at 150 MHz after 400 hours of total observing time, a simple polynomial fit allows
a statistical reconstruction of the signal. We also show that the polynomial fitting will work
for maps with realistic yet idealised instrument response, i.e., a response that includes only
a uniform uv coverage as a function of frequency and ignores many other uncertainties. Po-
larized galactic synchrotron maps that include internal polarization and a number of Faraday
screens along the line of sight are also simulated. The importance of these stems from the fact
that the LOFAR instrument, in common with all current interferometric EoR experiments has
an instrumentally polarized response.

Key words: cosmology: theory, diffuse radiation, observation, radio lines: general, instru-
mentation: interferometers, radio continuum: general

1 INTRODUCTION

The Epoch of Reionization (hereafter, EoR), which marks the end
of the Universe’s ‘Dark Ages’, is one of the least explored epochs
in cosmic evolution. Currently, there are two main observational
constraints on the EoR. The first is the sudden jump in the Lyman-
α optical depth in the Gunn-Peterson troughs (Gunn & Peterson
1965) observed in the Sloan Digital Sky Survey quasar spec-
tra (Becker et al. 2001; Fan et al. 2001; Pentericci et al. 2002;
White et al.q 2003; Fan et al. 2006), marking a lower limit to the
redshift at which the Universe became completely ionized. The
second constraint comes from the fifth year WMAP satellite data
on the temperature and polarization anisotropies of the cosmic mi-
crowave background (CMB) (Spergel et al. 2007; Page et al. 2007)
which gives an integral constraint on the Thomson optical depth
experienced by the CMB photons since the EoR. However, both

⋆ E-mail: vjelic@astro.rug.nl

of these observational methods provide limited information on the
reionization process.

The redshifted 21-cm hyperfine transition line of
neutral hydrogen is the most promising and immedi-
ately accessible method for probing the intergalactic
medium (IGM) during reionization (e.g. Field 1958, 1959;
Scott & Rees 1990; Kumar, Subramanian, & Padmanabhan
1995; Madau, Meiksin, & Rees 1997). Recent years have wit-
nessed a flurry of theoretical activities to predict reionization
sources and their impact on the IGM (e.g. Barkana & Loeb
2001; Loeb & Barkana 2001; Ciardi, Ferrara, & White 2003;
Ciardi, Stoehr, & White 2003; Bromm & Larson 2004; Iliev et al.
2007; Zaroubi et al. 2007; Thomas & Zaroubi 2007). Mea-
surements of the 21-cm signal can also help to constrain the
cosmological parameters independently (McQuinn et al. 2006).
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Here Ts is the spin temperature, xHI is the neutral hydrogen frac-
tion, δ is the matter density contrast, Ωm and Ωb are the mass and
baryon density in units of the critical density and h = H0/100

5.
In his seminal papers, Field (1958, 1959) used the quasi-static

approximation to calculate the spin temperature, Ts, as a weighted
average of the CMB, kinetic and colour temperature (Wouthuysen
1952; Field 1958):

Ts =
TCMB + ykinTkin + yαTα

1 + ykin + yα
, (3)

where TCMB is the CMB temperature and ykin and yα are the ki-
netic and Lyman-α coupling terms, respectively. We have assumed
that the color temperature, Tα, is equal to Tkin. The kinetic cou-
pling term increases with the kinetic temperature, whereas the yα
coupling term is due to the Lyman-α pumping, known also as the
Wouthuysen-Field effect (Wouthuysen 1952; Field 1958). The two
coupling terms are dominant under different conditions and in prin-
ciple could be used to distinguish between ionization sources, e.g.,
between first stars, for which Lyman-α pumping is dominant, vs.
first mini-quasars for which X-ray photons and therefore heating is
dominant (see e.g., Nusser 2005; Kuhlen, Madau, & Montgomery
2006; Zaroubi et al. 2007; Thomas & Zaroubi 2007).

The brightness temperature of the cosmological signal used
in this study is produced from a dark-matter-only N-body simula-
tion. This simulation is used to produce a cube of the cosmolog-
ical signal, i.e., the density as a function of right ascesion, decli-
nation, and redshift (for more details see Thomas et al., in prepa-
ration). Although Ts is calculated according to Eq. 3, we assume
that Ts ≫ TCMB . The reason for this assumption is that towards
the redshifts of interest for the experiment (z =6–12), the abun-
dance of Lyα photons in the Universe is sufficient to couple Ts to
Tk which is obviously much greater than TCMB (Ciardi & Madau
2003). Hence from Eq. 2, Tb follows the cosmological density and
xHI . We further assume that along each sight-line the neutral frac-
tion follows the function 1/ (1 + exp(z − zreion)), where zreion
for each pixel (or line of sight) is set to 8.5±δz=10 and where δz=10

is the density contrast at redshift 10. We used this approach to ran-
domize the reionization histories along different lines of sight while
preserving the spatial correlations of the cosmological signals. In
principle, this randomization could be drawn out of a Gaussian dis-
tribution function. Redshift 10 here is an arbitrary choice. zreion
along each line of sight varies in accordance with the cosmological
density along that line-of-sight at z=10 and has a variance of unity
centred at 8.5. Fig. 1 shows the signal data cube that we use in order
to test our foregrounds filtering procedure.

Currently, a number of experiments (e.g., LOFAR, 21CMA,
MWA and SKA) are being designed to directly measure δTb of the
HI 21-cm hyperfine line and probe the physics of the reionization
process by observing the neutral fraction of the IGM as a function
of redshift. In this study, we focus on predictions for LOFAR, but
our conclusions could be easily applied to the other telescopes.

The LOFAR-EoR6 key project plans to measure the brightness
fluctuations in the frequency range of 115–190 MHz, correspond-
ing to redshift range 6-11.5 with spectral resolution of ≈ 1 MHz
and angular resolution of about ≈ 4 arcmin. A more detailed dis-
cription of the LOFAR array will be given later in the paper when
the instrumental effects are discussed (Section 6).

5 We assume a ΛCDM Universe with Ωb = 0.04, Ωm = 0.26, ΩΛ =
0.738 and H0 = 70.8 k ms−1Mpc−1

6 For more information, see the LOFAR web site: www.lofar.org and the
LOFAR-EoR web site: www.astro.rug.nl/ LofarEoR.

Figure 1. Simulated EoR signal assuming an exponential form for the reion-
ization history as decribed in the text and Ts ≫ TCMB . The simulation
box is 100 Mpc h−1 (comoving) a side. The upper panel shows the differ-
ential brightness temperature in a slice along the redshift/frequency direc-
tion and another spatial direction. The lower panel shows the brightness
temperature as a function of redshift/frequency along a certain sight line
(the dashed line in the upper panel). The resolution along the frequency
direction is 10 kHz.

3 GALACTIC FOREGROUNDS

The Galactic foregrounds have three main contributions. The first
and largest component is the Galactic diffuse synchrotron emis-
sion (GDSE), which is the dominant foreground component in the
frequency range of the LOFAR-EoR experiment. The second com-
ponent is radio synchrotron emission from discrete sources, mostly
supernova remnants (SNRs). The third and last component is the
free-free radio emission from diffuse ionized gas. This component
is the weakest of the three, yet it still dominates over the cosmolog-
ical component. Moreover, it has a different spectral dependence,
making it very imporant in testing the signal extraction schemes
that we have. In this section we describe how we simulate the con-
tribution of each of these components to the total intensity. The
polarized intensity simulations are described later on.

3.1 Galactic diffuse synchrotron emission (GDSE)

The GDSE originates from the interaction between the free elec-
trons in the interstellar medium and the Galactic magnetic field.
Therefore the observed GDSE intensity as a function of frequency,
I(ν), depends on the number density of emitting electrons, Ne, and
the Galactic magnetic field component perpendicular to the line of
sight, B⊥:

I(ν) ∼ NeB
(γ+1)/2
⊥

ν−(γ−1)/2 (4)

where γ is the electron spectral energy distribution power law in-
dex (Pacholczyk 1970). The intensity of the synchrotron emission
as expressed in terms of the brightness temperature varies with po-
sition and frequency and its spectrum is close to a featureless power
law Tb ∼ νβ , where β is the brightness temperature spectral index,
related to γ by β = -(2 + (γ − 1)/2).

Observational data that are relevant to the LOFAR-EoR
project are scarce. Landecker & Wielebinski (1970) have produced

c⃝ 2008 RAS, MNRAS 000, 1–17
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The Faraday rotation depends on the observing frequency and
rotation measure (RM) of the structure and it is defined along the
line of sight. In order to measure Faraday rotation, observations at
two or more frequencies are required. However, full understanding
of the observed results could be quite difficult due to the possibil-
ity of multiple Faraday rotation layers (screens) along the line of
sight and depolarization effects. Brentjens & de Bruyn (2005) in-
troduced a new method (Faraday Rotation Measure Synthesis) that
is able to cope with multiple screens and analyzes the contribution
of each of these screens separately.

The Galactic diffuse synchrotron emission is linearly polar-
ized and its polarized intensity IP can be expressed in terms of
Stokes parameters U and Q:

IP =
p

U2 +Q2 (17)

θ =
1
2
arctan

U
Q

(18)

where θ is the polarization angle.
In order to simulate the polarization maps of the Galactic

synchrotron emission at low radio frequencies, we use a simple
model of the Galactic synchrotron polarization at high frequen-
cies (Giardino et al. 2002) in combination with Faraday screens
that are introduced to account for the effects of rotation and de-
polarization at low frequencies. Note that the assumption about the
correlation between the polarized and total intensity going into the
Galactic synchrotron polarization model at high frequencies is not
valid at low frequencies, since the observations mentioned above
show polarized structures that have no counterpart in the total in-
tensity. However, this assumption can be acceptable for a first es-
timate. Note that the correlation assumption should not be used in
the analysis of the redshifted 21 cm data as it is mostly invalid and
can lead to wrong interpretations. In the future, we will improve on
the model itself and use results from real polarization data obtained
by the LFFE8.

The basic assumptions of the Giardino et al. (2002) model of
Galactic synchrotron polarization at high frequencies are:

(i) The polarized component of Galactic synchrotron emission
is proportional to the unpolarized intensity, which in terms of
brightness temperature Tb is:

Q = fTb cos(2θ) (19)

U = fTb sin(2θ)

where f is the fraction of polarized emission (or polarization de-
gree) and θ is the polarization angle;

(ii) The fraction of polarized radiation f is related to the tem-
perature spectral index β (Cortiglioni & Spoelstra 1995):

f =
3β − 3
3β − 1

(20)

(iii) The polarization angle θ is given by:

θ =
1
2
arctan(x/n, y/n) (21)

where x, y are 2D random Gaussian fields with the mean zero and
characterized by a power law spectrum, while n =

p

x2 + y2.
The power law spectral index is α = −1.7 and its value is

8 LFFE (Low Frequency Front End) are receivers at the Westerbork Syn-
thesis Radio Telescope (WSRT) and cover the frequency range from 115 to
170 MHz

Figure 7. Simulated 120 MHz map of polarized intensity (Ip) of diffuse
Galactic synchrotron emission, and polarization angle (white lines). The
angular size of the map is 5◦ × 5◦ , with ∼ 0.6′ resolution.

driven by observations, e.g. the Parkes 2.4 GHz polarimetric sur-
vey (Duncan et al. 1995).

The Faraday screens are modelled as 2D fields of rotation an-
gles ∆θ defined by (Rybicki & Lightman 1986):

∆θ = RMλ2 (22)

where λ is the wavelength of radiation and RM is the rotation mea-
sure modelled as a 2D Gaussian random field (GRF) with a power
law spectrum of spectral index α. Note that for the demonstrative
purpose of this simulation we introduced only two Faraday screens,
with mean zero and standard deviation 0.3, and arbitrarily set the
value of α to -2.

Therefore, in order to generate polarization maps of Galactic
synchrotron emission at given frequencies, first we take the GDSE
maps of total intensity (T ) and temperature spectral index (β) from
Sec. 3.1 and calculate the fraction of polarized radiation according
to Eq. 20. Then, using Eqs. 21 & 22 we obtain polarization angle
θ and Faraday rotation angle ∆θ. Finally, we use Eq. 19 to get
polarization maps Q and U. The angle in Eq. 19 is the sum of ∆θ
over all Faraday screens and θ.

Fig. 7 shows the simulated 120 MHz map of polarized inten-
sity (Ip) of diffuse Galactic synchrotron emission. The polarization
angles are shown as white lines. The Stokes Q map of simulated
Galactic polarized emission is shown in Fig. 8. The related Stokes
U map looks very similar to the Q map.
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ABSTRACT
We present the first limits on the Epoch of Reionization (EoR) 21-cm HI power spectra, in the redshift range
z = 7.9 � 10.6, using the Low-Frequency Array (LOFAR) High-Band Antenna (HBA). In total 13.0 h of data
were used from observations centred on the North Celestial Pole (NCP). After subtraction of the sky model
and the noise bias, we detect a non-zero �2

I = (56 ± 13 mK)2 (1-�) excess variance and a best 2-� upper limit
of �2

21 < (79.6 mK)2 at k = 0.053 h cMpc�1 in the range z = 9.6 � 10.6. The excess variance decreases when
optimizing the smoothness of the direction- and frequency-dependent gain calibration, and with increasing the
completeness of the sky model. It is likely caused by (i) residual side-lobe noise on calibration baselines, (ii)
leverage due to non-linear effects, (iii) noise and ionosphere-induced gain errors, or a combination thereof.
Further analyses of the excess variance will be discussed in forthcoming publications.
Keywords: cosmology: theory - large-scale structure of Universe - observations - diffuse radiation - methods:

statistical - radio lines: general - cosmology: dark ages, reionization, first stars

1. INTRODUCTION
During the Epoch of Reionization (EoR) hydrogen gas

in the universe transitioned from neutral to ionized (Madau
et al. 1997). The EoR is thought to be caused by the for-
mation of the first sources of radiation and hence its study
is important for understanding the nature of these first radi-
ating sources, the physical processes that govern them and
how they influence the formation of subsequent generations
of stars, the interstellar medium (ISM), intergalactic medium
(IGM) and black holes; see e.g. Furlanetto et al. (2006);
Morales & Wyithe (2010); Pritchard & Loeb (2012); Natara-
jan & Yoshida (2014); McQuinn (2015) for extensive reviews
of the EoR.

Current observational constraints suggest that reionization
took place in the redshift range 6 <⇠ z <⇠ 10, with the lower

†koopmans@astro.rug.nl

limit inferred from the Gunn-Peterson trough in high-redshift
quasar spectra (Becker et al. 2001; Fan, et al. 2003, 2006),
and the upper limit of the redshift range currently being set
by the most recent Planck results, which yields a surpris-
ingly low value of the optical depth for Thomson scattering,
⌧e = 0.058 ± 0.012 (Planck Collaboration 2016). This small
optical depth mitigates the tension that exists between the
higher optical depth values obtained by the WMAP satellite
(Page et al. 2007; Komatsu et al. 2011; Hinshaw et al. 2013)
and the other probes. The current range can easily accommo-
date photo-ionisation rate measurements (Bolton & Haehnelt
2007; Calverley et al. 2011; Becker et al. 2011), Inter-
Galactic Medium (IGM) temperature measurements (Theuns
et al. 2002; Bolton et al. 2010; Becker & Bolton 2013), obser-
vations of high-redshift Lyman break galaxies at 7 <⇠ z <⇠ 10
(see e.g. Oesch et al. 2010; Bouwens et al. 2010; Bunker et al.
2010; Bouwens et al. 2015; Robertson et al. 2015) and obser-
vation of Lyman-↵ emitters at z = 7 (see e.g. Schenker et al.
2014; Santos et al. 2016).

ar
X

iv
:1

70
2.

08
67

9v
1 

 [a
str

o-
ph

.C
O

]  
28

 F
eb

 2
01

7

P
at

il 
et

 a
l. 

20
17

, a
rX

iv
:1

70
2.

08
67

9

DRAFT VERSION MARCH 1, 2017
Preprint typeset using LATEX style AASTeX6 v. 1.0

UPPER LIMITS ON THE 21-CM EPOCH OF REIONIZATION POWER SPECTRUM FROM ONE NIGHT WITH LOFAR

A.H. PATIL1, S. YATAWATTA1,2 , L.V.E. KOOPMANS1,† , A.G. DE BRUYN2,1 , M. A. BRENTJENS2, S. ZAROUBI1,11 , K. M. B. ASAD1,
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During the Epoch of Reionization (EoR) hydrogen gas

in the universe transitioned from neutral to ionized (Madau
et al. 1997). The EoR is thought to be caused by the for-
mation of the first sources of radiation and hence its study
is important for understanding the nature of these first radi-
ating sources, the physical processes that govern them and
how they influence the formation of subsequent generations
of stars, the interstellar medium (ISM), intergalactic medium
(IGM) and black holes; see e.g. Furlanetto et al. (2006);
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of the EoR.

Current observational constraints suggest that reionization
took place in the redshift range 6 <⇠ z <⇠ 10, with the lower
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limit inferred from the Gunn-Peterson trough in high-redshift
quasar spectra (Becker et al. 2001; Fan, et al. 2003, 2006),
and the upper limit of the redshift range currently being set
by the most recent Planck results, which yields a surpris-
ingly low value of the optical depth for Thomson scattering,
⌧e = 0.058 ± 0.012 (Planck Collaboration 2016). This small
optical depth mitigates the tension that exists between the
higher optical depth values obtained by the WMAP satellite
(Page et al. 2007; Komatsu et al. 2011; Hinshaw et al. 2013)
and the other probes. The current range can easily accommo-
date photo-ionisation rate measurements (Bolton & Haehnelt
2007; Calverley et al. 2011; Becker et al. 2011), Inter-
Galactic Medium (IGM) temperature measurements (Theuns
et al. 2002; Bolton et al. 2010; Becker & Bolton 2013), obser-
vations of high-redshift Lyman break galaxies at 7 <⇠ z <⇠ 10
(see e.g. Oesch et al. 2010; Bouwens et al. 2010; Bunker et al.
2010; Bouwens et al. 2015; Robertson et al. 2015) and obser-
vation of Lyman-↵ emitters at z = 7 (see e.g. Schenker et al.
2014; Santos et al. 2016).
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Figure 5. The Stokes-I power spectra for the redshift range z = 9.6 � 10.6, before (top left) and after (top right) DD-calibration with
SageCal-CO, respectively. Note the large drop in power of the foregrounds at low k k and the removal of substantial power above the
wedge as well. The dashed slanted lines indicate, from bottom to top, the location of angular distances of 4.5� and 10� from the phase centre,
and the maximum delay corresponding to the horizon as seen from the zenith. The ratio between these power spectra is shown in Fig. 5

k z = 7.9 � 8.7 z = 8.7 � 9.6 z = 9.6 � 10.6
h cMpc�1 mK2 mK2 mK2

0.053 (131.5)2 (86.4)2 (79.6)2

0.067 (242.1)2 (144.2)2 (108.8)2

0.083 (220.9)2 (184.7)2 (148.6)2

0.103 (337.4)2 (296.1)2 (224.0)2

0.128 (407.7)2 (342.0)2 (366.1)2

Table 3. �2
21 upper limits at the 2-� level.

• Up to k? ⇡ 0.2 h cMpc�1 both the Stokes I and Stokes
V power spectra follow approximate power-laws, with
the power in Stokes I exceeding that in Stokes V for
all k-modes and all redshift bins. At the smallest
k = 0.053 h cMpc�1, however, these values start to
approach each other with only marginal differences.
This is the bin that we regard as the best upper limit
in terms of mK2 sensitivity yielding a 2-� upper limit
of �2

21 < (79.6 mK)2 on the 21-cm power spectrum in
the range z = 9.6 � 10.6.

In Table 3 we summarize the 2-� upper limits for the three
redshift bins for �2

21.

7. SUMMARY AND FUTURE OUTLOOK

We have presented the first upper limits on the 21-cm
power spectrum (�2

21) from the Epoch of Reionization, ob-
tained with LOFAR-HBA, using one night of good data qual-
ity obtained toward the NCP. Our main numerical results can
be summarised as follows:

• An excess variance is detected in Stokes I for all k
modes and redshift ranges, leading to our best al-
though still non-zero �2

I = (56 ± 13)2 mK2 (1-�) at
k = 0.053 h cMpc�1in the redshift range 9.6 � 10.6.
The excess variance is seen over the entire cylindrical
power spectrum range. It appears constant with no ob-
vious outstanding features such as cable reflections.

• The most stringent 2-� upper limit of �2
21 <

(79.6 mK)2 on the 21-cm power spectrum is found at
k = 0.053 h cMpc�1 in the range z = 9.6 � 10.6. For
reference, in the absence of excess variance we would
have reached a 2-� upper limit �2

21 < (57 mK)2 for the
same k and z ranges.

• In Table 3 we summarize the 2-� upper limits for the
three redshift bins for a range of k-modes.

Currently the cause of the excess variance is still unknown.
Based on simulations (see e.g. Patil et al. 2016) and data-
processing tests, in particular with improved sky models and
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FIG. 8. This plot illustrates the process of foreground removal on simulations of the radio sky. The top row of plots show
skymaps of the individual components: unpolarised foregrounds, polarised foregrounds (showing Stokes Q only), and the 21 cm
signal. On the bottom row we show the maps we would make after foreground cleaning visibilities from our example telescope.
Both the polarised and unpolarised foregrounds become substantially supressed, whereas the 21 cm signal is largely una↵ected.
In this example we have discarded modes with S/F < 10. This leaves a clear correspondence between the original signal
simulation and the foreground subtracted signal, whilst leaving the foreground residuals over 10 times smaller in amplitude.

for further analysis it will be particularly useful if the set
of modes we use in our calculation are uncorrelated. By
making a further KL-transformation on the foreground
removed signal Ss = ⇤s, and total noise Nall

t covariance
matrices, we find a new transformation matrix Q which
maps into a basis where this is true. We will apply a
further cuto↵ to this, including only modes with a signal
to total noise ratio greater than s to give a transform Qt.

For notational convenience we will write the total
transformation in terms of a single matrix R = QtPs,
having chosen suitable values for the two cuto↵s s and
t. Quantities in this final basis we denote with tildes, for
example a visibility mapped into this basis is ṽ = Rv̄,
and a covariance is C̃ = RC̄R†. We will denote the
signal covariance S̃ = ⇤̃, and the total noise covariance
(including foregrounds) as Ñ = I.

Shaw et al. 2015, arXiv:1401.2095
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FIG. 8. This plot illustrates the process of foreground removal on simulations of the radio sky. The top row of plots show
skymaps of the individual components: unpolarised foregrounds, polarised foregrounds (showing Stokes Q only), and the 21 cm
signal. On the bottom row we show the maps we would make after foreground cleaning visibilities from our example telescope.
Both the polarised and unpolarised foregrounds become substantially supressed, whereas the 21 cm signal is largely una↵ected.
In this example we have discarded modes with S/F < 10. This leaves a clear correspondence between the original signal
simulation and the foreground subtracted signal, whilst leaving the foreground residuals over 10 times smaller in amplitude.

for further analysis it will be particularly useful if the set
of modes we use in our calculation are uncorrelated. By
making a further KL-transformation on the foreground
removed signal Ss = ⇤s, and total noise Nall

t covariance
matrices, we find a new transformation matrix Q which
maps into a basis where this is true. We will apply a
further cuto↵ to this, including only modes with a signal
to total noise ratio greater than s to give a transform Qt.

For notational convenience we will write the total
transformation in terms of a single matrix R = QtPs,
having chosen suitable values for the two cuto↵s s and
t. Quantities in this final basis we denote with tildes, for
example a visibility mapped into this basis is ṽ = Rv̄,
and a covariance is C̃ = RC̄R†. We will denote the
signal covariance S̃ = ⇤̃, and the total noise covariance
(including foregrounds) as Ñ = I.

https://arxiv.org/pdf/1401.2095.pdf
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emission, are still approximately 3 to 4 orders of magni-
tude brighter than the 21-cm signal. They are nevertheless
expected to be spectrally smooth while the 21-cm signal is
anticipated to be uncorrelated on frequency scales on the or-
der of MHz or larger. This important di↵erence is the main
characteristic exploited by the many techniques that have
been proposed to model and remove the foreground emis-
sion, including parametric fits (e.g., Jelić et al. 2008; Bonaldi
& Brown 2015) and non-parametric methods (e.g., Harker
et al. 2009; Chapman et al. 2013).

The assumption made here of a smooth foreground sig-
nal is however strongly a↵ected by the limitations and con-
straints of the observational setup. Many additional con-
taminants have been identified related to the reality of ra-
dio interferometry, and observation in the low frequency do-
main. The chromatic (i.e., wavelength dependent) response
of the instrument manifests itself as a frequency depen-
dence of both the synthesized beam, also called the Point
Spread Function (PSF), and the Primary Beam (PB) of a
receiver station, producing chromatic side lobes from sources
inside the field of view (FoV) (Vedantham et al. 2012; Hazel-
ton et al. 2013) and outside it (Thyagarajan et al. 2015;
Mort et al. 2017; Gehlot et al. 2017). Calibration errors
and mis-subtraction of sources due to imperfect sky model-
ing will also contribute to additional side lobe noise (Datta
et al. 2010; Morales et al. 2012; Trott et al. 2012; Ewall-
Wice et al. 2017; Barry et al. 2016; Patil et al. 2016). The
rapid phase and sometime amplitudes modifications of radio
waves caused by small scale structures in the ionosphere also
produce scintillation noise (Koopmans 2010; Vedantham &
Koopmans 2016). These di↵erent mechanisms will all add
spectral structure to the otherwise smooth astrophysical
foregrounds, and are well-known as “mode-mixing” e↵ects
in the literature.

Both simulations and analytic calculations have demon-
strated that these mode-mixing contaminants are essentially
localized inside a wedge-like region in the two-dimensional
angular (k?) versus line-of-sight (kk) power spectra (see
Fig. 1). This peculiar shape is explained by the fact that
larger baselines (higher k?) change length more rapidly as
a function of frequency than smaller baselines, causing in-
creasingly faster spectral fluctuations, and thus producing
power into proportionally higher kk modes.

Mitigating those additional foreground contaminants
has proven to be extremely di�cult. Increasing the degrees of
freedom of a parametric fit would considerably increase the
fitting error and might also suppress the 21-cm signal at the
lower-value k modes. Non-parametric methods are in theory
not limited to smooth models but modeling an increasingly
more complex foreground often means increasing the num-
bers of components (without a clear understanding about
what they include), which risks the leakage of 21-cm sig-
nal into the reconstructed foreground model and vice versa.
In Patil et al. (2017), six to eight components of the Gener-
alized Morphological Component Analysis (GMCA; Chap-
man et al. (2013)) were necessary to model, even imperfectly,
the foreground contaminants, reaching limits where it is in-
creasingly more di�cult to assess and be confident about
the accuracy of the foreground removal process. We note
that the GMCA is not based on a statistical framework but
simply separates the signal in the least number of morpho-

EoR Window
horizon

Foreground
Wedge

Intrinsic Foregrounds

Figure 1. Schematic representation of the 2D power spectra
(inspired by a similar Figure in Barry et al. (2016)), illustrating
the foreground wedge and the EoR window. Instrumental chro-
maticity and imperfect calibration and sky model will produce
foreground mode-mixing contaminants which are mainly concen-
trated inside the primary beam field of view line (dashed line) and
can leak up to the horizon line. Only modes above this line are
theoretically free of foreground contaminants. Lines of equidistant

k =
q

k

2

? + kk are over-plotted in gray.

logical components. This makes it hard to build in a-priori
knowledge about the signal in any kind of signal separation.

Ideally, we would like to consistently account for ev-
ery single mode-mixing contaminant that have been identi-
fied so far. Recently, Ghosh et al. (2018) has demonstrated
that estimating the 21-cm power spectrum using a maximum
likelihood inversion of the spherical-wave visibility equation
can considerably reduce the chromatic e↵ects due to the
frequency dependence of the PSF, e↵ectively recovering a
PSF-deconvolved sky. Vedantham et al. (2012) also proposed
a new imaging technique in the attempt of decreasing visi-
bilities gridding artifacts. Convolving the visibilities with a
‘frequency independent’ window function makes it easier to
strongly attenuate the frequency dependent response to the
side-lobes of the primary antenna pattern and RFI sources,
which are mostly located on the ground (Ghosh et al. 2011).
Improving the primary beam characterization (Thyagara-
jan et al. 2016), and using calibration scheme which en-
force smooth gain solution in frequency (Barry et al. 2016;
Yatawatta 2016), also contribute to reducing the mode-
mixing. Nevertheless, most of the improvements are done
with the purpose of limiting the leakage of foreground con-
taminants outside the foreground wedge, and any foreground
removal strategy will still be required to properly handle
mode-mixing contaminants inside the wedge.

An alternative, which has been increasingly popular, is
to try to avoid as much as possible the foregrounds, and
only probe a triangular-shaped region in k-space where the

MNRAS 000, 1–15 (2017)
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Figure 6. Spherically averaged power spectra of the foreground
modeling error using the GPR and GMCA method. With GPR
(blue line) the foreground error is at the level of the 21-cm signal
(dashed black line) and is close to the thermal noise uncertainty
(plain black line) which is the inherent statistical error level we
could achieve, while the foreground error with GMCA is at the
level of the noise (dotted black line).

4.2.3 Comparison between GPR and GMCA

Next, we compare GPR to another well-tested fore-
ground removal method. From the currently available al-
gorithms, the Generalized Morphological Component Anal-
ysis (GMCA) (Bobin et al. 2008; Chapman et al. 2013)
is the one that has demonstrated the best results (Chap-
man et al. 2015; Ghosh et al. 2018). We use the python
based toolbox pyGMCALab9 and run the algorithm on our
simulated cubes. We model the foregrounds by the mini-
mum numbers of components that minimize the overall fit-
ting error. An optimal eight components are used to rep-
resent the foregrounds. We then compare the power spec-
tra of the foreground modeling error when using GPR and
GMCA. Figure 6 shows that GMCA has di�culty to cor-
rectly model the complex mode-mixing contaminants and
does not reach a level of modeling error better than the noise
for k  0.3 h cMpc�1. Using GPR, we improve these results
by an order of magnitude, and this allows us to achieve an
error in the foreground power spectra that is at or below
the 21-cm signal power spectrum. We also note that this
level is similar to the thermal noise uncertainty which is the
ultimate error level we can achieve.

4.3 Performance of the GPR method

4.3.1 Exploring the input parameter space

The e�ciency of a foreground removal algorithm depends on
the characteristics of the foregrounds and of the 21-cm sig-
nal. To explore the performance of GPR in terms of bias and
variance, we explore the input parameters of the simulated
cube, varying one parameter at a time. As a quality crite-
rion, we use the fractional bias of the recovered spherically

9 http://www.cosmostat.org/software/gmcalab

averaged 21-cm signal power spectra,

r
rec

(k) =
�2

rec

(k)��2

21

(k)
�2

21

(k)
. (25)

where �2

rec

(k) is the GPR recovered power spectrum, and
�2

21

(k) is the power spectrum of the input 21-cm signal.
For these tests we build simulation cubes with central

parameters �
mix

= 1.478 �
n

, l
mix

= 3 MHz, �
21

= 0.12 �
n

and l
21

= 0.75 MHz around which we vary the parameters.
We use a Gaussian Process with an exponential covariance
function (see Section 3.1) to generate 21-cm signals such that
we can control the frequency correlation of the signal (i.e.
l
21

). A total of 3000 simulations with di↵erent realizations
of the noise, 21-cm signal, and mode-mixing contaminants
are generated. We determine the relative di↵erence between
recovered and input power spectra for di↵erent k bins and
compute its mean and standard deviation10 over the full
set of simulated cubes (Fig. 7). This provide us with an
estimate of the fractional bias and uncertainty introduced
by the method. We also compare the later to the minimal
uncertainty due to thermal noise.

By varying the strength of the 21-cm signal, we find that
the bias is limited (below 35%) for the full range of the in-
vestigated values and falls below 20% for �

21

� 0.12 �
n

. The
uncertainty and bias increase with lower S/N as expected,
and we find it to be significantly higher than the thermal
noise uncertainty for �

21

. 0.1 �
n

. Varying the frequency
coherence-scale of the mode-mixing contaminants, we also
find limited bias and a small increase of the uncertainty
at low l

mix

. As l
mix

approaches that of l
21

, it becomes in-
creasingly more di�cult to statistically di↵erentiate the two
signals. This is the reason why the uncertainty increases for
values l

mix

< 3 MHz. A decrease in the value of l
mix

also cor-
responds to increasing the extent of the foreground wedge (or
‘brick’), and equivalently reducing the EoR window. Vary-
ing the frequency coherence-scale of the 21-cm signal, we find
that some bias is introduced at small and large l

21

, related
to the use of a Gamma prior to this GP hyper-parameters.

Overall, GPR is limited in situation of very low S/N
and/or when the foregrounds start to mix with the 21-cm
signal. In most situations it performs relatively well, with
limited bias and uncertainty level on par with the thermal
noise uncertainty.

4.3.2 Detection confidence level

We define the detection confidence level as the probability
that the model is preferred (i.e. the evidence is maximal)
if it contains a 21-cm signal component compared to one
that does not. In GPR, the evidence as a function of the
hyper-parameters ✓ is analytically defined (Eq. 7) and can
be e�ciently estimated for the optimal values of ✓. We note
that comparing this maximum evidence for two di↵erent co-
variance structures parameterized by di↵erent numbers of
hyper-parameters does not usually provide definitive answer

10 We note that the distribution of r

rec

is actually not Gaussian,
being the ratio of two distributions, but the mean and standard
deviation were found to be appropriate enough to characterize
this distribution.
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