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Cohérence	et	modes	collec1fs	dans	un	réseau	



Conducteurs	et	isolants	électriques	

Remplissage	d’un	spectre	de	bande	avec	des	fermions	sans	interacCon	

Energie	

µ

Energie	

µ

Conducteur:	les	électrons	peuvent	être	
transférés	vers	des	états	non	occupés	
en	ajoutant	une	énergie	infiniment	peCte	

Isolant	de	bandes	:	chaque	état		
des	bandes	peuplées	est	rempli	
par	deux	électrons									et		| "i | #i

Peut-on	obtenir	un	isolant	sans	remplir	complètement	les	bandes	?	 2	



Un	isolant	reposant	sur	les	interacCons	

x

V (x)

Sir	Nevil	MoR	
1905-1996	

Si	le	coût	énergéCque	pour	meRre	deux	électrons	(dans	des		
états	de	spin	opposés)	sur	le	même	site	est	grand,	le	système	
apparaîtra	comme	gelé	sur	le	plan	de	la	conducCon	électrique	

Note	:	une	dynamique	de	spin	peut	toujours	se		
produire,	par	exemple	via	des	processus	d’échange	

TransposiAon	à	des	superfluides	bosoniques	:	Fisher	et	al.,	1989		
à	des	atomes	dans	des	réseaux	opAques	:	Jaksch	et	al.,	1998	

E

µ ?	



Le	problème	de	Bose-Hubbard	

Deux	processus	en	compéCCon	

4	

•  Le	saut	d’un	site	à	l’autre	caractérisé	par	le	coefficient	tunnel	:	J					

•  L’énergie	à	payer	pour	meRre	deux	atomes	sur	le	même	site	:	U

Pour	un	taux	de	remplissage																														enCer	et	une	descripCon	de	type			

«	champ	moyen	»	(ansatz	de	Gutzwiller),	nous	avons	prédit	une	transiCon	de	phase	
entre	un	état	superfluide	et	un	état	isolant	

J � U J ⌧ U

n̄ = 1

Un	état	cohérent	en	chaque	site	 Un	état	nombre	en	chaque	site	

n̄ =
N

atomes

N
sites



L’approche	de	Gutzwiller	

Ansatz	variaConnel	:	
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et	on	choisit	l’état	sur	site									pour	minimiser	l’énergie	moyenne		

avec	les	contraintes	

| Gi = |site 1 :  i ⌦ |site 2 :  i ⌦ . . .⌦ |siteNs :  i

| i h G|Ĥ| Gi
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Plan	du	cours	

1.	CaractérisaCon	expérimentale	de	la	cohérence	
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Les	pics	de	Bragg	:	origine	et	visibilité	
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Greiner	et	al.,	Munich,	Nature	2002	

CaractérisaCon	expérimentale	de	la	cohérence	

Réseau	opCque	3D	(+	potenCel	harmonique)	

•  Branchement	lent	(80	ms)	du	réseau		
						sur	le	gaz	dans	l’état	condensé			
						65x65x65=3	105	sites	occupés	
						Au	centre,	2.5	atomes/site	
	
•  	Coupure	soudaine	du	réseau		
						et	du	potenCel	harmonique	

Technique	de	temps	de	vol	

4 Quantum phase transition from a superfluid to a Mott insulator

4.6 Er 5.8 Er 6.9 Er 8.1 Er

0 Er 1.2 Er 2.3 Er 3.5 Er

9.3 Er 10.4 Er 11.6 Er 12.7 Er

13.9 Er 15.1 Er 16.2 Er 17.4 Er

18.5 Er 19.7 Er 20.8 Er 22.0 Er

Figure 4.11: Absorption images of multiple matter wave interference pattern for different
potential depths, after a time of flight period of 15 ms. In the superfluid regime for potential
depths up to about 12 Er narrow interference maxima are visible, demonstrating long range
phase coherence across the lattice. For a potential depth of 22 Er deep in the Mott insulator
regime the interference pattern has totaly vanished.
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Er =
~2k2
2m

V (r) = V0

�
sin2 kx+ sin2 ky + sin2 kz

�

«	Pics	de	Bragg	»	qui	disparaissent	quand	

Réversible!	

V0 ⇡ 12 à 17 Er

U/zJ ⇡ 4 à 16



Pics	de	Bragg	

On	néglige	les	interacCons	durant	le	temps	de	vol	:		
Mesure	de	la	distribuCon	en	impulsion	

4 Quantum phase transition from a superfluid to a Mott insulator

4.6 Er 5.8 Er 6.9 Er 8.1 Er

0 Er 1.2 Er 2.3 Er 3.5 Er

9.3 Er 10.4 Er 11.6 Er 12.7 Er

13.9 Er 15.1 Er 16.2 Er 17.4 Er

18.5 Er 19.7 Er 20.8 Er 22.0 Er

Figure 4.11: Absorption images of multiple matter wave interference pattern for different
potential depths, after a time of flight period of 15 ms. In the superfluid regime for potential
depths up to about 12 Er narrow interference maxima are visible, demonstrating long range
phase coherence across the lattice. For a potential depth of 22 Er deep in the Mott insulator
regime the interference pattern has totaly vanished.
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N (k) = h�̂†(k) �̂(k)i

 ̂(r) =
X

j

wj(r) b̂j
�̂(k) = w̃0(k)

X

j

e�ik·ja b̂j
wj(r) = w0(r � ja)

N (k) = |w̃0(k)|2
X

j,j0

eik·(j�j0)a hb̂†j b̂j0i.

•  Phase	cohérente/superfluide	 hˆb†j ˆbj0i ⇠ b20 6= 0 for |j � j0| � 1

Interférence	construcAve	de	tous	les	sites	dans	des	direcAons	spécifiques	

•  Phase	isolante	:																																																										(Gutzwiller:																													)		hb̂†j b̂j0i ⇠ b20 e�|j�j0|a/` = 0 if j 6= j0.

Brouillage	des	pics	d’interférence	 8	



Visibilité	des	pics	de	Bragg	

~w is the Fourier transform of the Wannier function w!ri".
The Fourier relation (2) shows that long-range phase co-
herence, i.e., a correlation function hâyi âji slowly varying
across the lattice, is necessary to observe a sharp diffrac-
tion pattern as in Fig. 1(a). However, above the MI tran-
sition [Figs. 1(b)–1(d)], the interference peaks evolve into
a much broader, crosslike structure that weakens with
increasing lattice depth. This slow modulation corresponds
to short-range coherence, i.e., a correlation function hâyi âji
whose range extends over a few sites only.

To extract quantitative information from time-of-flight
pictures as shown in Fig. 1, Eq. (1) suggests using the usual
definition of the visibility of interference fringes,

V # nmax $ nmin

nmax % nmin
# Smax $ Smin

Smax % Smin
: (3)

In this work, we measure the maximum density nmax at the
first lateral peaks of the interference pattern [20], (i.e., at
the center of the second Brillouin zone), whereas the
minimum density nmin is measured along a diagonal with
the same distance from the central peak [see inset in
Fig. 2(a)]. In this way, the Wannier envelope is the same
for each term and cancels out in the division, yielding the
contrast of S alone [hence the second equality in Eq. (3)].
Four pairs exist for a given absorption image, and their
values are averaged to yield the visibility. In previous
studies of the MI transition [10,14], the sharpness of the
interference pattern was characterized by the half-width of
the central peak. Such a measure is possibly sensitive to
systematic effects, such as optical saturation and mean-
field broadening. We expect our measure of contrast to be
much less sensitive to these effects, since it is calculated in
regions of the image where the density is lower.

We present here measurements of the visibility as a
function of lattice depth (typically in a range !6–30"ER)
at a given total atom number. Each value was obtained as
the visibility averaged over approximately 10 independent
images. Different atom numbers (hence different filling
factors) were investigated, ranging from 6& 104 to 6&
105. Two illustrative sets of data are shown in Fig. 2,
corresponding to approximately 5:9& 105 atoms (black
circles) and 3:6& 105 atoms (gray circles). For lattice
depths larger than 12:5ER, the system is in the insulating
phase [10]. Yet, the visibility remains finite well above this
point. For example, at a lattice depth of 15ER, the contrast
is still around 30%, reducing to a few percent level only for
a rather high lattice depth of 30ER. We now show that such
a slow loss in visibility is expected in the ground state of
the system.

As shown in [9], the physics of ultracold atoms in an
optical lattice can be described by the Bose-Hubbard
Hamiltonian, given by the sum of a tunneling term,
H t # $t!hi;jiâ

y
i âj, plus an interaction term, H int #

!i
U
2 n̂i!n̂i $ 1". Here n̂i # âyi âi is the on-site number op-

erator, t is the tunneling matrix element, the notation hi; ji

restricts the sum to nearest neighbors only, and U is the on-
site interaction energy [11]. In the experiments, an addi-
tional, slowly varying potential Vext!r" is also present and
favors the formation of a ‘‘wedding cake’’ structure of
alternating MI and superfluid shells [9,15,21], which re-
flects the characteristic lobes delimiting the MI phases in
the phase diagram of the Bose-Hubbard model [11].

To better understand the origin of a finite visibility, we
consider a homogeneous system with filling factor n0. In
the limit of infinitely strong repulsion, U=t ! 1, the
ground state is what we call a ‘‘perfect’’ Mott insulator,
i.e., a uniform array of Fock states, j"iMI #

Q
ijn0ii. This

corresponds to a uniform S # n0 and zero visibility. To a
good approximation, the actual ground state for a finite
ratio U=t can be calculated by considering the tunneling
term as a perturbation to the interaction term. To first order
in t=U, this yields

j"!1"i ' j"iMI %
t
U

X
hi;ji

âyi âjj"iMI: (4)

The ground state thus acquires a small admixture of
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FIG. 2. (a) Visibility of the interference pattern produced by an
ultracold cloud released from an optical lattice. The two sets of
data shown correspond to 3:6& 105 atoms (gray circles) and
5:9& 105 atoms (black circles). The latter curve has been offset
vertically for clarity. Arrows mark positions where kinks are
visible. (b) Numerical derivative of the above curves.
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‘‘particle-hole’’ pairs (i.e., an additional particle at one
lattice site and a missing one in a neighboring site), which
restores short-range coherence and a corresponding weak
modulation in the momentum distribution, S!k" / n0 #
2n0!n0 $ 1"t!k"=U, where t!k" % #2t!!%x;y;z cos!k!d"
is the tight-binding dispersion relation. The corresponding
2D visibility (integrated along one direction) is

V & 4

3
!n0 $ 1" zt

U
: (5)

In Eq. (5), z % 6 is the number of nearest neighbors in a 3D
cubic lattice.

To compare with the experiment, we show in Fig. 3 the
visibility against U=zt in a log-log plot. For lattice depths
V0 ' 14ER (corresponding to U=zt ' 8), the data match
the inverse law expected from Eq. (5). This has been
verified by fitting the data in this range to a general power
law A!U=zt"" (solid lines in Fig. 3). We obtain an average
exponent " % #0:98!7" in agreement with the prediction
[see Fig. 4(a)]. In Fig. 4(b), the fitted prefactor is plotted as
a function of atom number. Inspired by Eq. (5), we com-
pare it to 4! "n$ 1"=3, where "n is the average filling factor
calculated at a lattice depth of 30ER using a mean-field
approximation [22,23]. We find that this extrapolation of
Eq. (5) to our trapped system indeed yields the correct
order of magnitude [see Fig. 4(b)]. We thus consider the
agreement between our experimental results and the simple
relations derived above as conclusive evidence for the
presence of particle-hole pairs, characteristic of the ground
state of the Bose-Hubbard Hamiltonian.

In addition to the smooth decay discussed above, the
visibility shows small kinks at specific lattice depths [in-
dicated by arrows in Fig. 2(a)]. They are systematically
observed in our data, and their positions are reproducible.
In the derivative plot [Fig. 2(b)], they appear as narrow

maxima on a smoother background. We obtained the kink
positions by taking the middle point between two adjacent
Gaussian peaks with negative amplitudes fitted to the data.
The most prominent kink occurs on average for a lattice
depth of 14:1!8"ER, with a statistical error indicated be-
tween parentheses. For the largest atom numbers (4:2(
105 and 6( 105), a similar but much weaker kink is also
visible around 16:6!9"ER (see upper curves in Fig. 2).
These values are close to 14:7ER and 15:9ER, the lattice
depths where MI regions with filling factor n0 % 2 or 3 are
expected to form for our parameters [23]. We thus propose
that the observed kinks are linked to a redistribution in the
density as the superfluid shells transform into MI regions
with several atoms per site. We were recently informed that
similar features were reproduced numerically for one-
dimensional trapped systems with a small number of par-
ticles [24].

We have considered the dependence of the visibility on
the time over which the optical lattice was ramped from
zero to its final value, for a specific lattice depth of V0 %
10ER. The visibility was considerably degraded for the
shortest ramp time of 20 ms, but reached a ramp-
independent value for ramp times larger than Tad )
100 ms (to be compared to the 160 ms time used in
visibility experiments). We note that Tad for this lattice
depth of V0 % 10ER is significantly longer than the micro-
scopic time scales of the system, such as the tunneling time
or the trapping periods. We note also that at the largest
lattice depth we use here (V0 % 30ER), the observed visi-
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FIG. 3. Visibility of the interference pattern versus U=zt, the
characteristic ratio of interaction to kinetic energy. The data are
identical to those shown in Fig. 2 (5:9( 105, black circles, and
3:6( 105 atoms, gray circles). The former curve has been offset
vertically for clarity. The lines are fits to the data in the range
!14–25"ER, assuming a power law behavior (see text).
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FIG. 4. Exponent " (a) and prefactor A (b) extracted from a
power law fit A!U=zt"" to the visibility data in Fig. 3, plotted
versus total atom number. The solid line indicates the expected
exponent " % #1. In (b), we also indicate the prefactor expected
for uniform MI with filling factor n0 % 1 (dashed line) and n0 %
2 (dotted line), as well as an extrapolation for the average filling
calculated at a lattice depth of 30ER (solid line).
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V =
N (k1)�N (k2)

N (k1) +N (k2)

Avantage:	annule	praCquement	la	contribuCon	de	la	foncCon	de	Wannier	
																			et	ne	conserve	que	le	signal	d’interférence	

Gerbier	et	al	
Mainz,	PRL	2005	

U/zJ

TransiCon	aRendue	pour														(Gutzwiller)	:	n̄ = 1

Calculs	Monte	Carlo	à	3D	:	U/zJ ⇡ 4.9

proches	voisins		z = 6

U/zJ ⇡ 6



Rôle	des	effets	thermiques	
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Figure 3 | Comparison of experimental and simulated TOF distributions. a–f, The integrated column density n?(x,y) represented by the optical density
(OD) as obtained from the experiment and the QMC simulations for different temperatures and two lattice depths V0 = 8Er (U/J= 8.11, N= 2.8⇥ 105,
T

hom
c

= 26.5 nK (a–c)) and 11.75Er (U/J= 27.5, N= 0.9⇥ 105, Thom
c

= 5.3 nK (d–f)). The simulation results (b,e) are selected to match the corresponding
experimental distribution (a,d) as closely as possible and the agreement is underlined in the profiles (c,f) taken along the axis denoted in the TOF
distributions. For the experimental images, we assign the temperatures Tf calculated for an adiabatic loading process (see text) where the errors stem from
the uncertainty in the calibration of the initial temperature Ti . The temperatures Tf

0 for the QMC results are exact. The comparison at V0 = 8Er confirms
the adiabaticity of the loading process, whereas for V0 = 11.75Er we find a small general shift in temperature by up to 30% due to heating processes
discussed in the Methods and Supplementary Information.

point-spread function (5.6 µm root-mean-square width) of our
imaging system. This value was determined experimentally by
measuring the autocorrelation function of images of expanding
clouds taken deep in the MI regime42.

Comparison ofQMCsimulations and experimental results
Two typical sequences of experimental TOF images at lattice depths
of V0 = 8Er (U/J = 8.11) and V0 = 11.75Er (U/J = 27.5) and
for different temperatures are shown in Fig. 3 together with the
corresponding simulation results. To estimate the temperature of
the ensemble in the lattice potential, we start from the initial
temperature Ti measured in the magnetic trap. Using numerical
data for the canonical energies and entropies in the initial and final
potential (see Supplementary Information), we assign an entropy
Si(Ti) to a particular experimental run. The final temperature is

found by inverting Tf = Tf(Si), assuming that the initial entropy
Si(Ti) is conserved during the lattice loading.

Besides relying on the ‘adiabatic’ temperature Tf, another
possibility is to match the experimental profile with that computed
from QMC simulations. This yields a ‘matching’ temperature
Tf

0. As the temperature used for the simulations is exact, this
procedure can be seen as a direct thermometer for the experiment.
In our comparison, the accuracy is limited by the sampling of the
experimental and simulation data along the temperature axis. For
V0 = 8Er, we find very good agreement between the measured and
simulated TOF distributions forTf =Tf

0. However, forV0 =11.75Er
we find the best agreement for Tf

0 being slightly higher (up to
a maximum of 30%) than Tf(Si). We interpret this shift in the
final temperature as a signal for non-adiabatic heating of the
ensemble during the loading of the lattice. This could be caused

1000 NATURE PHYSICS | VOL 6 | DECEMBER 2010 | www.nature.com/naturephysics

On	mesure	T		avant	de	brancher	le	réseau,	et	on	suppose	ce	branchement	adiabaCque	

Trotzky,	Pollet,	et	al.,	Nat.	Phys.	2010		
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point-spread function (5.6 µm root-mean-square width) of our
imaging system. This value was determined experimentally by
measuring the autocorrelation function of images of expanding
clouds taken deep in the MI regime42.

Comparison ofQMCsimulations and experimental results
Two typical sequences of experimental TOF images at lattice depths
of V0 = 8Er (U/J = 8.11) and V0 = 11.75Er (U/J = 27.5) and
for different temperatures are shown in Fig. 3 together with the
corresponding simulation results. To estimate the temperature of
the ensemble in the lattice potential, we start from the initial
temperature Ti measured in the magnetic trap. Using numerical
data for the canonical energies and entropies in the initial and final
potential (see Supplementary Information), we assign an entropy
Si(Ti) to a particular experimental run. The final temperature is

found by inverting Tf = Tf(Si), assuming that the initial entropy
Si(Ti) is conserved during the lattice loading.

Besides relying on the ‘adiabatic’ temperature Tf, another
possibility is to match the experimental profile with that computed
from QMC simulations. This yields a ‘matching’ temperature
Tf

0. As the temperature used for the simulations is exact, this
procedure can be seen as a direct thermometer for the experiment.
In our comparison, the accuracy is limited by the sampling of the
experimental and simulation data along the temperature axis. For
V0 = 8Er, we find very good agreement between the measured and
simulated TOF distributions forTf =Tf

0. However, forV0 =11.75Er
we find the best agreement for Tf

0 being slightly higher (up to
a maximum of 30%) than Tf(Si). We interpret this shift in the
final temperature as a signal for non-adiabatic heating of the
ensemble during the loading of the lattice. This could be caused
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Thermodynamique	et	incompressibilité	

DéfiniCon	dans	ce	contexte	:	
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=0.5, when expressed as a function of p —p, . This new
type of phase transition is driven by density fiuctuations,
as opposed to the XYtransition, which is driven by phase
fluctuations. We note that an explicitly one-dimensional
formulation of this problem can be developed leading to
an action very similar to the sine-Gordon model. The
periodic potential gives rise to one extra term containing
the density of the bosons. So, it is quite natural to at-
tempt a renormalization-group analysis directly in one
dimension. Unfortunately, the density scales to strong
coupling at a generic point of the phase boundary, thus
preventing the extraction of the critical exponents. In
what follows we determine the phase boundary and the
above-mentioned exponents to test the reliability of the e
expansion.
We perform our Monte Carlo simulations using the

"world-line" algorithm' "on a one-dimensional chain
of N sites with periodic boundary conditions. This in-
volves rewriting the partition function and any operator
expectation values of interest as a path integral by
discretizing the imaginary time P into L subintervals of
length r P/L. We use the checkerboard decomposi-
tion' to evaluate the infinitesimal imaginary-time evolu-
tion operator e ' . This "Trotter approximation" ' '
yields values for observables which differ from exact re-
sults by corrections of order r . We have chosen r so
that these systematic effects are typically less than a few
percent. We have also examined the effect of finite size
by doing simulations on different size systems and com-
paring the observables. We have found that a 16-site
chain does not suffer from any significant finite-size
effects, and the only occasions where we had to use
bigger systems were when we needed densities, p =Nb/N,
that cannot be obtained on a 16-site system.
Our simulation works within an ensemble which con-

serves both particle (Nb) and winding numbers. Howev-
er, by looking at the energy as a function of occupation,
we can extract the chemical potential and make contact
with grand-canonical formulations. Since nonzero-
winding-number configurations are absent with free
boundary conditions, their exclusion is not relevant in the
thermodynamic limit. ' ' We have verified our code
against weak- and strong-coupling analytic calculations,
and against exact diagonalization on small clusters in all
regimes of temperature T, and couplings t and V. In the
work reported below, unless otherwise indicated, we have
chosen t 1, V 20. We have checked that the values of
P are large enough to obtain ground-state properties by
doing the simulation at various values and ensuring that
averages of thermodynamic quantities did not change.
Further details will be reported elsewhere. 's
The effective one-particle transfer energy, t,fr t

x(aiqlal+aPal+1), has been used in variational-wave-
function studies of the Mott transition'7 and in Monte
Carlo simulations to examine the interpolation between
weak coupling and the strong-coupling Heisenberg re-
gime in the Hubbard model. ' In Fig. 1, we show this
quantity as a function of boson occupation. The sharp
minima at integer fillings corresponds to incompressible
insulating phases as shown below. These cusps lead to
discontinuities in the slope of the total energy Elv at in-
teger fillings and hence to the opening of compressibility
gaps. This can be seen by plotting (Fig. 2) the density p
as a function of the chemical potential, p =Ejv+~ —Ey,
which is evaluated numerically. The three plateaus cor-
respond to the first three lobes of the Mott-insulating re-
gions in the p/V vs t/ V phase diagram. For t/V=0, the
gap is 2 and decreases as t/V increases. The n =1 lobe
of the ground-state phase diagram is shown in Fig. 3.
The cusp-shaped approach to the tricritical point is con-

3.0
I I I I T T

P=2 t=l V=20
&16 sites, ~=0.125
o20 sites, v =0 125

2.0 —x32 sites, ~=0.125
~ 16 sites, ~=0.0625

~a
~ ~

1.0—
A%+ST~ ~

E
0 0
0.0 1.0 20 3.0

0
0

FIG. 1. The kinetic energy is shown as a function of occupa-
tion p for j 1, V 20. Different symbols represent various
choices of lattice size and imaginary-time discretization length
Error bars are smaller than the data points.

P./'V

FIG. 2. The occupation (density) p as a function of chemi-
cal potential, p E/v+1 —E/v, going across the first three lobes
of Mott-insulator regions. The solid line is to guide the eye.
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Le	rôle	du	potenCel	harmonique	addiConnel	
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Cadre	théorique	adapté	:	le	formalisme	grand-canonique	

V0 sin
2(kx)

Au	lieu	de	fixer							pour	minimiser																				,	on	se	donne	le	potenCel	chimique		
et	on	minimise	l’énergie	libre	moyenne																				avec	

h |Ĥ| i
h |F̂ | i

F̂ = Ĥ � µN̂

n̄ µ

•  Pour	un	système	uniforme,	prédicCons	idenCques	pour	les	deux	ensembles	

15	

V0 sin
2(kx) + Vtrap(x)

•  Permet	de	prendre	en	compte	le	caractère	non	uniforme	du	fluide	via	
					l’approximaCon	de	densité	locale	(LDA)	:	 µ ! µ� Vtrap(x)



L’approximaCon	de	densité	locale	
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•  EquaCon	d’état	du	fluide	homogène	connue	:	

16	

V0 sin
2(kx) + Vtrap(x)

Vtrap(0) = 0

•  Echelles	de	longueur	caractérisCques	du	gaz	homogène	(longueur	de	cicatrisaCon,			
						longueur	d’onde	thermique,	pas	du	réseau)	peCtes	devant	la	taille	du	gaz	piégé	
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fluide	homogène	

n
homog

, E
homog

fonctions de µ, T

L’état	du	fluide	au	point						est	semblable	à	l’état	trouvé	pour	le	fluide		
homogène	pour	la	même	température	et	pour	le	potenCel	chimique	local	:	

r

µ(r) = µ0 � Vtrap(r) n(r, T ) = n
homog

[µ
0

� V
trap

(r), T ]



Les	fluctuaCons	du	nombre	d’occupaCon	d’un	site	(encore)	

On	revient	à	l’ansatz	de	Gutzwiller,	avec	ceRe	fois-ci							comme	variable	de	contrôle	:	
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Les	états	incompressibles	correspondent	à	des	plateaux	quand	le	potenCel	chimique	varie	

Grand	avantage	des	systèmes	non	uniformes	quand	la	LDA	est	valable	!	 17	

:	région	incompressible	si	x	est	tel	que	µ ! µ� Vtrap(x) µ� < µ� Vtrap(x) < µ+

µ



La	structure	en	pièce	montée	
4 Quantum phase transition from a superfluid to a Mott insulator
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Figure 4.8: Density (upper row) and a profile of the Density and the superfluid order param-
eter φ (lower row) for a 2D lattice and different ratios of U/J , calculated by M. Niemeyer and
H. Monien [111] and published with kind permission. The appearance of a “wedding cake”
like shell structure and a suppression of the superfluid component can be nicely observed.

4.1.7 Excitation spectrum

An essential feature of a quantum phase transition is the change of the excitation spectrum
when the critical point is crossed. For the superfluid phase the excitation spectrum is gapless.
Arbitrarily small excitations, corresponding to finite phase differences between adjacent lat-
tice sites, can be excited. When, on the other hand, the critical point is crossed and the Mott
insulator regime is entered, a gap in the excitation spectrum opens up. This gap is responsible
for the insulating properties.

Excitations in the Mott insulator regime correspond to charge excitations changing the
atom number on a lattice site. Adding an extra atom to the ith lattice site results in a particle
excitation

|ΨMI(n); i⟩part =
1√

n + 1
â†i |ΨMI(n)⟩, (4.10)

whereas the reduction of the atom number by one produces a hole excitation

|ΨMI(n); i⟩hole =
1√
n

âi |ΨMI(n)⟩. (4.11)

The Energy of these particle and hole excitations for a fixed µ and (J/U) can be extracted
from the phase diagram 4.4. The sum of the energy for a particle and a hole excitation is
equal to the distance in µ direction with (J/U) fixed, from the upper or lower phase boundary
respectively. For U ≫ J the energy of those excitations becomes
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Les	études	à	base	de	«	microscope	atomique	»	

Depuis	2009,	plusieurs	groupes	ont	développé	des	systèmes	d’imagerie	à	atome	unique	
pour	des	atomes	piégés	aux	nœuds	d’un	réseau	opCque	(cf.	cours	2014-15)				

per lattice site, exhibit a corresponding variance in the particle
number s2i~!nni . When the interactions between the particles relative
to their kinetic energy are increased, the systemundergoes a quantum

phase transition to aMott insulating state4–6. For homogeneous con-
ditions and a two-dimensional simple square lattice, this transition is
expected to occur at U=Jð Þc^16:4 (see ref. 23), where small shifts of
this critical value have been reported when the system is additionally
exposed to an underlying harmonic trapping potential24. In our case,
such an additional harmonic confinement was caused by the
Gaussian beam profile of our lattice beams (1/e2 waist of 75 mm)
and resulted in an in-plane harmonic confinement with trapping
frequencies vx/(2p)5 72(4)Hz and vy/(2p)5 83(4)Hz for lattice
depths of Vx,y5 23(2)Er. For U=J ? U=Jð Þc the Mott insulator
can be described by neglecting the tunnelling energy of the system
in the so called zero-tunnelling approximation (atomic limit). The
in-trap density distribution then exhibits a pronounced shell struc-
ture of incompressible regions where the density is pinned to integer
values and increases in a step-likemanner from the outer wings to the
inner core5,16,25,26. At zero temperature, the particle number variance
at a lattice site is then expected to vanish (s2i~0), resulting in perfect
Fock states. For low, but still finite temperatures kBT = U , thermal
fluctuations can be induced. These fluctuations limit the quality of
the number squeezing and eventually lead to a complete melting of
the characteristic shell structure of a Mott insulator when the tem-
perature is increased above the melting temperature Tm^0:2U=kB
(see refs 20 and 21).

We monitored the dramatic differences in the density profiles and
the on-site number fluctuations by imaging the in-trap atom distri-
butions of a BEC and aMott insulator in the zero-tunnelling limit for
different atom numbers and temperatures (see top row of Fig. 2). For
the Mott insulators, the lattices along the x and y directions were
increased in S-shaped ramps within 75ms up to values of
Vx,y5 23(2)Er. To freeze out the atom distribution of a BEC, we
ramped up the lattices within 0.1ms. Using the point spread function
of our optical imaging system we were able to reconstruct the atom
number distribution on the lattice with single-site and single-atom
resolution via an image processing algorithm (seeMethods). It works
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Figure 2 | High-resolution fluorescence images of a BEC and Mott
insulators. The top row shows experimentally obtained raw images of a BEC
(a) and Mott insulators for increasing particle numbers (b–g) in the zero-
tunnelling limit. The middle row shows numerically reconstructed atom
distribution on the lattice. The images were convoluted with the point
spread function (* indicates the convolution operator) of our imaging

system for comparison with the original images. The bottom row shows the
reconstructed atomnumber distribution. Each circle indicates a single atom;
the pointsmark the lattice sites. The BEC andMott insulators were prepared
with the same in-plane harmonic confinement (see Supplementary
Information for the Bose–Hubbard model parameters of our system).
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Figure 1 | Experimental set-up. Two-dimensional bosonic quantumgases are
prepared in a single two-dimensional plane of an optical standing wave along
the z direction, which is created by retroreflecting a laser beam (l5 1,064 nm)
on the coated vacuum window. Additional lattice beams along the x and y
directions are used to bring the system into the strongly correlated regime of a
Mott insulator. The atoms are detected using fluorescence imaging via a high-
resolution microscope objective. Fluorescence of the atoms was induced by
illuminating the quantum gas with an optical molasses that simultaneously
laser-cools the atoms. The inset shows a section from a fluorescence picture of
a dilute thermal cloud (points mark the lattice sites).
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per lattice site, exhibit a corresponding variance in the particle
number s2i~!nni . When the interactions between the particles relative
to their kinetic energy are increased, the systemundergoes a quantum

phase transition to aMott insulating state4–6. For homogeneous con-
ditions and a two-dimensional simple square lattice, this transition is
expected to occur at U=Jð Þc^16:4 (see ref. 23), where small shifts of
this critical value have been reported when the system is additionally
exposed to an underlying harmonic trapping potential24. In our case,
such an additional harmonic confinement was caused by the
Gaussian beam profile of our lattice beams (1/e2 waist of 75 mm)
and resulted in an in-plane harmonic confinement with trapping
frequencies vx/(2p)5 72(4)Hz and vy/(2p)5 83(4)Hz for lattice
depths of Vx,y5 23(2)Er. For U=J ? U=Jð Þc the Mott insulator
can be described by neglecting the tunnelling energy of the system
in the so called zero-tunnelling approximation (atomic limit). The
in-trap density distribution then exhibits a pronounced shell struc-
ture of incompressible regions where the density is pinned to integer
values and increases in a step-likemanner from the outer wings to the
inner core5,16,25,26. At zero temperature, the particle number variance
at a lattice site is then expected to vanish (s2i~0), resulting in perfect
Fock states. For low, but still finite temperatures kBT = U , thermal
fluctuations can be induced. These fluctuations limit the quality of
the number squeezing and eventually lead to a complete melting of
the characteristic shell structure of a Mott insulator when the tem-
perature is increased above the melting temperature Tm^0:2U=kB
(see refs 20 and 21).

We monitored the dramatic differences in the density profiles and
the on-site number fluctuations by imaging the in-trap atom distri-
butions of a BEC and aMott insulator in the zero-tunnelling limit for
different atom numbers and temperatures (see top row of Fig. 2). For
the Mott insulators, the lattices along the x and y directions were
increased in S-shaped ramps within 75ms up to values of
Vx,y5 23(2)Er. To freeze out the atom distribution of a BEC, we
ramped up the lattices within 0.1ms. Using the point spread function
of our optical imaging system we were able to reconstruct the atom
number distribution on the lattice with single-site and single-atom
resolution via an image processing algorithm (seeMethods). It works
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Figure 2 | High-resolution fluorescence images of a BEC and Mott
insulators. The top row shows experimentally obtained raw images of a BEC
(a) and Mott insulators for increasing particle numbers (b–g) in the zero-
tunnelling limit. The middle row shows numerically reconstructed atom
distribution on the lattice. The images were convoluted with the point
spread function (* indicates the convolution operator) of our imaging

system for comparison with the original images. The bottom row shows the
reconstructed atomnumber distribution. Each circle indicates a single atom;
the pointsmark the lattice sites. The BEC andMott insulators were prepared
with the same in-plane harmonic confinement (see Supplementary
Information for the Bose–Hubbard model parameters of our system).
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Figure 1 | Experimental set-up. Two-dimensional bosonic quantumgases are
prepared in a single two-dimensional plane of an optical standing wave along
the z direction, which is created by retroreflecting a laser beam (l5 1,064 nm)
on the coated vacuum window. Additional lattice beams along the x and y
directions are used to bring the system into the strongly correlated regime of a
Mott insulator. The atoms are detected using fluorescence imaging via a high-
resolution microscope objective. Fluorescence of the atoms was induced by
illuminating the quantum gas with an optical molasses that simultaneously
laser-cools the atoms. The inset shows a section from a fluorescence picture of
a dilute thermal cloud (points mark the lattice sites).
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On	détecte	en	fait	la	parité	du	nombre	d’atomes	sur	site	;	au	cours	du	processus	de	
détecCon,	les	pertes	assistées	par	la	lumière	créent	des	pertes	d’atomes	par	paires.	

plateau n̄ = 2plateau n̄ = 1V
x,y

= 23Er

Munich,	Nature	2010	

Harvard,	Munich,	Tokyo,	Glasgow,	MIT	
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1.	CaractérisaCon	expérimentale	de	la	cohérence	
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2.	Le	rôle	du	potenCel	de	piégeage	

3.	Le	mode	de	Higgs	et	sa	mise	en	évidence	avec	des	atomes	froids	

Les	pics	de	Bragg	:	origine	et	visibilité	

Incompressibilité	des	phases	isolantes	
Structure	en	«	pièce	montée	»	

Le	potenAel	en	«	chapeau	mexicain	»	
La	symétrie	parAcule	-trou	



Retour	sur	la	transiCon	dans	l’approche	«	champ	moyen	»	

EvoluCon	de	l’écart-type														
	à	remplissage	enCer	
en	foncCon	du	rapport		
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•  Quel	paramètre	d’ordre	au	voisinage	du	point	de	transiCon	?	

•  Quels	sont	les	modes	collecCfs	autour	du	point	d’équilibre	?	
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Le	paramètre	d’ordre	(cas	simplifié)	

•  Remplissage	enCer	en	chaque	site	:		
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•  Energie	minimale	pour	le	choix	de	phase		
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,	où							détruit	une	parCcule	sur	le	site	

Paramètre	d’ordre	:	valeur	moyenne	de	l’opérateur	champ	sur	chaque	site	

h |b̂| i b̂
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Energie	et	paramètre	d’ordre	

cf.	calcul	du	cours	précédent	:																																							(à	une	constante	addiCve	près)		
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superfluid interference pattern was recorded as a function
of the momentum modulation amplitude pM. Several
cycles (typically, three to five) of the momentum modula-
tion were applied to obtain a high contrast between the
stable and dissipative regimes [Fig. 2(a)].

Figure 2(a) shows how the transition between superfluid
and dissipative currents became sharper with increasing
number of cycles of the momentum modulation. The criti-
cal momentum was determined from a log-log plot of the
condensate fraction as a function of momentum p
[Fig. 2(c)]. The intersection between two linear fit func-
tions was taken as the critical momentum. Our result was
found to be independent of the time period and number of
cycles of the momentum modulation at a few percent level.

In the MI phase, stable superfluid flow is not possible
and the critical momentum should vanish. However, using
the procedure described above, we measured a small criti-
cal momentum of 0.02 pr for lattice depths Vlatt ! 14, 15,
16 ER. Up to this momentum, the SF-MI phase transition
remained reversible. We interpret the nonzero critical mo-
mentum as a finite-size effect. For our cloud size of

60 !m, the corresponding Heisenberg momentum uncer-
tainty of 0.018 pr agrees with our measured critical mo-
mentum. In cold atom experiments, some sloshing motion
of the cloud in the trapping potential is unavoidable. The
momentum uncertainty determined above indicates how
much sloshing motion can be tolerated without affecting
the observed phase transition.

The critical lattice depth for the SF-MI phase transition
can be determined as the point where the critical momen-
tum vanishes. Using the predicted functional form [9] of
the approach towards zero, pc /

!!!!!!!!!!!!!!!!!!!!
1" u=uc

p
, as a fit func-

tion for the data points close to the SF-MI phase transition
(the data points shown in the inset of Fig. 3) we determined
the critical value uc ! 34:2 (#2:0) corresponding to a
lattice depth of 13:5$#0:2% ER. Our result agrees with the
mean-field theory prediction uc ! 5:8& 6 ! 34:8 for N !
1 SF-MI phase transition [1] and deviates by 2 " from the
predictions of uc ! 29:34$2% of quantum Monte Carlo
(QMC) simulation [26,27], which includes corrections
beyond the mean-field theory. This demonstrates that our
method has the precision to identify non-mean-field cor-
rections. However, to turn precision into accuracy, experi-
ments or QMC simulations [21,26,27] have to address
corrections due to finite size, finite temperature, and finite
time to probe the onset of the instability [27]. In our experi-
ment, these corrections seemed to be small, but have not
been characterized at the level of 1% in lattice depth.

The mean-field prediction for stable superfluid flow in
1D is similar to that for the 3D system [9]. However, it is
well known that fluctuations play a much more important
role in 1D. For studying a 1D system, we prepared an array
of one-dimensional gas tubes by ramping two pairs of
optical lattice beams up to lattice depths of Vx ! Vy !
30 ER suppressing hopping between the tubes. After a hold
time of 10 ms, a moving optical lattice was ramped up
along the z axis. As in our 3D experiment, a momentum
modulation was applied, after which the moving optical
lattice was ramped down to zero, followed by the other two
optical lattices. The condensate fraction was determined
after 33 ms of ballistic expansion as a function of the
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FIG. 2 (color online). Determination of the critical momentum
of superfluid flow. Shown is the condensate fraction as a function
of a momentum p. (a) Condensate fraction with u=uc ! 0:61 for
a variable number of cycles of the momentum modulation (one
cycle: & and blue line, two cycles: ! and purple line, three
cycles: " and red line). A dashed vertical line indicates the
critical momentum where instability begins to occur. The two
and three-cycle data are offset vertically for clarity. These data
were fitted with an error function to guide the eye. (b) Images of
interference patterns released from an optical lattice at u=uc !
0:61 moving with variable momentum. Instability occurred
between p ! 0:31pr and 0:32pr. Some of the triangular data
points in (a) were obtained from these images. (c) Condensate
fraction on a log-log scale for two different interaction strengths.
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SF-MI phase transition.
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Modes	collecCfs	du	système		(cas	simplifié)	
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On	garde	un	ansatz	factorisé	de	type	Gutzwiller,	mais	l’état	varie	d’un	site	à	l’autre		

PropagaCon	possible	de	fluctuaCons	de	phase,	de	densité,	de	paramètre	d’ordre,…	

| Gi = |site 1 :  1i ⌦ |site 2 :  2i ⌦ . . .⌦ |site j :  ji ⌦ . . .

Si	on	suppose	que	les	fluctuaCons	spaCales	se	font	uniquement	sur	une	échelle	
grande	devant	le	pas	du	réseau,	on	peut	prendre	une	approximaCon	conCnue	:	
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Z
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superfluid interference pattern was recorded as a function
of the momentum modulation amplitude pM. Several
cycles (typically, three to five) of the momentum modula-
tion were applied to obtain a high contrast between the
stable and dissipative regimes [Fig. 2(a)].

Figure 2(a) shows how the transition between superfluid
and dissipative currents became sharper with increasing
number of cycles of the momentum modulation. The criti-
cal momentum was determined from a log-log plot of the
condensate fraction as a function of momentum p
[Fig. 2(c)]. The intersection between two linear fit func-
tions was taken as the critical momentum. Our result was
found to be independent of the time period and number of
cycles of the momentum modulation at a few percent level.

In the MI phase, stable superfluid flow is not possible
and the critical momentum should vanish. However, using
the procedure described above, we measured a small criti-
cal momentum of 0.02 pr for lattice depths Vlatt ! 14, 15,
16 ER. Up to this momentum, the SF-MI phase transition
remained reversible. We interpret the nonzero critical mo-
mentum as a finite-size effect. For our cloud size of

60 !m, the corresponding Heisenberg momentum uncer-
tainty of 0.018 pr agrees with our measured critical mo-
mentum. In cold atom experiments, some sloshing motion
of the cloud in the trapping potential is unavoidable. The
momentum uncertainty determined above indicates how
much sloshing motion can be tolerated without affecting
the observed phase transition.

The critical lattice depth for the SF-MI phase transition
can be determined as the point where the critical momen-
tum vanishes. Using the predicted functional form [9] of
the approach towards zero, pc /

!!!!!!!!!!!!!!!!!!!!
1" u=uc

p
, as a fit func-

tion for the data points close to the SF-MI phase transition
(the data points shown in the inset of Fig. 3) we determined
the critical value uc ! 34:2 (#2:0) corresponding to a
lattice depth of 13:5$#0:2% ER. Our result agrees with the
mean-field theory prediction uc ! 5:8& 6 ! 34:8 for N !
1 SF-MI phase transition [1] and deviates by 2 " from the
predictions of uc ! 29:34$2% of quantum Monte Carlo
(QMC) simulation [26,27], which includes corrections
beyond the mean-field theory. This demonstrates that our
method has the precision to identify non-mean-field cor-
rections. However, to turn precision into accuracy, experi-
ments or QMC simulations [21,26,27] have to address
corrections due to finite size, finite temperature, and finite
time to probe the onset of the instability [27]. In our experi-
ment, these corrections seemed to be small, but have not
been characterized at the level of 1% in lattice depth.

The mean-field prediction for stable superfluid flow in
1D is similar to that for the 3D system [9]. However, it is
well known that fluctuations play a much more important
role in 1D. For studying a 1D system, we prepared an array
of one-dimensional gas tubes by ramping two pairs of
optical lattice beams up to lattice depths of Vx ! Vy !
30 ER suppressing hopping between the tubes. After a hold
time of 10 ms, a moving optical lattice was ramped up
along the z axis. As in our 3D experiment, a momentum
modulation was applied, after which the moving optical
lattice was ramped down to zero, followed by the other two
optical lattices. The condensate fraction was determined
after 33 ms of ballistic expansion as a function of the
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FIG. 2 (color online). Determination of the critical momentum
of superfluid flow. Shown is the condensate fraction as a function
of a momentum p. (a) Condensate fraction with u=uc ! 0:61 for
a variable number of cycles of the momentum modulation (one
cycle: & and blue line, two cycles: ! and purple line, three
cycles: " and red line). A dashed vertical line indicates the
critical momentum where instability begins to occur. The two
and three-cycle data are offset vertically for clarity. These data
were fitted with an error function to guide the eye. (b) Images of
interference patterns released from an optical lattice at u=uc !
0:61 moving with variable momentum. Instability occurred
between p ! 0:31pr and 0:32pr. Some of the triangular data
points in (a) were obtained from these images. (c) Condensate
fraction on a log-log scale for two different interaction strengths.
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points in the MI phase. (Inset) Fit of critical momenta near the
SF-MI phase transition.
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Quelle	dynamique	pour	une	énergie		
en	«	chapeau	mexicain	»	?	

En	fait,	la	quesCon	est	ambiguë	:	tout	dépend	de	la	parCe	dynamique	du	lagrangien	
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On	linéarise	au	voisinage	du	minimum	
en	terme	de	fluctuaCons	d’amplitude	
et	de	phase	:	
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Expression	approchée	de	la	densité	d’énergie	:	

Quelle	dynamique	pour	une	énergie		
en	«	chapeau	mexicain	»	(suite)	?	

superfluid interference pattern was recorded as a function
of the momentum modulation amplitude pM. Several
cycles (typically, three to five) of the momentum modula-
tion were applied to obtain a high contrast between the
stable and dissipative regimes [Fig. 2(a)].

Figure 2(a) shows how the transition between superfluid
and dissipative currents became sharper with increasing
number of cycles of the momentum modulation. The criti-
cal momentum was determined from a log-log plot of the
condensate fraction as a function of momentum p
[Fig. 2(c)]. The intersection between two linear fit func-
tions was taken as the critical momentum. Our result was
found to be independent of the time period and number of
cycles of the momentum modulation at a few percent level.

In the MI phase, stable superfluid flow is not possible
and the critical momentum should vanish. However, using
the procedure described above, we measured a small criti-
cal momentum of 0.02 pr for lattice depths Vlatt ! 14, 15,
16 ER. Up to this momentum, the SF-MI phase transition
remained reversible. We interpret the nonzero critical mo-
mentum as a finite-size effect. For our cloud size of

60 !m, the corresponding Heisenberg momentum uncer-
tainty of 0.018 pr agrees with our measured critical mo-
mentum. In cold atom experiments, some sloshing motion
of the cloud in the trapping potential is unavoidable. The
momentum uncertainty determined above indicates how
much sloshing motion can be tolerated without affecting
the observed phase transition.

The critical lattice depth for the SF-MI phase transition
can be determined as the point where the critical momen-
tum vanishes. Using the predicted functional form [9] of
the approach towards zero, pc /

!!!!!!!!!!!!!!!!!!!!
1" u=uc

p
, as a fit func-

tion for the data points close to the SF-MI phase transition
(the data points shown in the inset of Fig. 3) we determined
the critical value uc ! 34:2 (#2:0) corresponding to a
lattice depth of 13:5$#0:2% ER. Our result agrees with the
mean-field theory prediction uc ! 5:8& 6 ! 34:8 for N !
1 SF-MI phase transition [1] and deviates by 2 " from the
predictions of uc ! 29:34$2% of quantum Monte Carlo
(QMC) simulation [26,27], which includes corrections
beyond the mean-field theory. This demonstrates that our
method has the precision to identify non-mean-field cor-
rections. However, to turn precision into accuracy, experi-
ments or QMC simulations [21,26,27] have to address
corrections due to finite size, finite temperature, and finite
time to probe the onset of the instability [27]. In our experi-
ment, these corrections seemed to be small, but have not
been characterized at the level of 1% in lattice depth.

The mean-field prediction for stable superfluid flow in
1D is similar to that for the 3D system [9]. However, it is
well known that fluctuations play a much more important
role in 1D. For studying a 1D system, we prepared an array
of one-dimensional gas tubes by ramping two pairs of
optical lattice beams up to lattice depths of Vx ! Vy !
30 ER suppressing hopping between the tubes. After a hold
time of 10 ms, a moving optical lattice was ramped up
along the z axis. As in our 3D experiment, a momentum
modulation was applied, after which the moving optical
lattice was ramped down to zero, followed by the other two
optical lattices. The condensate fraction was determined
after 33 ms of ballistic expansion as a function of the
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FIG. 2 (color online). Determination of the critical momentum
of superfluid flow. Shown is the condensate fraction as a function
of a momentum p. (a) Condensate fraction with u=uc ! 0:61 for
a variable number of cycles of the momentum modulation (one
cycle: & and blue line, two cycles: ! and purple line, three
cycles: " and red line). A dashed vertical line indicates the
critical momentum where instability begins to occur. The two
and three-cycle data are offset vertically for clarity. These data
were fitted with an error function to guide the eye. (b) Images of
interference patterns released from an optical lattice at u=uc !
0:61 moving with variable momentum. Instability occurred
between p ! 0:31pr and 0:32pr. Some of the triangular data
points in (a) were obtained from these images. (c) Condensate
fraction on a log-log scale for two different interaction strengths.
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énergie
✏( )

Re( ) Im( )

 =  0 + �a + i�p

 0 :	réel	posiCf	

H(�a, �p) = ✏min + 2A�2a + B(r�a)
2 + B(r�p)

2

ParCe	dynamique	de	la	densité	de	lagrangien	:	

Ldyn(�a, �p) = ~
⇣
�̇a �p � �a �̇p

⌘
Cas	«	non	relaCviste	»	:	

Cas		«	relaCviste	»	:	 Ldyn(�a, �p) =
B

c2

⇣
�̇2a + �̇2p

⌘



Le	cas	«	relaCviste	»	

EquaCons	de	Lagrange	pour	les	fluctuaCons	de	phase	et	d’amplitude	:	
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ce	qui	conduit	aux	relaCons	de	dispersion	

 =  0 + �a + i�p
(B/c2) �̈p = B r2�p

(B/c2) �̈a = �2A �a +B r2�a

!2 = c2k2

!2 = !2
0 + c2k2 !0 = c

p
2A/B

•  Les	modes															sont	de	type	photon	ou	phonon,	et	sont	une	conséquence	
						du	théorème	de	Goldstone	:			! ! 0 si k ! 0

! = ck

•  Les	modes																																					sont	appelés	«	modes	de	Higgs	»	ou		
							«	modes	d’amplitude	»,	avec		

! =
�
!2
0 + c2k2

�1/2

! ! !0 si k ! 0

Remarque	:	le	mécanisme	de	Higgs	en	physique	des	parCcules		
nécessite	en	plus	un	champ	de	jauge	qui	est	absent	ici.	



Le	cas	non	relaCviste	

28	

EquaCons	de	Lagrange	pour	les	fluctuaCons	de	phase	et	d’amplitude	:	

 =  0 + �a + i�p

~�̇a = B r2�p

~�̇p = �2A �a +B r2�a

RelaCon	de	type	Bogoliubov	

Les	deux	perturbaCons	sont	couplées	et	on	obCent	leurs	amplitudes	via	un		
système	2	x	2,	dont	le	déterminant	donne	une	seule	relaCon	de	dispersion	:		

Ce	cas	«	non	relaCviste	»	correspond	précisément	à	la	descripCon	que		
nous	avons	faite	pour	un	superfluide	uniforme	en	l’absence	de	réseau	

(~!)2 = Bk2
�
2A+Bk2

�

Uniquement	un	mode	de	type	Goldstone	:		 ! ! 0 si k ! 0



L’ingrédient	essenCel	du	lagrangien	relaCviste	
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Pourquoi	un	réseau	op1que	est-il	adapté	à	faire	émerger	ce@e	symétrie	?	

L( ) = Ldyn( )� H( ) Ldyn( ) =
B

c2
 ̇⇤  ̇

Rôle	symétrique	de								et								:	symétrie	parCcule-trou				  ⇤

On	se	place	dans	le	cas		
du	remplissage	enCer		

OscillaCon	de	l’amplitude	du	paramètre	d’ordre																												:		⇢ =
1

2
sin 2✓

0

@
c2
c1
c0

1

A
=

0

@
e

i'
sin ✓/

p
2

cos ✓
e

�i'
sin ✓ /

p
2

1

A

c1 alors	que																			et	vice	versa				(avec						qui	reste	constant)	c0, c2 n̄

n̄ = 1



Le	traitement	détaillé	du	réseau	opCque	

On	revient	à	la	paramétrisaCon	générale	où	les	quatre	variables	
dépendent	du	temps	et	de	l’espace	(avec	un	passage	à	la	limite	conCnue)	:	

30	

⇢ =
1

2
sin 2✓

⌘

'

�

✓
@⇢

@t

◆2

✓
@'

@t

◆2

@ ⇤

@t

@ 

@t

 = ⇢ ei'

0

@
e

i(⌘+')
sin ✓ sin�

cos ✓
e

i(⌘�')
sin ✓ cos�

1

A

✓, �, ⌘, '

Densité	de	lagrangien	quand	on	est	au	voisinage	du	remplissage	enCer		

Ldyn = �⌘̇⇢2 + '̇⇢2�Ldyn ⌘ i~
2

⇣
h j | ̇ji � h ̇j | ji

⌘

| ji

Polkovnikov	et	al.,	2005	

� = 2
⇣⇡
4
� �

⌘
⌧ 1



Le	principe	de	l’éliminaCon	des	variables						ou	

On	considère	un	lagrangien	modèle	à	deux	variables	
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⌘ �

L(⇢, ⇢̇, ⌘, ⌘̇) = �⌘̇⇢2 � ✏(⇢, ⌘) ✏(⇢, ⌘) = ⌘2⇢2 + V
mex

(⇢)

minimum		
en		⌘ = 0

EquaCons	de	Lagrange		

⌘ :
d

dt

✓
@L
@⌘̇

◆
=

@L
@⌘

) ⇢̇ = ⌘⇢

⇢ :
d

dt

✓
@L
@⇢̇

◆
=

@L
@⇢

) 0 = �2⇢(⌘̇ + ⌘2)� dV
mex

d⇢

Une	subsCtuCon	simple	conduit	alors	à	l’équaCon	du	mouvement	pour		

qui	correspond	au	lagrangien	à	une	variable	:	

⇢

2⇢̈ = �dV
mex

d⇢

L(⇢, ⇢̇) = ⇢̇2 � V
mex

(⇢)



Les	points	importants	pour	l’observaCon	du	mode	de	Higgs	

•  Avoir	un	remplissage	enCer	(ou	presque)		

32	

•  S’assurer	que	le	mode	est	stable	:	il	pourrait	en	principe	se	désexciter		
					en	deux	modes	de	Goldstone	(pas	significaCf	pour	les	réseaux	opCques)	

Symétrie	parCcule-trou	qui	garanCt	que	le		
lagrangien	dynamique	est	essenCellement	

Ldyn( ) /  ̇⇤  ̇

et	pas		 Ldyn( ) = i~  ⇤ ̇

•  Etre	proche	du	point	criCque	pour	que	les	linéarisaCons	des	équaCons	du		
						mouvement	soient	valables.		

La	fréquence	du	mode	de	Higgs	donne	la	distance	au	point	criCque	:	

!0 = c
p
2A/B avec																	à	la	transiCon		A = 0 H( ) =

U

2
| |4 �A| |2 +B|r |2



Principe	de	l’observaCon	avec	des	atomes	froids			

Note	:	mode	d’amplitude	dans	des	supraconducteurs	(1980)	
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Atomes	dans	des	réseaux	opCques	:	Hambourg	(2011),	Munich	(2012)	

Munich	:	

•  ModulaCon	de	l’intensité	des	faisceaux	créant	le	réseau	

Technique	(iniCée	par	le	groupe	de	Zurich)	qui	revient		
à	moduler	le	terme	tunnel	de	manière	uniforme	

ExcitaAon	de	modes	de	très	bas	vecteur	d’onde	

•  Mesure	de	l’échauffement	du	gaz	pour	une	fréquence		
					et	une	durée	d’excitaCon	données		



L’expérience	de	Munich	

Côté	superfluide	:	on	observe	le	mode	de	Higgs																																					
																																	pour	des	vecteurs	d’onde	
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Côté	isolant	de	MoR	:	on	observe	un	mode	de	fréquence	non	nulle	
																																								correspondant	à	l’incompressibilité	du	système	

expected to diverge at low frequencies, if the probe in use couples
longitudinally to the order parameter2,4,5,9 (for example to the real part
ofY, if the equilibrium value ofYwas chosen along the real axis), as is
the case for neutron scattering. If, instead, the coupling is rotationally
invariant (for example through coupling to jYj2), as expected for
lattice modulation, such a divergence could be avoided and the

response is expected to scale as n3 at low frequencies3,6,9,17.
Combining this result with the scaling dimensions of the response
function for a rotationally symmetric perturbation coupling to jYj2,
we expect the low-frequency response to be proportional to
(12 j/jc)

22n3 (ref. 9 and Methods). The experimentally observed sig-
nal is consistent with this scaling at the ‘base’ of the absorption feature
(Fig. 4). This indicates that the low-frequency part is dominated by
only a few in-trap eigenmodes, which approximately show the generic
scaling of the homogeneous system for a response function describing
coupling to jYj2.
In the intermediate-frequency regime, it remains a challenge to

construct a first-principles analytical treatment of the in-trap system
including all relevant decay and coupling processes. Lacking such a
theory, we constructed a heuristic model combining the discrete spec-
trum from the Gutzwiller approach (Fig. 3a) with the line shape for a
homogeneous system based on an O(N) field theory in two dimen-
sions, calculated in the large-N limit3,6 (Methods). An implicit assump-
tion of this approach is a continuum of phase modes, which is
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Figure 3 | Theory of in-trap response. a, A diagonalization of the trapped
system in a Gutzwiller approximation shows a discrete spectrum of amplitude-
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modulation of j. Eigenmodes of phase type are not shown (Methods) and n0,G
denotes the gap as calculated in the Gutzwiller approximation. a.u., arbitrary
units. b, In-trap superfluid density distribution for the four amplitude modes
with the lowest frequencies, as labelled in a. In contrast to the superfluid
density, the total density of the system stays almost constant (not shown).
c, Discrete amplitude mode spectrum for various couplings j/jc. Each red circle
corresponds to a single eigenmode, with the intensity of the colour being
proportional to the line strength. The gap frequency of the lowest-lying mode
follows the prediction for commensurate filling (solid line; same as in Fig. 2a)
until a rounding off takes place close to the critical point due to the finite size of
the system. d, Comparison of the experimental response at V05 9.5Er (blue
circles and connecting blue line; error bars, s.e.m.) with a 23 2 cluster mean-
field simulation (grey line and shaded area) and a heuristic model (dashed line;
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experimental uncertainty in the lattice depth, and predicts the energy
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(blue) and 8Er (red) as a function of themodulation frequency. The black line is
a fit of the form anbwith a fitted exponent b5 2.9(5). The inset shows the same
data points without rescaling, for comparison. Error bars, s.e.m.
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Pour	conclure…	
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L’isolant	de	MoR	pour	le	controle	cohérent	de	parCcules	

Microwave

6.8 GHz

Addressing laser beam

Atoms in 2D optical lattice

x

y

alat = 532 nm

a

2 µm

b

c

x

y

Un	laser	focalisé	permet	de	modifier	la	fréquence	de	résonance	des	atomes	de		
manière		sélecCve.	Une	micro-onde	résonante	uniquement	avec	les	atomes	dont		
la	fréquence	a	été	modifiée,	permet	de	contrôler	individuellement	les	états	de	spins.	

Munich,	Nature	2011	 36	



Le	développement	de	protocoles	d’informaCon	quanCque	

Systèmes	à	N	corps	préparés	avec	une	entropie	très	basse	

ARTICLE RESEARCH
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To initialize two independent and identical copies of a state with 
fixed particle number N, we start with a low-entropy two-dimensional 
Mott insulator with unity filling in the atomic limit28 and determin-
istically retain a plaquette of 2 ×  N atoms while removing all others  
(Supplementary Information). This is illustrated in Fig. 3a. The 
plaquette of 2 ×  N atoms contains two copies (along the y direction) 
of an N-atom one-dimensional system (along the x direction), with 
N =  4 in this figure. The desired quantum state is prepared by manip-
ulating the depth of the optical lattice along x, varying the parameter 
U/Jx, where Jx is the tunnelling rate along x. A box potential created by 
the spatial light modulator is superimposed onto this optical lattice to 
constrain the dynamics to the sites within each copy. During the state 
preparation, a deep lattice barrier separates the two copies and makes 
them independent of each other.

The beam splitter operation required for the many-body interference 
is realized in a double-well potential along y. The dynamics of atoms 
in the double well is likewise described by the Bose–Hubbard 
Hamiltonian, equation (4). A single atom, initially localized in one well, 
coherently oscillates between the wells with a Rabi frequency of J =  Jy 
(oscillation frequency in the amplitude). At discrete times during this 
evolution, = =( ) −t t n n

JBS
2 1

8 y
, with n =  1, 2, ..., the atom is delocalized 

equally over the two wells with a fixed phase relationship. Each of these 
times realizes a beam splitter operation, for which the same two wells 
serve as the input ports at time t =  0 and output ports at time = ( )t t n

BS . 
Two indistinguishable atoms with negligible interaction strength 
(U/Jy ≪ 1) in this double well will interfere as they tunnel. The dynam-
ics of two atoms in the double well is demonstrated in Fig. 3b in terms 
of the joint probability P(1, 1) of finding them in separate wells versus 
the normalized time Jyt. The joint probability P(1, 1) oscillates at a 
frequency of 772(16) Hz =  4Jy, with a contrast of 95(3)%. At  
the beam splitter times, = ( )t t n

BS , P(1, 1) ≈  0. The first beam splitter  
time, ≡ =( )t t JBS BS

1 1
8 y

 is used for all the following experiments, with  

P(1, 1) =  0.05(2). This is a signature of bosonic interference of two 
indistinguishable particles37,38, akin to the photonic HOM interfer-
ence36. This high interference contrast indicates the near-perfect sup-
pression of classical noise and fluctuations and includes an expected 
0.6% reduction due to finite interaction strength (U/Jy ≈  0.3). The 
results from this interference can be interpreted as a measurement of 
the quantum purity of the initial Fock state as measured from the aver-
age parity (equation (3)), 〈 Pi〉  =  1 −  2 ×  P(1, 1) =  0.90(4), where i =  1, 2 
are the two copies.

Entanglement in the ground state
The Bose–Hubbard model provides an interesting system in which to 
investigate entanglement. In optical lattice systems, a lower bound of 
the spatial entanglement has been previously estimated from time-of-
flight measurements39 and entanglement dynamics in spin degrees of 
freedom has been investigated with partial state reconstruction40. Here, 
we directly measure entanglement in real space occupational particle 
number in a site-resolved way. In the strongly interacting atomic limit 
of U/Jx ≫ 1, the ground state is a Mott insulator corresponding to a Fock 
state of one atom at each lattice site. The quantum state has no spatial 
entanglement with respect to any partitioning in this phase—it is in a 
product state of the Fock states. As the interaction strength is reduced 
adiabatically, atoms begin to tunnel across the lattice sites, and ultimately 
the Mott insulator melts into a superfluid with a fixed atom number. The 
delocalization of atoms creates entanglement between spatial subsystems. 
This entanglement originates41,42 from correlated fluctuations in the 
number of particles between the subsystems due to the super-selection 
rule that the total particle number in the full system is fixed, as well as 
coherence between various configurations without any such fluctuation.

To probe the emergence of entanglement, we first prepare the ground 
state of equation (4) in both copies by adiabatically lowering the optical 

Figure 3 | Many-body interference to probe entanglement in optical 
lattices. a, A high-resolution microscope is used to directly image the 
number parity of ultracold bosonic atoms on each lattice site (in the raw 
images, green represents odd and black represents even). Two adjacent 
one-dimensional lattices are created by combining an optical lattice  
and potentials created by a spatial light modulator. We initialize two 
identical many-body states by filling the potentials from a low-entropy 
two-dimensional Mott insulator. The tunnelling rates Jx and Jy can be 
tuned independently by changing the depth of the potential. b, The 
atomic beam splitter operation is realized in a tunnel-coupled  
double-well potential. An atom, initially localized in one of the wells, 
delocalizes with equal probability into both the wells by this beam splitter. 
Here, we show the atomic analogue of the HOM interference of two states. 
The joint probability P(1, 1) measures the probability of coincidence 
detection of the atoms in separate wells as a function of normalized 
tunnel time Jyt, with the single particle tunnelling Jy =  193(4) Hz.  
At the beam splitter duration (Jyt = 1/8) bosonic interference leads 
to a nearly vanishing P(1, 1), corresponding to an even parity in the 
output states. This can be interpreted as a measurement of the purity 
of the initial Fock state, here measured to be 0.90(4). The data shown 
here are averaged over two independent double wells. The blue curve 
is a maximum-likelihood fit to the data, and the error bars reflect 1σ  
statistical error. c, When two copies of a product state, such as the Mott 
insulator in the atomic limit, are interfered on the beam splitter, the 
output states contain even particle numbers globally (full system) as well 
as locally (subsystem), indicating pure states in both. d, On the other 
hand, for two copies of an entangled state, such as a superfluid state, the 
output states contain even particle numbers globally (pure state) but a 
mixture of odd and even outcomes locally (mixed state). This directly 
demonstrates entanglement.
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To initialize two independent and identical copies of a state with 
fixed particle number N, we start with a low-entropy two-dimensional 
Mott insulator with unity filling in the atomic limit28 and determin-
istically retain a plaquette of 2 ×  N atoms while removing all others  
(Supplementary Information). This is illustrated in Fig. 3a. The 
plaquette of 2 ×  N atoms contains two copies (along the y direction) 
of an N-atom one-dimensional system (along the x direction), with 
N =  4 in this figure. The desired quantum state is prepared by manip-
ulating the depth of the optical lattice along x, varying the parameter 
U/Jx, where Jx is the tunnelling rate along x. A box potential created by 
the spatial light modulator is superimposed onto this optical lattice to 
constrain the dynamics to the sites within each copy. During the state 
preparation, a deep lattice barrier separates the two copies and makes 
them independent of each other.

The beam splitter operation required for the many-body interference 
is realized in a double-well potential along y. The dynamics of atoms 
in the double well is likewise described by the Bose–Hubbard 
Hamiltonian, equation (4). A single atom, initially localized in one well, 
coherently oscillates between the wells with a Rabi frequency of J =  Jy 
(oscillation frequency in the amplitude). At discrete times during this 
evolution, = =( ) −t t n n

JBS
2 1

8 y
, with n =  1, 2, ..., the atom is delocalized 

equally over the two wells with a fixed phase relationship. Each of these 
times realizes a beam splitter operation, for which the same two wells 
serve as the input ports at time t =  0 and output ports at time = ( )t t n

BS . 
Two indistinguishable atoms with negligible interaction strength 
(U/Jy ≪ 1) in this double well will interfere as they tunnel. The dynam-
ics of two atoms in the double well is demonstrated in Fig. 3b in terms 
of the joint probability P(1, 1) of finding them in separate wells versus 
the normalized time Jyt. The joint probability P(1, 1) oscillates at a 
frequency of 772(16) Hz =  4Jy, with a contrast of 95(3)%. At  
the beam splitter times, = ( )t t n

BS , P(1, 1) ≈  0. The first beam splitter  
time, ≡ =( )t t JBS BS

1 1
8 y

 is used for all the following experiments, with  

P(1, 1) =  0.05(2). This is a signature of bosonic interference of two 
indistinguishable particles37,38, akin to the photonic HOM interfer-
ence36. This high interference contrast indicates the near-perfect sup-
pression of classical noise and fluctuations and includes an expected 
0.6% reduction due to finite interaction strength (U/Jy ≈  0.3). The 
results from this interference can be interpreted as a measurement of 
the quantum purity of the initial Fock state as measured from the aver-
age parity (equation (3)), 〈 Pi〉  =  1 −  2 ×  P(1, 1) =  0.90(4), where i =  1, 2 
are the two copies.

Entanglement in the ground state
The Bose–Hubbard model provides an interesting system in which to 
investigate entanglement. In optical lattice systems, a lower bound of 
the spatial entanglement has been previously estimated from time-of-
flight measurements39 and entanglement dynamics in spin degrees of 
freedom has been investigated with partial state reconstruction40. Here, 
we directly measure entanglement in real space occupational particle 
number in a site-resolved way. In the strongly interacting atomic limit 
of U/Jx ≫ 1, the ground state is a Mott insulator corresponding to a Fock 
state of one atom at each lattice site. The quantum state has no spatial 
entanglement with respect to any partitioning in this phase—it is in a 
product state of the Fock states. As the interaction strength is reduced 
adiabatically, atoms begin to tunnel across the lattice sites, and ultimately 
the Mott insulator melts into a superfluid with a fixed atom number. The 
delocalization of atoms creates entanglement between spatial subsystems. 
This entanglement originates41,42 from correlated fluctuations in the 
number of particles between the subsystems due to the super-selection 
rule that the total particle number in the full system is fixed, as well as 
coherence between various configurations without any such fluctuation.

To probe the emergence of entanglement, we first prepare the ground 
state of equation (4) in both copies by adiabatically lowering the optical 

Figure 3 | Many-body interference to probe entanglement in optical 
lattices. a, A high-resolution microscope is used to directly image the 
number parity of ultracold bosonic atoms on each lattice site (in the raw 
images, green represents odd and black represents even). Two adjacent 
one-dimensional lattices are created by combining an optical lattice  
and potentials created by a spatial light modulator. We initialize two 
identical many-body states by filling the potentials from a low-entropy 
two-dimensional Mott insulator. The tunnelling rates Jx and Jy can be 
tuned independently by changing the depth of the potential. b, The 
atomic beam splitter operation is realized in a tunnel-coupled  
double-well potential. An atom, initially localized in one of the wells, 
delocalizes with equal probability into both the wells by this beam splitter. 
Here, we show the atomic analogue of the HOM interference of two states. 
The joint probability P(1, 1) measures the probability of coincidence 
detection of the atoms in separate wells as a function of normalized 
tunnel time Jyt, with the single particle tunnelling Jy =  193(4) Hz.  
At the beam splitter duration (Jyt = 1/8) bosonic interference leads 
to a nearly vanishing P(1, 1), corresponding to an even parity in the 
output states. This can be interpreted as a measurement of the purity 
of the initial Fock state, here measured to be 0.90(4). The data shown 
here are averaged over two independent double wells. The blue curve 
is a maximum-likelihood fit to the data, and the error bars reflect 1σ  
statistical error. c, When two copies of a product state, such as the Mott 
insulator in the atomic limit, are interfered on the beam splitter, the 
output states contain even particle numbers globally (full system) as well 
as locally (subsystem), indicating pure states in both. d, On the other 
hand, for two copies of an entangled state, such as a superfluid state, the 
output states contain even particle numbers globally (pure state) but a 
mixture of odd and even outcomes locally (mixed state). This directly 
demonstrates entanglement.
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To initialize two independent and identical copies of a state with 
fixed particle number N, we start with a low-entropy two-dimensional 
Mott insulator with unity filling in the atomic limit28 and determin-
istically retain a plaquette of 2 ×  N atoms while removing all others  
(Supplementary Information). This is illustrated in Fig. 3a. The 
plaquette of 2 ×  N atoms contains two copies (along the y direction) 
of an N-atom one-dimensional system (along the x direction), with 
N =  4 in this figure. The desired quantum state is prepared by manip-
ulating the depth of the optical lattice along x, varying the parameter 
U/Jx, where Jx is the tunnelling rate along x. A box potential created by 
the spatial light modulator is superimposed onto this optical lattice to 
constrain the dynamics to the sites within each copy. During the state 
preparation, a deep lattice barrier separates the two copies and makes 
them independent of each other.

The beam splitter operation required for the many-body interference 
is realized in a double-well potential along y. The dynamics of atoms 
in the double well is likewise described by the Bose–Hubbard 
Hamiltonian, equation (4). A single atom, initially localized in one well, 
coherently oscillates between the wells with a Rabi frequency of J =  Jy 
(oscillation frequency in the amplitude). At discrete times during this 
evolution, = =( ) −t t n n

JBS
2 1

8 y
, with n =  1, 2, ..., the atom is delocalized 

equally over the two wells with a fixed phase relationship. Each of these 
times realizes a beam splitter operation, for which the same two wells 
serve as the input ports at time t =  0 and output ports at time = ( )t t n

BS . 
Two indistinguishable atoms with negligible interaction strength 
(U/Jy ≪ 1) in this double well will interfere as they tunnel. The dynam-
ics of two atoms in the double well is demonstrated in Fig. 3b in terms 
of the joint probability P(1, 1) of finding them in separate wells versus 
the normalized time Jyt. The joint probability P(1, 1) oscillates at a 
frequency of 772(16) Hz =  4Jy, with a contrast of 95(3)%. At  
the beam splitter times, = ( )t t n

BS , P(1, 1) ≈  0. The first beam splitter  
time, ≡ =( )t t JBS BS

1 1
8 y

 is used for all the following experiments, with  

P(1, 1) =  0.05(2). This is a signature of bosonic interference of two 
indistinguishable particles37,38, akin to the photonic HOM interfer-
ence36. This high interference contrast indicates the near-perfect sup-
pression of classical noise and fluctuations and includes an expected 
0.6% reduction due to finite interaction strength (U/Jy ≈  0.3). The 
results from this interference can be interpreted as a measurement of 
the quantum purity of the initial Fock state as measured from the aver-
age parity (equation (3)), 〈 Pi〉  =  1 −  2 ×  P(1, 1) =  0.90(4), where i =  1, 2 
are the two copies.

Entanglement in the ground state
The Bose–Hubbard model provides an interesting system in which to 
investigate entanglement. In optical lattice systems, a lower bound of 
the spatial entanglement has been previously estimated from time-of-
flight measurements39 and entanglement dynamics in spin degrees of 
freedom has been investigated with partial state reconstruction40. Here, 
we directly measure entanglement in real space occupational particle 
number in a site-resolved way. In the strongly interacting atomic limit 
of U/Jx ≫ 1, the ground state is a Mott insulator corresponding to a Fock 
state of one atom at each lattice site. The quantum state has no spatial 
entanglement with respect to any partitioning in this phase—it is in a 
product state of the Fock states. As the interaction strength is reduced 
adiabatically, atoms begin to tunnel across the lattice sites, and ultimately 
the Mott insulator melts into a superfluid with a fixed atom number. The 
delocalization of atoms creates entanglement between spatial subsystems. 
This entanglement originates41,42 from correlated fluctuations in the 
number of particles between the subsystems due to the super-selection 
rule that the total particle number in the full system is fixed, as well as 
coherence between various configurations without any such fluctuation.

To probe the emergence of entanglement, we first prepare the ground 
state of equation (4) in both copies by adiabatically lowering the optical 

Figure 3 | Many-body interference to probe entanglement in optical 
lattices. a, A high-resolution microscope is used to directly image the 
number parity of ultracold bosonic atoms on each lattice site (in the raw 
images, green represents odd and black represents even). Two adjacent 
one-dimensional lattices are created by combining an optical lattice  
and potentials created by a spatial light modulator. We initialize two 
identical many-body states by filling the potentials from a low-entropy 
two-dimensional Mott insulator. The tunnelling rates Jx and Jy can be 
tuned independently by changing the depth of the potential. b, The 
atomic beam splitter operation is realized in a tunnel-coupled  
double-well potential. An atom, initially localized in one of the wells, 
delocalizes with equal probability into both the wells by this beam splitter. 
Here, we show the atomic analogue of the HOM interference of two states. 
The joint probability P(1, 1) measures the probability of coincidence 
detection of the atoms in separate wells as a function of normalized 
tunnel time Jyt, with the single particle tunnelling Jy =  193(4) Hz.  
At the beam splitter duration (Jyt = 1/8) bosonic interference leads 
to a nearly vanishing P(1, 1), corresponding to an even parity in the 
output states. This can be interpreted as a measurement of the purity 
of the initial Fock state, here measured to be 0.90(4). The data shown 
here are averaged over two independent double wells. The blue curve 
is a maximum-likelihood fit to the data, and the error bars reflect 1σ  
statistical error. c, When two copies of a product state, such as the Mott 
insulator in the atomic limit, are interfered on the beam splitter, the 
output states contain even particle numbers globally (full system) as well 
as locally (subsystem), indicating pure states in both. d, On the other 
hand, for two copies of an entangled state, such as a superfluid state, the 
output states contain even particle numbers globally (pure state) but a 
mixture of odd and even outcomes locally (mixed state). This directly 
demonstrates entanglement.
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To initialize two independent and identical copies of a state with 
fixed particle number N, we start with a low-entropy two-dimensional 
Mott insulator with unity filling in the atomic limit28 and determin-
istically retain a plaquette of 2 ×  N atoms while removing all others  
(Supplementary Information). This is illustrated in Fig. 3a. The 
plaquette of 2 ×  N atoms contains two copies (along the y direction) 
of an N-atom one-dimensional system (along the x direction), with 
N =  4 in this figure. The desired quantum state is prepared by manip-
ulating the depth of the optical lattice along x, varying the parameter 
U/Jx, where Jx is the tunnelling rate along x. A box potential created by 
the spatial light modulator is superimposed onto this optical lattice to 
constrain the dynamics to the sites within each copy. During the state 
preparation, a deep lattice barrier separates the two copies and makes 
them independent of each other.

The beam splitter operation required for the many-body interference 
is realized in a double-well potential along y. The dynamics of atoms 
in the double well is likewise described by the Bose–Hubbard 
Hamiltonian, equation (4). A single atom, initially localized in one well, 
coherently oscillates between the wells with a Rabi frequency of J =  Jy 
(oscillation frequency in the amplitude). At discrete times during this 
evolution, = =( ) −t t n n

JBS
2 1

8 y
, with n =  1, 2, ..., the atom is delocalized 

equally over the two wells with a fixed phase relationship. Each of these 
times realizes a beam splitter operation, for which the same two wells 
serve as the input ports at time t =  0 and output ports at time = ( )t t n

BS . 
Two indistinguishable atoms with negligible interaction strength 
(U/Jy ≪ 1) in this double well will interfere as they tunnel. The dynam-
ics of two atoms in the double well is demonstrated in Fig. 3b in terms 
of the joint probability P(1, 1) of finding them in separate wells versus 
the normalized time Jyt. The joint probability P(1, 1) oscillates at a 
frequency of 772(16) Hz =  4Jy, with a contrast of 95(3)%. At  
the beam splitter times, = ( )t t n

BS , P(1, 1) ≈  0. The first beam splitter  
time, ≡ =( )t t JBS BS

1 1
8 y

 is used for all the following experiments, with  

P(1, 1) =  0.05(2). This is a signature of bosonic interference of two 
indistinguishable particles37,38, akin to the photonic HOM interfer-
ence36. This high interference contrast indicates the near-perfect sup-
pression of classical noise and fluctuations and includes an expected 
0.6% reduction due to finite interaction strength (U/Jy ≈  0.3). The 
results from this interference can be interpreted as a measurement of 
the quantum purity of the initial Fock state as measured from the aver-
age parity (equation (3)), 〈 Pi〉  =  1 −  2 ×  P(1, 1) =  0.90(4), where i =  1, 2 
are the two copies.

Entanglement in the ground state
The Bose–Hubbard model provides an interesting system in which to 
investigate entanglement. In optical lattice systems, a lower bound of 
the spatial entanglement has been previously estimated from time-of-
flight measurements39 and entanglement dynamics in spin degrees of 
freedom has been investigated with partial state reconstruction40. Here, 
we directly measure entanglement in real space occupational particle 
number in a site-resolved way. In the strongly interacting atomic limit 
of U/Jx ≫ 1, the ground state is a Mott insulator corresponding to a Fock 
state of one atom at each lattice site. The quantum state has no spatial 
entanglement with respect to any partitioning in this phase—it is in a 
product state of the Fock states. As the interaction strength is reduced 
adiabatically, atoms begin to tunnel across the lattice sites, and ultimately 
the Mott insulator melts into a superfluid with a fixed atom number. The 
delocalization of atoms creates entanglement between spatial subsystems. 
This entanglement originates41,42 from correlated fluctuations in the 
number of particles between the subsystems due to the super-selection 
rule that the total particle number in the full system is fixed, as well as 
coherence between various configurations without any such fluctuation.

To probe the emergence of entanglement, we first prepare the ground 
state of equation (4) in both copies by adiabatically lowering the optical 

Figure 3 | Many-body interference to probe entanglement in optical 
lattices. a, A high-resolution microscope is used to directly image the 
number parity of ultracold bosonic atoms on each lattice site (in the raw 
images, green represents odd and black represents even). Two adjacent 
one-dimensional lattices are created by combining an optical lattice  
and potentials created by a spatial light modulator. We initialize two 
identical many-body states by filling the potentials from a low-entropy 
two-dimensional Mott insulator. The tunnelling rates Jx and Jy can be 
tuned independently by changing the depth of the potential. b, The 
atomic beam splitter operation is realized in a tunnel-coupled  
double-well potential. An atom, initially localized in one of the wells, 
delocalizes with equal probability into both the wells by this beam splitter. 
Here, we show the atomic analogue of the HOM interference of two states. 
The joint probability P(1, 1) measures the probability of coincidence 
detection of the atoms in separate wells as a function of normalized 
tunnel time Jyt, with the single particle tunnelling Jy =  193(4) Hz.  
At the beam splitter duration (Jyt = 1/8) bosonic interference leads 
to a nearly vanishing P(1, 1), corresponding to an even parity in the 
output states. This can be interpreted as a measurement of the purity 
of the initial Fock state, here measured to be 0.90(4). The data shown 
here are averaged over two independent double wells. The blue curve 
is a maximum-likelihood fit to the data, and the error bars reflect 1σ  
statistical error. c, When two copies of a product state, such as the Mott 
insulator in the atomic limit, are interfered on the beam splitter, the 
output states contain even particle numbers globally (full system) as well 
as locally (subsystem), indicating pure states in both. d, On the other 
hand, for two copies of an entangled state, such as a superfluid state, the 
output states contain even particle numbers globally (pure state) but a 
mixture of odd and even outcomes locally (mixed state). This directly 
demonstrates entanglement.
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To initialize two independent and identical copies of a state with 
fixed particle number N, we start with a low-entropy two-dimensional 
Mott insulator with unity filling in the atomic limit28 and determin-
istically retain a plaquette of 2 ×  N atoms while removing all others  
(Supplementary Information). This is illustrated in Fig. 3a. The 
plaquette of 2 ×  N atoms contains two copies (along the y direction) 
of an N-atom one-dimensional system (along the x direction), with 
N =  4 in this figure. The desired quantum state is prepared by manip-
ulating the depth of the optical lattice along x, varying the parameter 
U/Jx, where Jx is the tunnelling rate along x. A box potential created by 
the spatial light modulator is superimposed onto this optical lattice to 
constrain the dynamics to the sites within each copy. During the state 
preparation, a deep lattice barrier separates the two copies and makes 
them independent of each other.

The beam splitter operation required for the many-body interference 
is realized in a double-well potential along y. The dynamics of atoms 
in the double well is likewise described by the Bose–Hubbard 
Hamiltonian, equation (4). A single atom, initially localized in one well, 
coherently oscillates between the wells with a Rabi frequency of J =  Jy 
(oscillation frequency in the amplitude). At discrete times during this 
evolution, = =( ) −t t n n

JBS
2 1

8 y
, with n =  1, 2, ..., the atom is delocalized 

equally over the two wells with a fixed phase relationship. Each of these 
times realizes a beam splitter operation, for which the same two wells 
serve as the input ports at time t =  0 and output ports at time = ( )t t n

BS . 
Two indistinguishable atoms with negligible interaction strength 
(U/Jy ≪ 1) in this double well will interfere as they tunnel. The dynam-
ics of two atoms in the double well is demonstrated in Fig. 3b in terms 
of the joint probability P(1, 1) of finding them in separate wells versus 
the normalized time Jyt. The joint probability P(1, 1) oscillates at a 
frequency of 772(16) Hz =  4Jy, with a contrast of 95(3)%. At  
the beam splitter times, = ( )t t n

BS , P(1, 1) ≈  0. The first beam splitter  
time, ≡ =( )t t JBS BS

1 1
8 y

 is used for all the following experiments, with  

P(1, 1) =  0.05(2). This is a signature of bosonic interference of two 
indistinguishable particles37,38, akin to the photonic HOM interfer-
ence36. This high interference contrast indicates the near-perfect sup-
pression of classical noise and fluctuations and includes an expected 
0.6% reduction due to finite interaction strength (U/Jy ≈  0.3). The 
results from this interference can be interpreted as a measurement of 
the quantum purity of the initial Fock state as measured from the aver-
age parity (equation (3)), 〈 Pi〉  =  1 −  2 ×  P(1, 1) =  0.90(4), where i =  1, 2 
are the two copies.

Entanglement in the ground state
The Bose–Hubbard model provides an interesting system in which to 
investigate entanglement. In optical lattice systems, a lower bound of 
the spatial entanglement has been previously estimated from time-of-
flight measurements39 and entanglement dynamics in spin degrees of 
freedom has been investigated with partial state reconstruction40. Here, 
we directly measure entanglement in real space occupational particle 
number in a site-resolved way. In the strongly interacting atomic limit 
of U/Jx ≫ 1, the ground state is a Mott insulator corresponding to a Fock 
state of one atom at each lattice site. The quantum state has no spatial 
entanglement with respect to any partitioning in this phase—it is in a 
product state of the Fock states. As the interaction strength is reduced 
adiabatically, atoms begin to tunnel across the lattice sites, and ultimately 
the Mott insulator melts into a superfluid with a fixed atom number. The 
delocalization of atoms creates entanglement between spatial subsystems. 
This entanglement originates41,42 from correlated fluctuations in the 
number of particles between the subsystems due to the super-selection 
rule that the total particle number in the full system is fixed, as well as 
coherence between various configurations without any such fluctuation.

To probe the emergence of entanglement, we first prepare the ground 
state of equation (4) in both copies by adiabatically lowering the optical 

Figure 3 | Many-body interference to probe entanglement in optical 
lattices. a, A high-resolution microscope is used to directly image the 
number parity of ultracold bosonic atoms on each lattice site (in the raw 
images, green represents odd and black represents even). Two adjacent 
one-dimensional lattices are created by combining an optical lattice  
and potentials created by a spatial light modulator. We initialize two 
identical many-body states by filling the potentials from a low-entropy 
two-dimensional Mott insulator. The tunnelling rates Jx and Jy can be 
tuned independently by changing the depth of the potential. b, The 
atomic beam splitter operation is realized in a tunnel-coupled  
double-well potential. An atom, initially localized in one of the wells, 
delocalizes with equal probability into both the wells by this beam splitter. 
Here, we show the atomic analogue of the HOM interference of two states. 
The joint probability P(1, 1) measures the probability of coincidence 
detection of the atoms in separate wells as a function of normalized 
tunnel time Jyt, with the single particle tunnelling Jy =  193(4) Hz.  
At the beam splitter duration (Jyt = 1/8) bosonic interference leads 
to a nearly vanishing P(1, 1), corresponding to an even parity in the 
output states. This can be interpreted as a measurement of the purity 
of the initial Fock state, here measured to be 0.90(4). The data shown 
here are averaged over two independent double wells. The blue curve 
is a maximum-likelihood fit to the data, and the error bars reflect 1σ  
statistical error. c, When two copies of a product state, such as the Mott 
insulator in the atomic limit, are interfered on the beam splitter, the 
output states contain even particle numbers globally (full system) as well 
as locally (subsystem), indicating pure states in both. d, On the other 
hand, for two copies of an entangled state, such as a superfluid state, the 
output states contain even particle numbers globally (pure state) but a 
mixture of odd and even outcomes locally (mixed state). This directly 
demonstrates entanglement.
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Exemple	(cf.	séminaire	de	Peter	Zoller):		
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	6Li			à	deux	dimensions	

detected occupation, ndetðrÞ, and variance, s2detðrÞ,
obtained from single experimental images by
exploiting the symmetry of the trap and taking az-
imuthal averages over equipotential regions (29).
An essential requirement for a MI state is a

temperature well below the energy gap kBT << U,
where kB denotes the Boltzmann constant. We
perform thermometry of the atomic gas in the
lattice by comparing the detected radial occu-
pation and variance profiles obtained from sin-
gle images to theoretical calculations based on a

second-order high-temperature series expansion
of the Fermi-Hubbard model (31). The effect of
the harmonic trap is taken into account using a
local density approximation, where the chemi-
cal potential varies locally (32). The temperature
and chemical potential are obtained from a fit
to the detected density distribution ndetðrÞ, and
all other parameters are calibrated indepen-
dently. We find excellent agreement with theory
for all interactions and measure temperatures
as low as kBT=U ¼ 0:05 for the largest inter-

action, corresponding to an average entropy
per particle of S=N ¼ 1:15 kB. For weaker in-
teractions, we find values as low as S=N ¼
0:99 kB. When repeating the experiment with
the same parameters, we find a shot-to-shot
variance in entropy consistent with fit errors
(29). The agreement with theory shows that
the entire system is well described by a ther-
mally equilibrated state, and the underlying
trapping potential is well described by a har-
monic trap.
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Fig. 1. Site-resolved images of the fermionic metal-to-MI transition.
(A) Single experimental images of the atoms in the square lattice are shown for
varying interactions U=8t , along with the extracted site occupation. Doublons
are detected as empty sites because of light-assisted collisions during imaging.
The color bar shows the normalized number of detected photons. (B) Cal-
culated full density profiles for the experimental parameters in (A), obtained by
fits to the experimental data. Depending on the interaction, we observe MI, BI,
and metallic states. The MI appears for strong interactions as an extended
spatial region with filling ntheory ¼ 1. In the BI, the filling approaches 2. Metallic
regions connect the different insulating states, where the filling changes by an
integer. (C) By applying azimuthal averages to the corresponding single

images, we obtain radial profiles (mirrored at r ¼ 0) for the detected occu-
pation ndet and variance s2det. The variance is strongly reduced in the insulating
phases. The radial profiles ndet ðrÞ were fit using a high-temperature series
expansion of the single-band Hubbard model, with temperature and chemical
potential as free parameters (solid lines). This gives temperatures kBT=U ¼
1:6ð3Þ;0:22ð3Þ;0:12ð2Þ; and 0:050ð7Þ from left to right, which are used for
calculating the full density profiles in (B) and correspond to average entropies
per particle of S=N ¼ 2:2ð3Þ; 1:00ð8Þ;0:99ð7Þ; and 1:15ð7Þ kB.The large values
of temperature and entropy at U=8t ¼ 1:1 may be caused by non-adiabatic
loading of the lattice at small interactions. Error bars are computed from a
sampled Bernoulli distribution (29).
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