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Development as an Unfolding and Growth process

• Preformationism:

Development is an unfolding (entwicklung, déploiement) 
process, associated with growth. 

The unfolding and growth is explained mechanically 

Forms are not mechanically explained (creationism)

Thomas LECUIT   2019-2020

Nicolaas Hartsoeker (1656-1725)
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Development as a gradual Elaboration of Form

Thomas LECUIT   2019-2020

• Epigenesis:  
William Harvey (1578-1657). 
Gradual elaboration of biological forms. 
Follows a finalist, vitalist philosophy (inspired form 
Aristotelian entelechy)

« un animal qui est créé par épigénèse, attire, prépare, élabore et 
utilise le matériau tout à la fois ; les processus de formation 
et de croissance se produisent en même temps. » 
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Exercitationes de Generatione Animalium
Exercitatio 44. Londres 1651

William Harvey
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• Development: Encoding Shape and Size

Shape

Position

Thomas LECUIT   2019-2020

Deformation

• 2017-2018: How shape is encoded by Genes, Mechanics and Geometry

Number

Size

Proliferation & Growth
viewed as scalar or, better, as tensor

(a component of strain tensor)
see Course 18 Dec 2018, 

Tissue Elongation

• 2018-2019: How size is encoded by Genes, Energy, Mechanics and Geometry

R. Etournay et al. F. Jülicher and S. Eaton. eLife 4:e07090. (2015) 

Guirao et al. K. Sugimura, F. Graner and Y. Bellaïche. eLife 4:e08519 (2015)
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• d’Arcy Thompson:  Laws of Growth 

Thomas LECUIT   2019-2020
d’Arcy Wentworth Thompson (1860-1948)

of a General Introduction into Comparative Anatomy, Starting from
Osteology, Goethe deliberated an intrinsic law explaining the
balancing action of the Bildungstrieb in that: ‘nothing can be added
to one part without subtracting from another’ (Goethe, 1795).
Goethe’s Urpflanze, with its capacity for metamorphosis of

(plant) organs, alongwith the later concepts ofRichardOwen (1804-
1892) on the animal ‘Bauplan’ (body plan) and its archetypal and
serial ‘homologies’ became crucial to our ability to relate different
species and their individual traits to each other (Owen, 1847, 1848).
From a static phenomenon worthy of a simple description,
morphology became a dynamic process that needs to be
considered both in the ontogenetic (developmental) and
phylogenetic (evolutionary) temporal dimensions. Based on
morphological observations on the anatomy of modern organisms
and their embryos, and fossils of related extinct species, the
relationship between ontogeny and phylogeny was very evident to
the early evolutionary and developmental biologists alike. First
proposed as a simple recapitulation, the ontogeny-phylogeny
connection turned out to be a much more complex, multilayered

and mutually interdependent phenomenon. Already back in the late
19th century, it was clear that understanding this relationship held
great promise for both nascent fields of embryology and Darwinian
evolutionary biology, and deserved the most rigorous investigation.
Many researchers of morphology were wondering whether a deeper
understanding of biological forms could provide important insight
into the developmental and phylogenetic principles and processes
that generated themorphologyof individuals andwhole populations.
Such was the intellectual environment in the late 19th and early 20th
centuries in which D’Arcy Thompson was developing his ideas.

On ‘transformation of related forms’ and ‘laws of growth’
‘Philosophy [nature] is written in that great book which ever is before our
eyes…The book is written in mathematical language, and the symbols are
triangles, circles and other geometrical figures, without whose help it is
impossible to comprehend a single word of it; without which one wanders
in vain through a dark labyrinth.’

Galileo Galilei (The Assayer, 1623)
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Fig. 1. Connecting the growth and
form in morphospace. (A) D’Arcy
Wentworth Thompson circa 1906
Courtesy of University of Dundee
Archive Services, UK. (B) Geometric
transformations of human heads
drawn by artist Albrecht Dürer (Dürer,
1528; Fig. 366 from Thompson,
1917a). (C) Thompson’s comparative
illustrations of chimpanzee (left) and
human (right) cranial ontogenetic
shape changes (Figs 405 and 406
from Thompson, 1917a).
(D,E) Evolution of the horse skull from
Hyracotherium (Eocene) to the
modern horse, represented as a
coordinate transformation and to the
same scale of magnitude. (F) Diagram
of the Cartesian coordinates
projecting shape outlines of skulls in
the lineage from Hyracotherium to the
modern horse. A to H indicate
progressive changes in morphology
through evolution (Figs 401 and 402
from Thompson, 1961).
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1528; Fig. 366 from Thompson,
1917a). (C) Thompson’s comparative
illustrations of chimpanzee (left) and
human (right) cranial ontogenetic
shape changes (Figs 405 and 406
from Thompson, 1917a).
(D,E) Evolution of the horse skull from
Hyracotherium (Eocene) to the
modern horse, represented as a
coordinate transformation and to the
same scale of magnitude. (F) Diagram
of the Cartesian coordinates
projecting shape outlines of skulls in
the lineage from Hyracotherium to the
modern horse. A to H indicate
progressive changes in morphology
through evolution (Figs 401 and 402
from Thompson, 1961).

4285

REVIEW Development (2017) 144, 4284-4297 doi:10.1242/dev.137505

D
E
V
E
LO

P
M

E
N
T

• Theory of transformations

• Laws of Growth relate animal 
forms in development and 
evolution

1917

Hyracotherium 

Equus

shape as a geometric transformation is evolution of the skull shape
from an early horse ancestor Hyracotherium (which lived in
Eocene) to the modern horse Equus, represented as a coordinate
transformation and to the same scale of magnitude (Fig. 1D-F).
The principles and methods he used for this analysis are at the
foundation of the modern field of geometric morphometrics (the
analysis of 2D and 3D shapes using Cartesian geometric
coordinates) (Klingenberg, 2010; Adams et al., 2013). The
entire concept of ‘morphospace’ – mathematical space within
which multiple shapes could be placed and compared – was,
arguably, invented by Thompson. The diagram of the Cartesian
coordinates projecting shape outlines of skulls representing steps
in horse evolution onto the same grid (Fig. 1F) allows one to
capture and visually demonstrate the continuous and gradual
nature of this particular evolutionary story. Later in the 20th
century, a more definitive set of approaches was developed, in the
form of geometric morphometrics, by paleontologist David Raup
and developmental biologist Pere Alberch (Raup, 1961, 1966;
Alberch et al., 1979; Oster and Alberch, 1982; Adams et al.,
2013). These allowed researchers to address a wide and ever
growing range of biological problems from coiling shell shape
distributions in extinct gastropods to the developing digits of
amphibians and other tetrapods (Oster and Alberch, 1982; Oster
et al., 1988; Klingenberg, 2010; Adams et al., 2013).
Using geometric transformations on related organisms,

Thompson believed that he was demonstrating that biological
forms were, indeed, related and that their shapes were produced by
what he called the ‘laws of growth’. What are these ‘laws’ and why
might this concept still be important today? Thompson’s extensive
modelling with biological shapes led him to conclude that the
growth of an individual organism can be generalized to all of the
individuals within a species, or even a group of related species.
Thompson’s ‘laws of growth’ referred to empirically derived and
theoretically envisaged principles, which applied to all patterns of
biological growth with the resulting shapes molded by development
and influenced by the physical environment surrounding the

growing organism (Fig. 2C). Although Thompson never attempted
to explicitly explain the ultimate causes for the transformations he so
carefully observed, it is clear that he thought every biological shape
to be a reflection of the ‘diagram of forces’ that acted upon it and he
believed that these generative forces were largely internal.
Thompson wrote: ‘The deep-seated rhythms of growth which, as I
venture to think, are the chief basis of morphological heredity, bring
about similarities of formwhich endure in the absence of conflicting
forces; but a new system of forces, introduced by altered
environment and habits, impinging on those particular parts of the
fabric which lie within this particular field of force, will assuredly
not be long in manifesting itself in notable and inevitable
modifications of form’ (p. 717, Thompson, 1917a). He was well
aware of the science of embryology, its main postulates and
advances made by key embryologists of the time, such as Karl Ernst
von Baer, Wilhelm Roux and Ernst Haeckel. Embryology (better
known as developmental biology today) was already an important
scientific field in his day, making a great impact on the minds of
biologists and providing clues about the mechanisms generating
morphological diversity. However, although the ‘laws of growth’
were conceptually inspired by these new exciting studies, the exact
mechanisms controlling individual development in the early 20th
century remained largely unknown. Today, we give a much more
mechanistic explanation to Thompson’s ‘laws of growth’,
associating them with the entire panoply of developmental
processes at all hierarchical levels from gene sequence to cell
proliferation, differentiation and signalling, tissue- and organ-level
phenomena to full organismal complexity (Fig. 2C).

‘I suppose everyone must admit that there are “laws of growth”…
but after all one does not feel sure how far this is really admitted’,
Thompson mused in a letter to a friend (Thompson, 1889). He
realized that his ‘theory of transformations’, despite numerous
explained case studies, directly accounted for only a very small
fraction of the existing biological diversity. It was also far from clear
in Thompson’s times how the ‘laws of growth’ could be related to
the Darwinian evolutionary process.

Genes

Environment

Developmental mechanisms
(‘laws of growth’)

Morphological variation

Fig. 2. Biological shapes,
transformations and the ‘laws of growth’.
(A) Geometric shape changes during
hyacinth leaf growth, which follows a very
specific set of spatial rules, e.g. following
particular ratios of radial and tangential
growth velocities (Fig. 359 from Thompson,
1917a). (B) Geometric morphometric space
describing shape alterations in hyena skulls
during development from juvenile to adult
(Tanner et al., 2010). (C) The ‘laws of
growth’ interpreted as a broad set of
developmental mechanisms translating
genetic information and physical forces of
the environment into individual biological
shapes and contributing to their diversity.
Images in C created by Keith Chan;
copyright Alexmit (www.fotosearch.com);
animal images are illustrations from Seton
(1898).
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Rates
Growth

Shape remodellingStrain tensor

SpaceTime

Thomas LECUIT   2019-2020

• Growth induced deformations affect Shape

Tissue Processes

K. Irvine and B. Shraiman. Development (2017) 144, 4238-4248 doi:10.1242/dev.151902 

so far: e.g. we allow for non-equal elastic moduli (supplementary
information part A) or allow for anisotropic tissue growth (where
cell division has preferred orientation) and for plastic relaxation

of stress (supplementary information part B), which could occur
due to cell rearrangement and cell shape changes. These
generalizations allow for a more realistic description of tissue
mechanics. Nonetheless, the simple, ‘minimal’, model
introduced above, suffices to introduce key ideas, which can
then be readily extended to more realistic and elaborate models.
Moreover, we emphasize that at least in some well-studied animal
tissues, it is clear that stress relaxation mechanisms are
insufficient to prevent accumulation of stress induced by
genetically altered growth rates (Legoff et al., 2013; Mao et al.,
2013; Pan et al., 2016). This indicates that accumulation of stress
in response to growth is not just a theoretical possibility, but a
biological reality.

Eqn 2 governs the dynamics of stress, but to determine ~V one
needs an additional assumption, namely that cellular flow generated
by growth proceeds in approximate mechanical force balance. This
assumption is appropriate because the growth process is slow
compared with the time scales of tissue mechanics. Laser ablation of
cell junctions has revealed that epithelial cells in tissues such as a
Drosophilawing imaginal disc are under tension. Cells movewithin
a fraction of a second after cutting, suggesting that local response to
the loss of mechanical equilibrium is at least two orders of
magnitude faster than movements observed during growth
(Farhadifar et al., 2007). Mechanical balance means that net local
force in the bulk must be equal to zero at all times. As net force per
unit area at any point of a sheet is given by the divergence of the
stress tensor (∂bσab), one then has:

@bsabð~r; tÞ ¼ 0 ð3Þ

[following Einstein’s convention (see Glossary, Box 2), repeated
indices are being summed over]. Combining Eqn 2 and Eqn 3 one
can derive the desired equation relating cellular flow to the growth
profile:

r2Va þ @a@bVb ¼ @ag; ð4Þ

where r2 ¼ @2
x þ @2

y and ∂bVb is the divergence of ~V . Solving
Eqn 4 to determine cellular flow, ~V ð~r; tÞ, in terms of growth rates,
gð~r; tÞ, and integrating the flow over time will relate the shape of the
(2D) body to the history of growth. Thus, the simplifying and
plausible assumption of force balance enables one to relate ‘growth’
to ‘form’.

3D shapes formed by 2D growth
Most non-uniform patterns of growth will introduce stresses that
accumulate as our planar 2D body grows. One mechanism to relieve
the accumulation of in-plane stress in an elastic sheet is through
buckling of the sheet out of plane. This will occur if the in-plane
stress is sufficiently high to overcome the energetic cost of bending,
which increases with the thickness of the shell. Bending or folding
of epithelial sheets is a common morphogenetic process during
animal development, and differential growth could be one way to
generate forces that promote this.

The study of 3D shapes formed by buckling of thin 2D sheets has
been an area of exciting recent progress in physics, combining
theory of non-Euclidean shells with new experimental
demonstrations (Audoly and Boudaoud, 2003; Dervaux and Ben
Amar, 2008; Efrati et al., 2013; Lewicka et al., 2014; Marder et al.,
2007; Santangelo, 2009; Sharon and Efrati, 2010). A non-Euclidean
shell is a thin elastic shell for which the intrinsic 2D geometry is
incompatible with a flat configuration. This incompatibility results
in internal stress in a flat configuration, unless the shell is allowed to

γ(x,y) = 2 + x3 – 3xy2

A Cellular flow

B Stressless growth

C Conformal map

Growth profile:

Growth

Fig. 1. A toy example of conformal growth. (A) Individual cells (illustrated by
blue or red hexagons) move as the tissue changes shape as a result of growth:
a circular body (gray) (left) undergoing an imprinted growth profile (shown by
the gray shading) leads to a more complex shape (right). Dashed outlines
indicate the initial locations of the body and cells. ‘Cellular flow’ corresponds to
the continuous displacement of cells as a function of time. (B) A harmonic
growth pattern, γ(x, y)=2+x3−3xy2, which is the simplest 3-fold symmetric
harmonic function, was ‘imprinted’ in the circular body (left), defining the
alternating sectors of faster (yellow) and slower (blue) growth. It was assumed
that growth rate remains constant along the trajectory of each point. Resulting
growth greatly expands the domain of faster growth compared with the slow-
growing regions, changing the shape of the 2D body (right). (C) The conformal
mapping of initially polar coordinates onto the final shape. The conformal map

is given by Fðz; tÞ ¼ e2tz
P1

k¼ 0

ðtz3Þk

ð3k þ 1Þk!
, where z=x+iy is a complex number

constructed from spatial coordinates (x, y) generated by the growth profile γ
specified above (see supplementary information part D). To relate this
continuum analysis with growth of cellular tissue, one would assume that
growth rate is constant along cell lineage, with newborn cells growing at the rate
that interpolates the growth rate of their neighbors.
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then be readily extended to more realistic and elaborate models.
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constructed from spatial coordinates (x, y) generated by the growth profile γ
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continuum analysis with growth of cellular tissue, one would assume that
growth rate is constant along cell lineage, with newborn cells growing at the rate
that interpolates the growth rate of their neighbors.
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generalizations allow for a more realistic description of tissue
mechanics. Nonetheless, the simple, ‘minimal’, model
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tissues, it is clear that stress relaxation mechanisms are
insufficient to prevent accumulation of stress induced by
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2013; Pan et al., 2016). This indicates that accumulation of stress
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Eqn 2 governs the dynamics of stress, but to determine ~V one
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assumption is appropriate because the growth process is slow
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cell junctions has revealed that epithelial cells in tissues such as a
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a fraction of a second after cutting, suggesting that local response to
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magnitude faster than movements observed during growth
(Farhadifar et al., 2007). Mechanical balance means that net local
force in the bulk must be equal to zero at all times. As net force per
unit area at any point of a sheet is given by the divergence of the
stress tensor (∂bσab), one then has:
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indices are being summed over]. Combining Eqn 2 and Eqn 3 one
can derive the desired equation relating cellular flow to the growth
profile:
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where r2 ¼ @2
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y and ∂bVb is the divergence of ~V . Solving
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gð~r; tÞ, and integrating the flow over time will relate the shape of the
(2D) body to the history of growth. Thus, the simplifying and
plausible assumption of force balance enables one to relate ‘growth’
to ‘form’.

3D shapes formed by 2D growth
Most non-uniform patterns of growth will introduce stresses that
accumulate as our planar 2D body grows. One mechanism to relieve
the accumulation of in-plane stress in an elastic sheet is through
buckling of the sheet out of plane. This will occur if the in-plane
stress is sufficiently high to overcome the energetic cost of bending,
which increases with the thickness of the shell. Bending or folding
of epithelial sheets is a common morphogenetic process during
animal development, and differential growth could be one way to
generate forces that promote this.

The study of 3D shapes formed by buckling of thin 2D sheets has
been an area of exciting recent progress in physics, combining
theory of non-Euclidean shells with new experimental
demonstrations (Audoly and Boudaoud, 2003; Dervaux and Ben
Amar, 2008; Efrati et al., 2013; Lewicka et al., 2014; Marder et al.,
2007; Santangelo, 2009; Sharon and Efrati, 2010). A non-Euclidean
shell is a thin elastic shell for which the intrinsic 2D geometry is
incompatible with a flat configuration. This incompatibility results
in internal stress in a flat configuration, unless the shell is allowed to

γ(x,y) = 2 + x3 – 3xy2

A Cellular flow

B Stressless growth

C Conformal map

Growth profile:

Growth

Fig. 1. A toy example of conformal growth. (A) Individual cells (illustrated by
blue or red hexagons) move as the tissue changes shape as a result of growth:
a circular body (gray) (left) undergoing an imprinted growth profile (shown by
the gray shading) leads to a more complex shape (right). Dashed outlines
indicate the initial locations of the body and cells. ‘Cellular flow’ corresponds to
the continuous displacement of cells as a function of time. (B) A harmonic
growth pattern, γ(x, y)=2+x3−3xy2, which is the simplest 3-fold symmetric
harmonic function, was ‘imprinted’ in the circular body (left), defining the
alternating sectors of faster (yellow) and slower (blue) growth. It was assumed
that growth rate remains constant along the trajectory of each point. Resulting
growth greatly expands the domain of faster growth compared with the slow-
growing regions, changing the shape of the 2D body (right). (C) The conformal
mapping of initially polar coordinates onto the final shape. The conformal map

is given by Fðz; tÞ ¼ e2tz
P1

k¼ 0

ðtz3Þk

ð3k þ 1Þk!
, where z=x+iy is a complex number

constructed from spatial coordinates (x, y) generated by the growth profile γ
specified above (see supplementary information part D). To relate this
continuum analysis with growth of cellular tissue, one would assume that
growth rate is constant along cell lineage, with newborn cells growing at the rate
that interpolates the growth rate of their neighbors.
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• Theory of transformation: beak growth and shape
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Pecking for the origins of morphological variation
‘I have stated, that in the thirteen species of ground-finches, a nearly
perfect gradation may be traced, from a beak extraordinarily thick, to one
so fine, that it may be compared to that of a warbler.’

Darwin (1839)

Thompson’s work was well ahead of its time in many respects. As
already mentioned, it provided a powerful paradigm for the field of
geometric morphometrics and it remains the most celebrated attempt
to quantify the morphological diversity observed in the natural world
(Adams et al., 2004; Arthur, 2006; Slice, 2007; Pappas and Miller,
2013; Polly and Motz, 2017). There have been numerous studies that
have successfully applied Thompson’s ideas to a variety of biological
forms (e.g. Garnier et al., 2005; Depecker et al., 2006; Bhullar et al.,
2012; Drake et al., 2017; Klein and Svoboda, 2017; Fabbri et al.,
2017). However, only relatively recently have we begun to connect
the ‘theory of transformations’ to phylogenetic studies and
developmental genetics and to explain the origins of morphological
diversity (Weston, 2003; Larson, 2005; Klingenberg and Zaklan,
2000; Klingenberg, 2010). To be informative, the geometrical
transformations related to morphological variation in different
species must themselves be related to each other in a way that is
meaningful in terms of both phylogeny and the underlying
developmental genetics of morphogenesis. Can such connections
be shown using modern methods and approaches on specific
illustrative case studies? What do they tell us about the role of
development in morphological evolution?
A classical textbook example of morphological diversity is

Darwin’s finches (Thraupidae), much of whose success can be

attributed to beak shape variation (Darwin, 1845; Lack, 1947;
Bowman, 1961; Grant, 1986). These birds inhabit the Galápagos
Islands and comprise a monophyletic group of 15-16 closely related
species that have been described as case studies on adaptive
radiation, niche partitioning, and rapid morphological evolution
(Grant and Grant, 2008). In fact, Darwin’s finches occupy
ecological niches normally occupied by different families of birds
on the mainland, such as warblers, finches, thrushes, grosbeaks and
woodpeckers (Grant, 1986). Molecular phylogenies suggest that all
members of this group retained and exploited the beak shape that
they inherited from the last common ancestor, echoing Charles
Darwin, who first speculated that: ‘From an original paucity of birds
in this archipelago [Galápagos], one species had been taken and
modified for different ends’ (Darwin, 1845). After more than
100 years, morphological and ecological studies have identified key
components of bill morphology of Darwin’s finches and established
their adaptive significance (Lack, 1947; Bowman, 1961; Grant,
1986, 1999; Herrel et al., 2005; Foster et al., 2008). Recently, their
diversity was examined from a different perspective to understand
whether there was a mathematical structure underlying divergent
bill shapes that can be connected both to their phylogenetic relations
and bill developmental genetics (Campàs et al., 2010). Darwin’s
finch beaks are known to differ in overall size as well as depth, width
and length, so it was hypothesized that bill shapes in these species
might differ simply by their scales, and thus it might be possible to
superimpose their bill shapes onto a single common shape after
normalizing each axis with its corresponding scale. Mathematically,
this normalization is equivalent to a scaling transformation, in
which each axis is stretched by a constant scaling factor (Fig. 3).
When beak shapes of Darwin’s finches were analyzed to determine

Scaling Shear

Group A

Group B

Group C

Depth

Length

Fig. 3. Geometric relations among the beaks of Darwin’s finches. (Left) Lateral profiles of beaks of Darwin’s finches. (Centre) Group structure under scaling
transformations focusing on the upper beak profile: untransformed shapes and shapes collapsed onto a common shape via scaling transformations.
(Right) Collapse of all group shapes onto a common shape via a composition of shear and scaling transformations suggesting a two-tier morphological variation
(adapted from Campa ̀s et al., 2010).
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Pecking for the origins of morphological variation
‘I have stated, that in the thirteen species of ground-finches, a nearly
perfect gradation may be traced, from a beak extraordinarily thick, to one
so fine, that it may be compared to that of a warbler.’

Darwin (1839)

Thompson’s work was well ahead of its time in many respects. As
already mentioned, it provided a powerful paradigm for the field of
geometric morphometrics and it remains the most celebrated attempt
to quantify the morphological diversity observed in the natural world
(Adams et al., 2004; Arthur, 2006; Slice, 2007; Pappas and Miller,
2013; Polly and Motz, 2017). There have been numerous studies that
have successfully applied Thompson’s ideas to a variety of biological
forms (e.g. Garnier et al., 2005; Depecker et al., 2006; Bhullar et al.,
2012; Drake et al., 2017; Klein and Svoboda, 2017; Fabbri et al.,
2017). However, only relatively recently have we begun to connect
the ‘theory of transformations’ to phylogenetic studies and
developmental genetics and to explain the origins of morphological
diversity (Weston, 2003; Larson, 2005; Klingenberg and Zaklan,
2000; Klingenberg, 2010). To be informative, the geometrical
transformations related to morphological variation in different
species must themselves be related to each other in a way that is
meaningful in terms of both phylogeny and the underlying
developmental genetics of morphogenesis. Can such connections
be shown using modern methods and approaches on specific
illustrative case studies? What do they tell us about the role of
development in morphological evolution?
A classical textbook example of morphological diversity is

Darwin’s finches (Thraupidae), much of whose success can be

attributed to beak shape variation (Darwin, 1845; Lack, 1947;
Bowman, 1961; Grant, 1986). These birds inhabit the Galápagos
Islands and comprise a monophyletic group of 15-16 closely related
species that have been described as case studies on adaptive
radiation, niche partitioning, and rapid morphological evolution
(Grant and Grant, 2008). In fact, Darwin’s finches occupy
ecological niches normally occupied by different families of birds
on the mainland, such as warblers, finches, thrushes, grosbeaks and
woodpeckers (Grant, 1986). Molecular phylogenies suggest that all
members of this group retained and exploited the beak shape that
they inherited from the last common ancestor, echoing Charles
Darwin, who first speculated that: ‘From an original paucity of birds
in this archipelago [Galápagos], one species had been taken and
modified for different ends’ (Darwin, 1845). After more than
100 years, morphological and ecological studies have identified key
components of bill morphology of Darwin’s finches and established
their adaptive significance (Lack, 1947; Bowman, 1961; Grant,
1986, 1999; Herrel et al., 2005; Foster et al., 2008). Recently, their
diversity was examined from a different perspective to understand
whether there was a mathematical structure underlying divergent
bill shapes that can be connected both to their phylogenetic relations
and bill developmental genetics (Campàs et al., 2010). Darwin’s
finch beaks are known to differ in overall size as well as depth, width
and length, so it was hypothesized that bill shapes in these species
might differ simply by their scales, and thus it might be possible to
superimpose their bill shapes onto a single common shape after
normalizing each axis with its corresponding scale. Mathematically,
this normalization is equivalent to a scaling transformation, in
which each axis is stretched by a constant scaling factor (Fig. 3).
When beak shapes of Darwin’s finches were analyzed to determine
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Group B

Group C

Depth

Length

Fig. 3. Geometric relations among the beaks of Darwin’s finches. (Left) Lateral profiles of beaks of Darwin’s finches. (Centre) Group structure under scaling
transformations focusing on the upper beak profile: untransformed shapes and shapes collapsed onto a common shape via scaling transformations.
(Right) Collapse of all group shapes onto a common shape via a composition of shear and scaling transformations suggesting a two-tier morphological variation
(adapted from Campa ̀s et al., 2010).
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• Affine transformations relate the shape of the 
beaks of all Darwin’s finches

Pecking for the origins of morphological variation
‘I have stated, that in the thirteen species of ground-finches, a nearly
perfect gradation may be traced, from a beak extraordinarily thick, to one
so fine, that it may be compared to that of a warbler.’

Darwin (1839)

Thompson’s work was well ahead of its time in many respects. As
already mentioned, it provided a powerful paradigm for the field of
geometric morphometrics and it remains the most celebrated attempt
to quantify the morphological diversity observed in the natural world
(Adams et al., 2004; Arthur, 2006; Slice, 2007; Pappas and Miller,
2013; Polly and Motz, 2017). There have been numerous studies that
have successfully applied Thompson’s ideas to a variety of biological
forms (e.g. Garnier et al., 2005; Depecker et al., 2006; Bhullar et al.,
2012; Drake et al., 2017; Klein and Svoboda, 2017; Fabbri et al.,
2017). However, only relatively recently have we begun to connect
the ‘theory of transformations’ to phylogenetic studies and
developmental genetics and to explain the origins of morphological
diversity (Weston, 2003; Larson, 2005; Klingenberg and Zaklan,
2000; Klingenberg, 2010). To be informative, the geometrical
transformations related to morphological variation in different
species must themselves be related to each other in a way that is
meaningful in terms of both phylogeny and the underlying
developmental genetics of morphogenesis. Can such connections
be shown using modern methods and approaches on specific
illustrative case studies? What do they tell us about the role of
development in morphological evolution?
A classical textbook example of morphological diversity is

Darwin’s finches (Thraupidae), much of whose success can be

attributed to beak shape variation (Darwin, 1845; Lack, 1947;
Bowman, 1961; Grant, 1986). These birds inhabit the Galápagos
Islands and comprise a monophyletic group of 15-16 closely related
species that have been described as case studies on adaptive
radiation, niche partitioning, and rapid morphological evolution
(Grant and Grant, 2008). In fact, Darwin’s finches occupy
ecological niches normally occupied by different families of birds
on the mainland, such as warblers, finches, thrushes, grosbeaks and
woodpeckers (Grant, 1986). Molecular phylogenies suggest that all
members of this group retained and exploited the beak shape that
they inherited from the last common ancestor, echoing Charles
Darwin, who first speculated that: ‘From an original paucity of birds
in this archipelago [Galápagos], one species had been taken and
modified for different ends’ (Darwin, 1845). After more than
100 years, morphological and ecological studies have identified key
components of bill morphology of Darwin’s finches and established
their adaptive significance (Lack, 1947; Bowman, 1961; Grant,
1986, 1999; Herrel et al., 2005; Foster et al., 2008). Recently, their
diversity was examined from a different perspective to understand
whether there was a mathematical structure underlying divergent
bill shapes that can be connected both to their phylogenetic relations
and bill developmental genetics (Campàs et al., 2010). Darwin’s
finch beaks are known to differ in overall size as well as depth, width
and length, so it was hypothesized that bill shapes in these species
might differ simply by their scales, and thus it might be possible to
superimpose their bill shapes onto a single common shape after
normalizing each axis with its corresponding scale. Mathematically,
this normalization is equivalent to a scaling transformation, in
which each axis is stretched by a constant scaling factor (Fig. 3).
When beak shapes of Darwin’s finches were analyzed to determine
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Fig. 3. Geometric relations among the beaks of Darwin’s finches. (Left) Lateral profiles of beaks of Darwin’s finches. (Centre) Group structure under scaling
transformations focusing on the upper beak profile: untransformed shapes and shapes collapsed onto a common shape via scaling transformations.
(Right) Collapse of all group shapes onto a common shape via a composition of shear and scaling transformations suggesting a two-tier morphological variation
(adapted from Campa ̀s et al., 2010).
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We performed pairwise comparisons of the beak shapes of all
Darwin’s Finches †. Fig. 1B shows a heat map of the residuals
Esðs"ℓ; s"dÞ for the pairwise comparisons, with the different species
clustered according to the similarity of their collapsed profiles.

The heat map clearly identifies three morphological groups,
within which the beak shapes are related through scaling
transformations and, therefore, differ only by their scales
(Fig. 1B, D). Remarkably, the first group (group A in Fig. 1B,
D) corresponds to the genus Geospiza in addition to the Black-
faced Grassquit (Tiaris bicolor), representative of a group basal
to Darwin’s Finches (18–20); the second group (group B in
Fig. 1B, D) corresponds to the Tree (Camarhynchus), Cocos

Fig. 1. Geometric relations among the beaks of Darwin’s Finches. (A) Example of digitization of a beak profile: (Top) Normal exposure picture of a museum
specimen of the Large Ground Finch (Geospiza magnirostris). (Bottom) Underexposed picture of the same bird, with the outline of the bird silhouette traced in
red. The zoomed region shows that the beak outline can be traced at pixel accuracy (Pixel size, 40 μm). See SI Text for further details. (B) Heat map resulting
from all pairwise comparisons of beak shapes. The colored dots indicate the species, as labeled in D. Crosses (X) indicate pairs of species whose beaks do not
collapse via scaling transformations, as there was no minimum in the defined measures Es and Ed as a function of the scaling factors. Conversely, comparisons
not markedwith an X indicate that there was a minimum. In this case the plotted color represents the residual Esðs"ℓ; s"dÞ. The same results are obtained for the
residuals Edðs"ℓ; s"dÞ. For those pairs marked with an X the plotted color indicates the minimal value of Es in the range of scaling factors that the experimental
error allows to search for. The existence of a minimum in Es and Ed is not a guarantee of a collapse of the shapes; large values of the residuals are indicative of a
lack of collapse. The beak shapes of all species in the genus Geospiza and that of the Blackfaced Grassquit (Tiaris bicolor) can be related through scaling
transformations (Group A); the beak shapes of Tree (Camarhynchus), Cocos (Pinaroloxias inornata), and Warbler (Certhidea) Finches are also related to each
other through scaling transformations (Group B); the beak shape of the Vegeterian Finch (Platyspiza crassirostris—Group C) cannot be collapsed on any other
shape through scaling alone. (C) Scaling factors (obtained by minimization of the measures Es and Ed ) that allow the collapse of the beak shapes of the species
in groups A and B. The reference beak to which the scaling factors are referred to is arbitrary and chosen to be the Sharp-beaked Finch (Geospiza difficilis) in
group A and the Small Tree Finch (Camarhynchus parvulus) in group B. (D) From left to right: Darwin’s Finches phylogeny modified from Ref. (18) and colored
according to the morphological groups obtained with scaling transformations (Group A—orange; Group B—blue; Group C—pink); Lateral pictures of museum
specimens of Darwin’s Finches and also the Blackfaced Grassquit (color dots label the species); Digitized beak shape profiles (the color of the shape profile
indicates the species); Group structure under scaling transformations: (left) untransformed shapes and (right) shapes collapsed onto a common shape via
scaling transformations with the scaling factors in C; Collapse of group shapes onto a common shape via a composition of shear (along the depth axis)
and scaling transformations. We note that some of the Sharp-Beaked Finch populations are phylogenetically basal either only to the Geospiza Ground Finches
or to Cocos and Vegetarian Finches (but not Warbler Finches) but share the group beak shape with both Geospiza and Grassquit. SeeMethods and the SI Text
for a detailed description of the analysis.

†We analyzed all species of Darwin’s Finches available in the Harvard Museum of
Comparative Zoology.
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Evolution by natural selection has resulted in a remarkable diver-
sity of organism morphologies that has long fascinated scientists
and served to establish the first relations among species. Despite
the essential role of morphology as a phenotype of species, there is
not yet a formal, mathematical scheme to quantify morphological
phenotype and relate it to both the genotype and the underlying
developmental genetics. Herein we demonstrate that the morpho-
logical diversity in the beaks of Darwin’s Finches is quantitatively
accounted for by the mathematical group of affine transforma-
tions. Specifically, we show that all beak shapes of Ground Finches
(genus Geospiza) are related by scaling transformations (a sub-
group of the affine group), and the same relationship holds true
for all the beak shapes of Tree, Cocos, and Warbler Finches (three
distinct genera). This analysis shows that the beak shapes within
each of these groups differ only by their scales, such as length and
depth, which are genetically controlled by Bmp4 and Calmodulin.
Bymeasuring Bmp4 expression in the beak primordia of the species
in the genus Geospiza, we provide a quantitative map between
beakmorphology and the expression levels of Bmp4. The complete
morphological variation within the beaks of Darwin’s finches can
be explained by extending the scaling transformations to the en-
tire affine group, by including shear transformations. Altogether
our results suggest that the mathematical theory of groups can
help decode morphological variation, and points to a potentially
hierarchical structure of morphological diversity and the underly-
ing developmental processes.

Bmp4 ∣ craniofacial evolution and development ∣ Geospiza ∣
morphogenesis ∣ morphological hierarchy

About a century ago, D’Arcy W. Thompson published his
well-known “Theory of Transformations” as a chapter of his

major workOn growth and Form (1), in which he used geometrical
transformations to qualitatively map the shape of one species
onto that of another. Thompson’s work provided a powerful para-
digm for the structure of evolutionary theory (2) and remains the
most celebrated attempt to quantify the morphological diversity
observed in the natural world. More recent studies have extended
Thompson’s ideas (3, 4) and also analyzed the limits of biological
form (5). However, the theory of transformations does not con-
nect morphological diversity to phylogeny and developmental ge-
netics (6). Even if transformations exist that allow mapping
morphologies between every pair of distinct-looking species be-
tween and within taxonomical units, these need not be related to
each other in any simple way, and hence reveal little about the
underlying common origin in terms of developmental genetics
or evolutionary continuity (6). To be informative, the geometrical
transformations relating the morphological variation in different
species must themselves be related to each other in a way that is
meaningful in terms of both phylogeny and the underlying devel-
opmental genetics of morphogenesis.

We study here the case of morphological diversity in the
beaks of Darwin’s Finches, the classical example of adaptive
morphological radiation (7–9). Darwin’s Finches (Passeri-
formes) of the Galápagos and Cocos Islands are a monophy-
letic group of 14 closely related species of birds that have

evolved substantial variation in beak morphologies, which al-
lows them to occupy different ecological niches and exploit spe-
cific food items as diverse as seeds, nectar, insects, and young
leaves (8, 9). Previous studies identified key components of the
morphological differences in the beaks of Darwin’s Finches and
established their adaptive significance (10–12). We examine this
morphological adaptive diversity from a different perspective,
and ask whether there is a mathematical structure underlying
the divergent beak shapes that can be connected both to their
phylogenetic relations and the developmental genetics of beak
morphogenesis.

The genetic origin of beak shape variation within the genus
Geospiza has been recently identified; Bmp4 expression in the
beak primordium affects both beak width and depth (13),
whereas Calmodulin expression modifies predominantly beak
length (14). These observations suggest that the beak shapes
of the species within this genus may differ simply by their scales
(length, width, and depth), and thus it might be possible to super-
impose their beak shapes onto a single common shape after nor-
malizing each axis with its corresponding scale. Mathematically,
this normalization is equivalent to a scaling transformation, in
which each axis is stretched by a constant scaling factor (sℓ, sw,
and sd for length, width, and depth axes, respectively).

To examine this hypothesis, we analyzed the beak profiles
obtained from lateral pictures of museum specimens of male Dar-
win’s Finches (Fig. 1A, D). The condition of these specimens al-
lows us to consider only the upper part of the bill profile (upper
beak) of two individuals per species; this is not restrictive as the
upper beak shape reflects the functional biomechanical proper-
ties of the entire bill (15) and its developmental origin is largely
independent from the lower beak (16, 17). To determine whether
two given (upper) beak shapes, y1ðxÞ and y2ðxÞ, are related by a
scaling transformation, we let Tsℓ;sd ½y2ðxÞ$ denote the transformed
shape (in which the length and depth are scaled by sℓ and sd,
respectively), and then consider the differences Esðsℓ; sdÞ ¼
‖y1ðxÞ − Tsℓ;sd ½y2ðxÞ$‖ and Edðsℓ; sdÞ ¼ ‖y01ðxÞ − Tsℓ;sd ½y2ðxÞ$

0‖,
where y0ðxÞ corresponds to the derivative of the shape along x
and ‖ · ‖ denotes a distance metric (see Materials and Methods
and also the SI Text). Thus, Es and Ed measure respectively
how different the shapes and their derivatives are as a function
of the scaling factors sℓ and sd. We then ask whether there exist
values s&ℓ and s&d for which both measures Es and Ed have a glob-
al minimum. The values of Es and Ed at the minimum (the
“residuals”) measure how closely y1ðxÞ and y2ðxÞ are related by
scaling transformations.
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a single genus (Geospiza), or even to species that reside in multi-
ple genera (Tree, Cocos, and Warbler Finches). Phylogeny
suggests that all the members of Geospiza retained and exploited
the beak shape they inherited from the last common ancestor of
all Darwin’s Finches, echoing Charles Darwin, who first fancied
that “from an original paucity of birds in this archipelago [Gala-
pagos], one species had been taken and modified for different
ends.” (21). Expanding the transformations to the entire
affine group by adding shear transformations allows to account
for the variation among group shapes and, therefore, for all
the differences of beak morphologies in Darwin’s Finches.
Changes in gene expression of signaling molecules in the devel-
oping beak appear to control the scaling factors (scales) and to
capture variation in beak morphology within groups of species, as
in the genus Geospiza. The necessity of including shear transfor-
mations to explain the full morphological variation in the beaks of
Darwin’s Finches suggests the involvement of more significant
developmental changes. This could include modifications in ear-
lier embryonic development, such as the formation of dissimilarly
patterned skeletal condensations that result in a distinct morpho-
genetic maps. Thus, the observed beak shape convergence in
Tree, Cocos, andWarbler Finches likely reflects that these distinct
species employ a similar underlying developmental mechanism,
though possibly with different molecular implementation. More
generally, the hierarchical morphological structure uncovered
here is likely related to the hierarchical structure of developmen-
tal regulatory networks, which are thought to be the proximate
cause of evolutionary changes in morphology (22, 23). Further
research is needed to find out whether this morphological group
scheme generalizes to beak morphologies in other birds, and in-
deed, to the greater morphological diversity itself.

Materials and Methods
Shape Analysis. The shapes used for analysis were from specimens in the Mu-
seum of Comparative Zoology at Harvard University. Lateral pictures of the
specimens were obtained with a camera Nikon-D80 and the outline of the
beak was determined with a feature detection program (SteerableJ—
ImageJ). The obtained outlines (beak shapes) were compared using Mathe-
matica 6 (Wolfram Research). The distance metric used to measure the dif-
ferences between shapes is defined by

‖z1ðxÞ − z2ðxÞ‖≡
R xm
0 dxðz1ðxÞ − Tsℓ ;sd ½z2ðxÞ$Þ

2

R xm
0 dxðz1ðxÞ þ Tsℓ;sd ½z2ðxÞ$Þ

2
; [1]

where z1ðxÞ and z2ðxÞ are real functions and Tsℓ ;sd ½·$ corresponds to a scaling
transformation with scaling factors sℓ and sd in the length and depth direc-
tions, respectively. See SI Text for more details.

(Micro) Computed Tomography (CT) Scans. CT scans were performed on speci-
mens of G. difficilis, G. magnirostris, and G. conirostris from the Museum of
Comparative Zoology at Harvard University, and on preserved specimens of
G. fuliginosa, G. fortis, and G. scandens. High-resolution three-dimensional
images of the heads of the specimens were taken using an XRA-002 microCT
scan (X-Tek) available at the Center for Nanoscale Systems at Harvard Univer-
sity. Three-dimensional reconstructions were performed with CTPro (Metris)
and VGStudio Max 2.0 (Volume Graphics). Midsaggital cuts were obtained
from the three-dimensional reconstructions. Bone profiles were determined
with a feature detection program (SteerableJ—ImageJ) and compared using
Mathematica 6 (Wolfram Research).

in Situ Hybridizations. The protocol used for Bmp4 in situ hybridizations is very
similar to that described in (13). Embryos were harvested at stage 26 accord-
ing to our altricial avian development staging series (13, 14). Embryonic ma-
terial was fixed in 4% paraformaldehyde in PBS for 2 h at ambient
temperature and stored in RNAlater reagent (Ambion) at about 5 °C for
2–5 weeks. The heads were rehydrated in PBS, frozen in Tissue-Tek OCT com-
pound, and sagittally cryosectioned. Chick antisense riboprobes were pre-
pared and used on Darwin’s Finch embryos as described in (24). For each
one of the specimens analyzed, the fluorescence intensity value of maximal
mesenchymal Bmp4 expression (IM) was normalized to the fluorescence in-
tensity value of epithelial Bmp4 expression (IE), and only normalized values
of maximal mesenchymal Bmp4 expression, defined as I≡ IM∕IE , were used
for comparison to other specimens (see Fig. 3 and SI Text).
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Fig. 3. Relation between beak morphological variation and Bmp4 expression differences in the beak promordium across the species in the genus Geospiza.
(A) In situ hybridizations showing the expression levels of Bmp4 in midsaggital sections of the fronotnasal mass of embryos of the different species in Geospiza
at embryonic stage 26. Color dots label the species. (B) Definition of the length (x) and depth (y) axes in the frontonasal mass. The zoom of the tip of the
frontonasal mass (dashed box) shows the outline of the epithelium (green) and Bmp4 expression (red). The white circle highlights the region of maximal
mesenchymal expression. The measure of Bmp4 expression used in the comparison with geometric variation is: I≡ IM∕IE , where IM corresponds to the maximal
mesenchymal level of Bmp4 expression and IE to the Bmp4 expression level in the epithelium. (C) Intensity profile of Bmp4 expression along the x (length; C.1)
axis and along the y (depth; C.2) axis. Axes are defined in B. (D) Relation between Bmp4 expression levels and scaling factors for the different species in
Geospiza, showing that Bmp4 expression correlates better with beak depth (D.1) than with beak length (D.2). The measure of Bmp4 expression, I, is shown
relative to the expression level in the Sharp-Beaked Finch (G. difficilis) because the scaling factors are relative magnitudes and chosen here to be relative to the
Sharp-Beaked Finch. Error bars in the measure of Bmp4 expression correspond to the standard deviation of the mean, obtained from three specimens of each
species. Same color code as in A.
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a single genus (Geospiza), or even to species that reside in multi-
ple genera (Tree, Cocos, and Warbler Finches). Phylogeny
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Tree, Cocos, andWarbler Finches likely reflects that these distinct
species employ a similar underlying developmental mechanism,
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here is likely related to the hierarchical structure of developmen-
tal regulatory networks, which are thought to be the proximate
cause of evolutionary changes in morphology (22, 23). Further
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scheme generalizes to beak morphologies in other birds, and in-
deed, to the greater morphological diversity itself.

Materials and Methods
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beak was determined with a feature detection program (SteerableJ—
ImageJ). The obtained outlines (beak shapes) were compared using Mathe-
matica 6 (Wolfram Research). The distance metric used to measure the dif-
ferences between shapes is defined by

‖z1ðxÞ − z2ðxÞ‖≡
R xm
0 dxðz1ðxÞ − Tsℓ ;sd ½z2ðxÞ$Þ

2

R xm
0 dxðz1ðxÞ þ Tsℓ;sd ½z2ðxÞ$Þ

2
; [1]

where z1ðxÞ and z2ðxÞ are real functions and Tsℓ ;sd ½·$ corresponds to a scaling
transformation with scaling factors sℓ and sd in the length and depth direc-
tions, respectively. See SI Text for more details.
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mens of G. difficilis, G. magnirostris, and G. conirostris from the Museum of
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G. fuliginosa, G. fortis, and G. scandens. High-resolution three-dimensional
images of the heads of the specimens were taken using an XRA-002 microCT
scan (X-Tek) available at the Center for Nanoscale Systems at Harvard Univer-
sity. Three-dimensional reconstructions were performed with CTPro (Metris)
and VGStudio Max 2.0 (Volume Graphics). Midsaggital cuts were obtained
from the three-dimensional reconstructions. Bone profiles were determined
with a feature detection program (SteerableJ—ImageJ) and compared using
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Fig. 3. Relation between beak morphological variation and Bmp4 expression differences in the beak promordium across the species in the genus Geospiza.
(A) In situ hybridizations showing the expression levels of Bmp4 in midsaggital sections of the fronotnasal mass of embryos of the different species in Geospiza
at embryonic stage 26. Color dots label the species. (B) Definition of the length (x) and depth (y) axes in the frontonasal mass. The zoom of the tip of the
frontonasal mass (dashed box) shows the outline of the epithelium (green) and Bmp4 expression (red). The white circle highlights the region of maximal
mesenchymal expression. The measure of Bmp4 expression used in the comparison with geometric variation is: I≡ IM∕IE , where IM corresponds to the maximal
mesenchymal level of Bmp4 expression and IE to the Bmp4 expression level in the epithelium. (C) Intensity profile of Bmp4 expression along the x (length; C.1)
axis and along the y (depth; C.2) axis. Axes are defined in B. (D) Relation between Bmp4 expression levels and scaling factors for the different species in
Geospiza, showing that Bmp4 expression correlates better with beak depth (D.1) than with beak length (D.2). The measure of Bmp4 expression, I, is shown
relative to the expression level in the Sharp-Beaked Finch (G. difficilis) because the scaling factors are relative magnitudes and chosen here to be relative to the
Sharp-Beaked Finch. Error bars in the measure of Bmp4 expression correspond to the standard deviation of the mean, obtained from three specimens of each
species. Same color code as in A.
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• Theory of transformation: beak growth and shape

specific differences in beak morphology.
This observed correlation was specific to
Bmp4 expression in the upper beak, whereas
expression of Bmp4 in the lower beak re-
mains constant in spite of the fact that lower
beak morphology varies in concert with that
of the upper beak (15).

We next tested whether the observed
change in Bmp4 expression could be partially
responsible for the differences in beak mor-
phology in ground finch species. Bmp4 has
been previously shown to be important for
the production of skeletogenic cranial neural
crest cells and capable of affecting patterning,
growth and chondrogenesis in derivatives of
the mandibular and maxillary prominences
(16–19). However, the expression of Bmp4 is
quite dynamic during craniofacial develop-
ment and might be expected to play different
roles at various times.

During craniofacial development, Bmp4 is
first expressed in the epithelium of the max-
illary and lateral frontonasal prominences in
early embryos. The same factor is later ex-
pressed in the distal mesenchyme of the up-
per beak of embryos at stage 29 and later
(Fig. 2, A and B). We took advantage of the
ability to misexpress genes during chicken
development with the RCAS replication-
competent retroviral vector to test the effect
of increasing BMP4 levels in both of these
domains. Because the RCAS vector does not
spread across basement membranes, we were
able to confine misexpression to either the
facial ectoderm or mesenchyme (Fig. 2, C
and E). Infection of the facial ectoderm with
the RCAS::Bmp4 virus caused smaller and
narrower upper beaks (fig. S5). Ectodermally
infected beaks also showed a dramatic loss of
chondrogenesis in the adjacent mesenchyme
(Fig. 2, D and F, and fig. S5), indicating a
role in epithelial–to-mesenchymal signaling
early in head morphogenesis.

In a second set of misexpression exper-
iments designed to mimic the elevated lev-
els of Bmp4 seen in G. magnirostris, we
injected RCAS::Bmp4 virus into the mes-
enchyme of the frontonasal process of
chicken embryos at stage 23 to 24. Because
of the time required for viral infection and
spread, this results in robust misexpression
in the distal frontonasal process around
stage 26 (15), which is the time when ele-
vated Bmp4 levels are first seen in G. mag-
nirostris. The phenotypes we obtained were
quite different from those resulting from
epithelial misexpression, showing that
Bmp4 expression has distinct functions in
the epithelium and mesenchyme. Rather
than diminished beaks, beaks resulting
from infection of the mesenchyme were
reminiscent of those of the ground finches
with deep and broad beaks. These morpho-
logical changes in beak morphology were
observed before the onset of skeletogen-

esis, as revealed by Col II expression (15).
By stage 36, the infected beaks (n ! 13)
were on average about 2.5 times as wide
("21%) and 1.5 times ("16%) as deep as
uninfected control beaks (n ! 11; P #
0.003) (Fig. 3, A, B, D, and E). The more
massive Bmp4-infected beaks had a corre-
sponding increase in the size of the skeletal
core (Fig. 3, G and H, and fig. S6), again in
parallel to a larger beak skeleton of G.
magnirostris. This skeletal phenotype was
observed in the majority of the infected
embryos (n ! 11 out of 13). These data
suggest that BMP4 may have a proliferat-
ing effect on skeletal progenitors in the
upper jaw. Indeed, we find that cell prolif-
eration, as assessed by bromodeoxyuridine
(BrdU) labeling, is highest in a zone of the
upper beak process where Bmp4 is ex-
pressed (Fig. 3, J to L; marked with arrow
in J, asterisks in L and O). Moreover, this
zone of high cell proliferation expands and
shows a higher level of proliferation after
RCAS::Bmp4 misexpression (Fig. 3, M to
O). A similar phenotype was observed in a
study reported in an accompanying paper,

where Bmp4 was misexpressed as part of a
study comparing its role in the development
of the beak in ducks and chickens (20). In
contrast, mesenchymal injection of the
RCAS::Noggin virus, which antagonizes
BMP2/4/7 signaling, led to a dramatic de-
crease in the size of the upper beak and to
much smaller skeletal elements inside the
upper beak (n ! 7 out of 9; P # 0.002)
(Fig. 3, C, F, and I).

We have identified variation in the level
and timing of Bmp4 expression that corre-
lates with variation in beak morphology in
Darwin’s finch species. We are tempted to
speculate that differences in the cis-regula-
tory elements of Bmp4 may underlie the
distinct expression patterns, although alter-
natively they could be explained by differ-
ences in the timing or amounts of upstream
inductive factors or differences in the trans-
duction of such signals. Two such potential
upstream signals are Sonic hedgehog (Shh)
and Fibroblast growth factor 8 (Fgf8),
which are expressed in the beak epithelium.
Beak outgrowth occurs at the location
where their expression domains meet, and

Fig. 1. (A) Previous
studies suggest that G.
difficilis is the most
basal species of the ge-
nus Geospiza, and the
rest of the species form
two groups: ground and
cactus finches, with
distinct beak morphol-
ogies. (B) At stage (st.)
26, Bmp4 is strongly
expressed in a broad
distal-dorsal domain in
the mesenchyme of
the upper beak promi-
nence of G. magniros-
tris and at significantly
lower levels in G. fortis
and G. conirostris. No
Bmp4 was detected in
the mesenchyme of G.
difficilis, G. fuliginosa,
and G. scandens. (C) At
stage 29, Bmp4 contin-
ues to be expressed at
high levels in the distal
beak mesenchyme of
G. magnirostris. Broad
domains of Bmp4 ex-
pression are detect-
able around prenasal
cartilages of G. fuligi-
nosa and G. fortis. A
small domain of
strong Bmp4 expres-
sion is also found in
the most distal mes-
enchyme of G. co-
nirostris, and weaker
expression is seen in
G. scandens and G.
fortis (red arrows).
Scale bars: 1 mm in (B)
and 2 mm in (C).
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• Correlation between beak size/shape and BMP4 expression across species 

SHH and FGF8 have been shown to syner-
gistically drive outgrowth, and in the pro-
cess to induce expression of Bmp4 in sub-

jacent mesenchyme (21, 22). Also, we have
not ruled out the possibility that genes ex-
pressed in other regions of the face are

important for directing morphogenesis. In
addition to the correlation between varia-
tion in Bmp4 levels and the development of
the beaks of Darwin’s finches, we have
also found that artificially increasing
BMP4 levels in the beak mesenchyme is
sufficient to alter beak morphology in the
same direction as is seen in the larger
ground finches. Thus, although polymor-
phism in other genes may also contribute to
differences in beak morphology, we pro-
pose that variation in Bmp4 regulation is
one of the principal molecular variables
that provided the quantitative morphologi-
cal variation acted on by natural selection
in the evolution of the beaks of the Dar-
win’s finch species (23).
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Fig. 2. (A) At stage
24, Bmp4 is expressed
in the ectoderm of
the maxillary process
(MXP) and lateral
frontonasal process
(FNP). (B) By stage 29,
Bmp4 expression ex-
pands into the distal
mesenchyme of the
upper and lower beaks
(black arrows). (C and
E) Misexpression of
RCAS::Bmp4 can be
targeted to either the
facial ectoderm [red
arrowheads in inset in
(E)] or the mesen-
chyme (mes) of the
frontonasal process of
a chicken embryo, as
revealed with in-situ
hybridization with a
virus-specific probe.
(D) No chondrogene-
sis is detected in the
embryos whose epi-
thelium (epi) was in-
fected with RCAS::
Bmp4 virus. (F) In
contrast, embryos
whose FNP mesen-
chyme was infected
with RCAS::Bmp4 virus
showed high levels of
chondrogenesis as re-
vealed with an anti–Col II riboprobe. MNP, mandibular process; ey, eye. Scale bars: 1 mm in (C) and (E).

Fig. 3. (A and D) Ultra-
violet pictures of wild-
type stage 36 chicken
embryonic heads. The
width and depth of the
beak are shown with
white and red double-
headed arrows, respec-
tively. The width of the
beak tip is indicated
with a double-headed
green arrow. (G) Prena-
sal cartilage in wild-
type chickens forms a
narrow protruding skel-
etal rod. (B and E)
RCAS::Bmp4 infection
in the mesenchyme of
the frontonasal process
caused a significant in-
crease in the width and
depths of the beak. (H)
These larger upper
beaks contained more
skeletogenic cells, as re-
vealedwith Col II in-situ
hybridization. (C and F)
In contrast, infection
with RCAS::Noggin led to narrower and shallower upper beaks. (I) EctopicNoggin
produced smaller skeletal elements inside the upper beak. BrdU labeling reveals
that the Bmp4 expression domain [red arrow in (J)], which is rostral and dorsal to
the developing prenasal cartilage (K), is closely associated with proliferating

cells (L) of stage 30 chick embryos. The upper beaks of embryos infected with
RCAS::Bmp4 (M) by stage 30 develop larger cartilages (N), and there is an
up-regulation of cell proliferation both around and within the developing
cartilage (O). Scale bars: 2 mm in (D); 0.5 mm in (G); and 1 mm in (J).
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cells (L) of stage 30 chick embryos. The upper beaks of embryos infected with
RCAS::Bmp4 (M) by stage 30 develop larger cartilages (N), and there is an
up-regulation of cell proliferation both around and within the developing
cartilage (O). Scale bars: 2 mm in (D); 0.5 mm in (G); and 1 mm in (J).
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• BMP4 expression in the mesenchyme induces its growth (depth)
• CaM controls beak length

a single genus (Geospiza), or even to species that reside in multi-
ple genera (Tree, Cocos, and Warbler Finches). Phylogeny
suggests that all the members of Geospiza retained and exploited
the beak shape they inherited from the last common ancestor of
all Darwin’s Finches, echoing Charles Darwin, who first fancied
that “from an original paucity of birds in this archipelago [Gala-
pagos], one species had been taken and modified for different
ends.” (21). Expanding the transformations to the entire
affine group by adding shear transformations allows to account
for the variation among group shapes and, therefore, for all
the differences of beak morphologies in Darwin’s Finches.
Changes in gene expression of signaling molecules in the devel-
oping beak appear to control the scaling factors (scales) and to
capture variation in beak morphology within groups of species, as
in the genus Geospiza. The necessity of including shear transfor-
mations to explain the full morphological variation in the beaks of
Darwin’s Finches suggests the involvement of more significant
developmental changes. This could include modifications in ear-
lier embryonic development, such as the formation of dissimilarly
patterned skeletal condensations that result in a distinct morpho-
genetic maps. Thus, the observed beak shape convergence in
Tree, Cocos, andWarbler Finches likely reflects that these distinct
species employ a similar underlying developmental mechanism,
though possibly with different molecular implementation. More
generally, the hierarchical morphological structure uncovered
here is likely related to the hierarchical structure of developmen-
tal regulatory networks, which are thought to be the proximate
cause of evolutionary changes in morphology (22, 23). Further
research is needed to find out whether this morphological group
scheme generalizes to beak morphologies in other birds, and in-
deed, to the greater morphological diversity itself.

Materials and Methods
Shape Analysis. The shapes used for analysis were from specimens in the Mu-
seum of Comparative Zoology at Harvard University. Lateral pictures of the
specimens were obtained with a camera Nikon-D80 and the outline of the
beak was determined with a feature detection program (SteerableJ—
ImageJ). The obtained outlines (beak shapes) were compared using Mathe-
matica 6 (Wolfram Research). The distance metric used to measure the dif-
ferences between shapes is defined by

‖z1ðxÞ − z2ðxÞ‖≡
R xm
0 dxðz1ðxÞ − Tsℓ ;sd ½z2ðxÞ$Þ

2

R xm
0 dxðz1ðxÞ þ Tsℓ;sd ½z2ðxÞ$Þ

2
; [1]

where z1ðxÞ and z2ðxÞ are real functions and Tsℓ ;sd ½·$ corresponds to a scaling
transformation with scaling factors sℓ and sd in the length and depth direc-
tions, respectively. See SI Text for more details.

(Micro) Computed Tomography (CT) Scans. CT scans were performed on speci-
mens of G. difficilis, G. magnirostris, and G. conirostris from the Museum of
Comparative Zoology at Harvard University, and on preserved specimens of
G. fuliginosa, G. fortis, and G. scandens. High-resolution three-dimensional
images of the heads of the specimens were taken using an XRA-002 microCT
scan (X-Tek) available at the Center for Nanoscale Systems at Harvard Univer-
sity. Three-dimensional reconstructions were performed with CTPro (Metris)
and VGStudio Max 2.0 (Volume Graphics). Midsaggital cuts were obtained
from the three-dimensional reconstructions. Bone profiles were determined
with a feature detection program (SteerableJ—ImageJ) and compared using
Mathematica 6 (Wolfram Research).

in Situ Hybridizations. The protocol used for Bmp4 in situ hybridizations is very
similar to that described in (13). Embryos were harvested at stage 26 accord-
ing to our altricial avian development staging series (13, 14). Embryonic ma-
terial was fixed in 4% paraformaldehyde in PBS for 2 h at ambient
temperature and stored in RNAlater reagent (Ambion) at about 5 °C for
2–5 weeks. The heads were rehydrated in PBS, frozen in Tissue-Tek OCT com-
pound, and sagittally cryosectioned. Chick antisense riboprobes were pre-
pared and used on Darwin’s Finch embryos as described in (24). For each
one of the specimens analyzed, the fluorescence intensity value of maximal
mesenchymal Bmp4 expression (IM) was normalized to the fluorescence in-
tensity value of epithelial Bmp4 expression (IE), and only normalized values
of maximal mesenchymal Bmp4 expression, defined as I≡ IM∕IE , were used
for comparison to other specimens (see Fig. 3 and SI Text).
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Fig. 3. Relation between beak morphological variation and Bmp4 expression differences in the beak promordium across the species in the genus Geospiza.
(A) In situ hybridizations showing the expression levels of Bmp4 in midsaggital sections of the fronotnasal mass of embryos of the different species in Geospiza
at embryonic stage 26. Color dots label the species. (B) Definition of the length (x) and depth (y) axes in the frontonasal mass. The zoom of the tip of the
frontonasal mass (dashed box) shows the outline of the epithelium (green) and Bmp4 expression (red). The white circle highlights the region of maximal
mesenchymal expression. The measure of Bmp4 expression used in the comparison with geometric variation is: I≡ IM∕IE , where IM corresponds to the maximal
mesenchymal level of Bmp4 expression and IE to the Bmp4 expression level in the epithelium. (C) Intensity profile of Bmp4 expression along the x (length; C.1)
axis and along the y (depth; C.2) axis. Axes are defined in B. (D) Relation between Bmp4 expression levels and scaling factors for the different species in
Geospiza, showing that Bmp4 expression correlates better with beak depth (D.1) than with beak length (D.2). The measure of Bmp4 expression, I, is shown
relative to the expression level in the Sharp-Beaked Finch (G. difficilis) because the scaling factors are relative magnitudes and chosen here to be relative to the
Sharp-Beaked Finch. Error bars in the measure of Bmp4 expression correspond to the standard deviation of the mean, obtained from three specimens of each
species. Same color code as in A.
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Correlation between BMP4 mesenchymal expression and scaling factors
A. Abzhanov et al, C. Tabin, Nature. (2006)

8



Thomas LECUIT   2019-2020

• Theory of transformation: beak growth and shape

(sl and sH, respectively) for the scaling transformation and an
additional parameter t measuring the degree of shear. This
pattern of hierarchical collapse of shapes is represented in Fig. 3.
To further quantify the diversity of shapes, we fit polynomial

functions to the beak profiles and search for the beak shape with

the simplest functional form (see Supplementary Fig. 2). This
turns out to be Geospiza in the Darwin’s finches, which are fit well
to within the error of our methods for recording shapes by a
parabola y¼ ax2þ bx. The shear collapse of all other songbird
beaks onto this shape implies that all beak profiles are well fit by

Im
ported tree 0+

Poospiza
erythrophrys

Geospiza
scandens

Sporophila
leucoptera

Saltator
ruviventris

Chlorochrysa
nitidissima

Tangara
guttata

Thraupidae

a

b c

Cardinalidae Emberizidae Passerellidae Parulidae Icteridae Passeridae Estrildidae

Cyanerpes
caeruleus

Saltator
atriceps

Camarhynchus
psittacula

Diglossa
baritula
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Piranga
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ludovicianus

Granatellus
pelzelni

Figure 1 | The phylogenetic and morphometric structure of beak shapes. (a) Major families in Passeroidea, sized according to number of species
in the family (grey triangles). Proportion of species sampled in our shape analysis are represented in black. (b–d) Maximum likelihood phylogeny of
Thraupidae/Cardinalidae /Estrildidae, respectively, indicating diversification of beak shape across the phylogenetic history of the group, with illustrations of
beak shape for representative species to show range of morphological diversity. Colours represent group shapes of beaks mapped onto the phylogeny
using maximum likelihood. Species in the same colour collapse onto each other with scaling alone, all shapes collapse under shear. Bird images reproduced
with permission from ref. 50.
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this equation after sending x-slxþ ty and y-sH y. Thus, all
beak shapes are well fit by an equation of the form

0 ¼ Ax2 þBxyþ cy2 þDxþ Ey: ð1Þ

The midsagittal sections of songbird beaks investigated here are
all conic sections.

Features of developmental programmes are strongly
constrained. All beak shapes are the direct product of a
developmental process during which mesenchyne derived from
neural crest cells undergoes differentiation to produce facial
skeleton. The upper beak and face are formed by five different
primordia: the central frontal nasal mass, the paired lateral nasal
and maxillary prominences8. All available evidence argues that
the midsagittal section that we study in this report is derived from
the frontal nasal mass16–19. One of the best-understood model
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Figure 2 | The hierarchical collapse of beak shapes onto each other under scaling and shear. (a) Heat map of Es resulting from pairwise comparisons of
all beak shapes in the phylogeny, scaling one beak shape onto another. Crosses (X) indicate pairs of species whose beaks do not collapse
via scaling transformations, as there was no minimum in Es as a function of the scaling factors. Note the large blocks where the residual is small—these are
the scaling groups. (b) Residuals for the collapse of the different scaling groups found in a when rescaled using shear transformations. The colours of the
rows correspond to the block colours in a. Note the magnitude of the residuals on shear collapse are similar to those for the scaling groups. (c) Box plots
(median, first and third quartile and 2nd and 98th percentile) showing quality of collapse (in terms of Es) for the different levels of similarity presented
in panels a and b. Note that the quality of scaling within groups, shear between groups and collapse of all beak shapes on conic sections is on the
same order of magnitude as our precision of measurement for beak shapes (set by the resolution of modern digital cameras, represented by a grey
dashed line).
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Figure 3 | The basic pattern of beak shape diversity. On small phylogenetic scales, beak shapes collapse under scaling alone (for example, the two
Geospiza species on the top left), creating groups of similar beak shapes (represented by colours). These group shapes in turn collapse onto each other
under shear in their length direction. Specifically, all group shapes collapse onto the shape of the blue coloured group. This blue coloured group
can be approximated to an extremely high precision as a section of a parabola, as shown on the right. The combination of this hierarchical collapse
under scaling and shear onto the blue coloured group, and the collapse of the blue coloured group on a parabola lead to the conclusion that all beak shapes
considered here are conic sections.
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Figure 2 | The hierarchical collapse of beak shapes onto each other under scaling and shear. (a) Heat map of Es resulting from pairwise comparisons of
all beak shapes in the phylogeny, scaling one beak shape onto another. Crosses (X) indicate pairs of species whose beaks do not collapse
via scaling transformations, as there was no minimum in Es as a function of the scaling factors. Note the large blocks where the residual is small—these are
the scaling groups. (b) Residuals for the collapse of the different scaling groups found in a when rescaled using shear transformations. The colours of the
rows correspond to the block colours in a. Note the magnitude of the residuals on shear collapse are similar to those for the scaling groups. (c) Box plots
(median, first and third quartile and 2nd and 98th percentile) showing quality of collapse (in terms of Es) for the different levels of similarity presented
in panels a and b. Note that the quality of scaling within groups, shear between groups and collapse of all beak shapes on conic sections is on the
same order of magnitude as our precision of measurement for beak shapes (set by the resolution of modern digital cameras, represented by a grey
dashed line).
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under scaling and shear onto the blue coloured group, and the collapse of the blue coloured group on a parabola lead to the conclusion that all beak shapes
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the midsagittal section that we study in this report is derived from
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Figure 2 | The hierarchical collapse of beak shapes onto each other under scaling and shear. (a) Heat map of Es resulting from pairwise comparisons of
all beak shapes in the phylogeny, scaling one beak shape onto another. Crosses (X) indicate pairs of species whose beaks do not collapse
via scaling transformations, as there was no minimum in Es as a function of the scaling factors. Note the large blocks where the residual is small—these are
the scaling groups. (b) Residuals for the collapse of the different scaling groups found in a when rescaled using shear transformations. The colours of the
rows correspond to the block colours in a. Note the magnitude of the residuals on shear collapse are similar to those for the scaling groups. (c) Box plots
(median, first and third quartile and 2nd and 98th percentile) showing quality of collapse (in terms of Es) for the different levels of similarity presented
in panels a and b. Note that the quality of scaling within groups, shear between groups and collapse of all beak shapes on conic sections is on the
same order of magnitude as our precision of measurement for beak shapes (set by the resolution of modern digital cameras, represented by a grey
dashed line).
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Figure 2 | The hierarchical collapse of beak shapes onto each other under scaling and shear. (a) Heat map of Es resulting from pairwise comparisons of
all beak shapes in the phylogeny, scaling one beak shape onto another. Crosses (X) indicate pairs of species whose beaks do not collapse
via scaling transformations, as there was no minimum in Es as a function of the scaling factors. Note the large blocks where the residual is small—these are
the scaling groups. (b) Residuals for the collapse of the different scaling groups found in a when rescaled using shear transformations. The colours of the
rows correspond to the block colours in a. Note the magnitude of the residuals on shear collapse are similar to those for the scaling groups. (c) Box plots
(median, first and third quartile and 2nd and 98th percentile) showing quality of collapse (in terms of Es) for the different levels of similarity presented
in panels a and b. Note that the quality of scaling within groups, shear between groups and collapse of all beak shapes on conic sections is on the
same order of magnitude as our precision of measurement for beak shapes (set by the resolution of modern digital cameras, represented by a grey
dashed line).
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under scaling and shear onto the blue coloured group, and the collapse of the blue coloured group on a parabola lead to the conclusion that all beak shapes
considered here are conic sections.
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Figure 2 | The hierarchical collapse of beak shapes onto each other under scaling and shear. (a) Heat map of Es resulting from pairwise comparisons of
all beak shapes in the phylogeny, scaling one beak shape onto another. Crosses (X) indicate pairs of species whose beaks do not collapse
via scaling transformations, as there was no minimum in Es as a function of the scaling factors. Note the large blocks where the residual is small—these are
the scaling groups. (b) Residuals for the collapse of the different scaling groups found in a when rescaled using shear transformations. The colours of the
rows correspond to the block colours in a. Note the magnitude of the residuals on shear collapse are similar to those for the scaling groups. (c) Box plots
(median, first and third quartile and 2nd and 98th percentile) showing quality of collapse (in terms of Es) for the different levels of similarity presented
in panels a and b. Note that the quality of scaling within groups, shear between groups and collapse of all beak shapes on conic sections is on the
same order of magnitude as our precision of measurement for beak shapes (set by the resolution of modern digital cameras, represented by a grey
dashed line).
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Figure 2 | The hierarchical collapse of beak shapes onto each other under scaling and shear. (a) Heat map of Es resulting from pairwise comparisons of
all beak shapes in the phylogeny, scaling one beak shape onto another. Crosses (X) indicate pairs of species whose beaks do not collapse
via scaling transformations, as there was no minimum in Es as a function of the scaling factors. Note the large blocks where the residual is small—these are
the scaling groups. (b) Residuals for the collapse of the different scaling groups found in a when rescaled using shear transformations. The colours of the
rows correspond to the block colours in a. Note the magnitude of the residuals on shear collapse are similar to those for the scaling groups. (c) Box plots
(median, first and third quartile and 2nd and 98th percentile) showing quality of collapse (in terms of Es) for the different levels of similarity presented
in panels a and b. Note that the quality of scaling within groups, shear between groups and collapse of all beak shapes on conic sections is on the
same order of magnitude as our precision of measurement for beak shapes (set by the resolution of modern digital cameras, represented by a grey
dashed line).
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Figure 3 | The basic pattern of beak shape diversity. On small phylogenetic scales, beak shapes collapse under scaling alone (for example, the two
Geospiza species on the top left), creating groups of similar beak shapes (represented by colours). These group shapes in turn collapse onto each other
under shear in their length direction. Specifically, all group shapes collapse onto the shape of the blue coloured group. This blue coloured group
can be approximated to an extremely high precision as a section of a parabola, as shown on the right. The combination of this hierarchical collapse
under scaling and shear onto the blue coloured group, and the collapse of the blue coloured group on a parabola lead to the conclusion that all beak shapes
considered here are conic sections.
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Moreover, experiments on live chicken embryos that aimed to alter
the signalling environment in the early face forced the
developmental trajectory into the normally unoccupied
morphospaces and resulted in abnormalities, such as clefts of the
primary palate (Young et al., 2014). It appears that fusion of
craniofacial prominences is a strong selective filter against
developmental shape variation, explaining morphological
conservation at the early stages. Once this critical stage is passed,
phenotypic diversity increases sharply. This, in effect, is an example
of the powerful, if constraining, role of the intrinsic developmental
mechanisms in generating morphological diversity.
What is the role of modularity in the generation of diversity?

Recently, a detailed comparative geometric morphometrics analysis
was reported of 3D skull shapes in both Darwin’s finches and
Hawaiian honeycreepers within the same morphospace using X-ray
microcomputed tomography (µCT) scans of their cranial skeletons
(Tokita et al., 2017) (Fig. 6A-D). The Hawaiian honeycreepers and
Darwin’s finches have both evolved remarkable levels of adaptive
cranial morphological variation, and this analysis demonstrated that
cranial shapes in both groups are much more diverse than in their
respective outgroups (Fig. 4A) (Tokita et al., 2017). The Hawaiian
honeycreepers as a group displayed the highest skull shape diversity
and disparity of all the bird groups studied. Interestingly, Darwin’s
finches showed strong covariation between the shape of the whole
skull and those of the upper beak, orbit, palatine and adductor
chamber. By contrast, in Hawaiian honeycreepers, the parts of the
skull are less strongly coupled with the shape of the whole skull
(Fig. 6D). Such results suggest that the high level of disparity in
skull morphology observed in Hawaiian honeycreepers is
associated with changes in modularity and integration of
individual skull elements, allowing for more evolutionary
flexibility to explore the morphospace. Modularity here refers to
the ability of a biological system to organize individual and discrete
units that can increase the overall flexibility of the system. This tends
to facilitate selective forces, whereas integration exerts an opposite
effect as it works to match and bind the modules together (Hall and
Olson, 2001). Similarly, studies on mammalian and fish skulls
indicated a significant role for changes in skull integration and

modularity in both the extent and directionality of skull shape
changes (Goswami, 2007; Drake and Klingenberg, 2010; Goswami
et al., 2014). The exact developmental mechanisms controlling
integration and modularity of the skull skeletal elements are not yet
known but further studies should reveal how the ‘laws of growth’
actually operate as they shape vertebrate cranial diversity.

Geometry of life on a large scale: transformation from reptile
to bird

‘The many diverse forms of Dinosaurian reptiles, all of which manifest a
strong family likeness underlying much superficial diversity, furnish us
with plentiful material for comparison by the method of transformations.’
(p.754, Thompson, 1917a)

As predicted by D’Arcy Thompson, comparisons based on
geometric transformations can be successfully applied to both
small and large evolutionary scales with reasonable success. For
instance, modern birds represent a surviving group of theropod
dinosaurs and their unique skulls are morphologically radically
different from those of their reptilian relatives and ancestors and any
other vertebrates. Among major innovations of the avian head are
the toothless beak derived from the fusion of premaxillary bones,
uniquely shaped palatines (bones that form the roof of the mouth),
highly reduced face/snout, and a hugely expanded brain and
overlying domed cranial roof (Fig. 7A,B). The nature of the reptile-
to-bird transition became clearer when a geometric morphometric
study was performed integrating developmental, neontological and
palaeontological data, which revealed that paedomorphosis, by
which descendants resemble the juveniles of their ancestors, was
responsible for several major evolutionary transitions in the origin
of birds (Bhullar et al., 2012). The same set of variable skull
landmarks was analyzed across extant and extinct members of
Archosauria (‘ruling reptiles’), from the basalmost taxa such as
Euparkeria to the early dinosaur Herrerasaurus, non-avian
theropods (e.g. Guanlong), crocodilians, primitive birds
(Archaeopteryx, Confuciusornis and Yixianornis) and modern
birds (Fig. 7B) (Bhullar et al., 2012). Adult skull shapes were
analyzed together with those of juveniles and embryos, wherever

‘ ’

Fig. 5. Principles of beak development in songbirds. (A) Snapshots of growing beak for embryonic day (E) 5-9, showing developing beak outlines (black), the
size of the growth zone (red), its centroid (blue) and the relevant length scale for shaping the upper beak profile (yellow). All measures of the growth zone
are derived from midsagittal cross-sections of zebra finch embryo beaks, stained to show cell nuclei (blue) and dividing cells (green). Areas with a high density
of dividing cells are defined as the growth zone (red outline). (B) The final conical shape of the beak is given by an ‘envelope’ of the growth zone observed
during developmental time, which decays at a constant rate until it shrinks to size zero generating a tip (adapted and modified from Fritz et al., 2014). All
beak shapes are well fitted by equations, as shown, that describe beak shape and the profile [ p u (x) and p l(x)] generated by a fixed growth law and growth zone
decay, where ϕ is a vector parameterizing the shape and all other free parameters in the problem. The midsagittal sections of songbird beaks are all calculated to
be conic sections.
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(with Col2, shown in magenta). The growth zone is clearly
identifiable as a concentrated region of dividing cells close to the
tip of the developing beak (see Fig. 4a). We use a simple filter and
thresholding method to determine the size of the growth zone at
these different developmental stages (see Supplementary Fig. 4 for
details). Figure 4b shows that the largest dimension scales with
the expected t1/2 dependence in time (q¼ 0.52±0.05), as
predicted by the theoretical framework.

Comparisons between different tissue sections at the same
developmental stage and the same (midsagittal) plane indicate
that the distance of the growth zone to the region where upper
and lower beak meet is very uniform. This distance is, therefore, a
good measure for determining the speed with which the growth
zone advances relative to a fixed point outside the developmental
module. For each growth zone as determined above, we find its
centroid, and measure the distance from the meeting point
between upper and lower beak and this centroid. Figure 4c shows
the results of this analysis, which demonstrate that the speed of
advance for the growth zone is indeed linear (P¼ 0.98±0.08),
and thus p

q ¼ 1:87 " 0:34 based on these experimental results,
which agrees well with the theoretically predicted value of p

q ¼ 2:

Discussion
The work described herein demonstrates that the shapes of
songbird beaks’ profiles are a subset of conic sections. This is only a
small region of the possible morphological parameter space that
the shapes of bird beaks could occupy, thus supporting the
hypothesis that the beak shape of songbirds is strongly constrained
by its developmental programme. We demonstrated a strong
correlation between the shape of a developing beak and the
dynamics of the growth zone that shapes it. This, in turn, suggests
that there are additional strong constraints on growth zone
dynamics by regulatory processes that can be investigated more
directly in future experiments. Our growth model only considers
early- and mid-stages in the development of the bird embryo, up to
about Hamburger and Hamilton stage 34. At this point, the shape

of the beak is largely set, which coincides with the disappearance of
the growth zone at the rostral tip of the beak. The absolute size
of the beak appears to change through more uniform cell
proliferation into the late stages of embryogenesis and beyond.
However, most observations indicate that the shape modulo size is
largely unaffected by these processes until adulthood22,23.

The general approach used here to predict shared features of the
developmental process over a relatively large phylogenetic range is
probably also applicable to other systems or further morphological
features in the songbirds. However, the surprisingly simple
prediction that growth zone dynamics must be power laws with
exponents p/q¼ 2 arises because of two special properties. First, the
morphological diversity of the midsagittal plane in the species
examined here is low, with only three scalar parameters capturing
all shapes. Second, two of these three parameters (length and
height) are easily identifiable, and have long been used to quantify
basic aspects of beak diversity15,24,28. In general, over deeper
phylogenies, we expect beak diversity to require more parameters,
weakening the constraints on the developmental process. Studies
investigating further aspects of beak diversity (for example, the
lower and upper beak7, or width in addition to length and
height9,10,30) suggest that the full three-dimensional diversity
beyond the midsagittal plane might likewise require a larger
number of parameters, perhaps even for the species investigated
here. Species where the entire bill curves due to a shifting axis of
growth, such as in parrots, cannot yet be fully captured by the
model we describe and may require additional developmental
mechanisms to explain18,25. Nonetheless, the general methodology
outlined here provides a way to begin to unravel the variability of
developmental programmes over a wide phylogeny, even when the
number of model organisms through which the developmental
process can be explicitly studied is highly limited.

In summary, the evolution of biological shapes in general and
the adaptive significance of bird beak shapes in particular have
been an area of much interest in the literature, with many authors
hypothesizing that bird beak shape is heavily optimized for
feeding and foraging behaviours3,4, vocal song structure26 and
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Figure 4 | Experiment testing the time development of the growth zone in developing zebra finch embryo beaks. (a) Snapshots of growing beak for
stages E5–E9, showing its outline (black), the size of the growth zone (red), its centroid (blue) and the relevant length scale for shaping the upper
beak profile (yellow). All measures of the growth zone are derived from midsagittal cross-sections of zebra finch embryo beaks, stained to show cell nuclei
(in blue) and dividing cells (in green). Areas with a high density of dividing cells are defined as the growth zone (red outline). Scale bar, 500mm.
(b) The dimension of the growth shrinks as (t*# t)1/2, consistent with theoretical predictions. (c) The distance d# d0 of the centre of the growth zone from
the point where upper and lower beak meet increases as (t*# t), consistent with theoretical prediction. Error bars along the abscissa represent uncertainty
in timing within the stages E5–E9 and errors along the ordinate represent variation with respect to the threshold used to separate EdU staining
from the background.
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The growth zone shrinks at a constant rate over time
until it disappears
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• Development: Encoding Shape and Size

Shape

Position

Thomas LECUIT   2019-2020

Deformation

• 2017-2018: How shape is encoded by Genes, Mechanics and Geometry

Number

Size

Proliferation & Growth
viewed as scalar or, better, as tensor

(a component of strain tensor)

• 2018-2019: How size is encoded by Genes, Energy, Mechanics and Geometry
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• The Big questions

Thomas LECUIT   2019-2020

• What drives growth?  
— Cellular, tissue, organ and organism scales
— Energy source, transformation and delivery?
— What sets the rate of growth?

• What stops growth? (ie. what is the size-meter)?

— Cells, organs and organisms stop growing.
— What sets proportions within and across scales?
— Is size determined by rate or duration of growth?
— What is measured? size, time, concentration, mechanics?
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• Growth control 

Control
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Constraints

—Hormones/epigenetics
eg. Sexual dimorphism
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Camponotus discolor male, queen, and worker
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—Diet

Royalactin changes hormone metabolism in Drosophila
To investigate the relationship between the morphological and
physiological changes induced by royalactin in flies and hormone
modulation, I measured changes in the biosynthesis of a biologically
active ecdysteroid, 20-hydroxyecdysone (20E), and juvenile hormone
in wild-type flies given royal jelly during the larval period. Moreover,
changes in gene expression of yolk protein (yp) during larval develop-
ment were examined because juvenile hormone induces expression in
the fat body of yp, which is essential for vitellogenesis, thereby promot-
ing egg production inDrosophila33. Royal jelly and royalactin increased
the 20E titre at 3 days after eggdeposition (AED), and juvenile hormone
titre and gene expression of yp at 4 days AED (Supplementary Fig. 12
and Supplementary Fig. 13). The increase of 20E titre in flies rearedwith
royal jelly was suppressed in ppl.dEgfrRNAi and ppl.dMKP3, but not
ppl.dS6KDN (Supplementary Fig. 14a), indicating that activation of
MAPK downstream of Egfr in the fat body by royalactin induced 20E
synthesis to shorten the developmental time. On the other hand, the
increase of juvenile hormone titre, gene expression of yp and fecundity
by royal jellywas repressed in ppl.dEgfrRNAi, but not in ppl.dS6KDN
or ppl.dMKP3 flies (Supplementary Fig. 14b–d and Supplementary
Fig. 15). Because repression ofMAPK in the fat body (ppl.dMKP3) did
not abrogate the increase of yp expression and fecundity, the increase of
20E by royalactin seemed not to be associated with the increase of yp
expression and oviposition. Taken together, these findings indicated
that Egfr signalling in the fat body is activated by royalactin via a
pathway distinct from that regulating body size and developmental
time, leading to induction of juvenile hormone synthesis and a con-
sequent increase of yp expression, thereby increasing fecundity. S6K in
the fat body also seemed be associated only with the increase of body
size by royal jelly.
On the other hand, increase of fecundity in flies with overexpres-

sion of royalactin was also repressed by Drosophila Egfr RNAi in the
fat body but not by suppression of S6K and MAPK in the fat body
(Fig. 3c and data not shown). These results were consistent with those
obtained in flies reared with royal jelly. Increase of longevity induced

by royal jelly was also abrogated in ppl.dEgfrRNAi flies, but not
ppl.dS6KDN or ppl.dMKP3 flies, indicating that Egfr in the fat body
was essential for the increase of longevity in flies rearedwith royal jelly
(Supplementary Fig. 14e and Supplementary Fig. 16a, b). Similar
results were seen in the case of overexpression of royalactin (Fig. 3d
and data not shown).

Suppression of queen differentiation in honeybees
with RNAi
To confirm the signalling pathway involved in caste development, I
reared honeybee larvae with suppression of Apis mellifera InR (InR)
and Egfr by RNAi. Knockdown of InR did not affect final adult size,
developmental time or ovary size in individuals reared with royal jelly,
including a double-stranded RNA for green fluorescent protein (GFP),
a control of RNAi, whereas Egfr RNAi reduced adult size and ovary
size, and prolonged developmental time, compared with the control
(GFP) (Fig. 4 and Supplementary Fig. 17a). These inhibitory effects of
Egfr RNAi on queen differentiation were also observed in individuals
reared with royalactin (data not shown). Royalactin activated MAPK
and S6K through Egfr in fat body of honeybee larvae as effectively as
did royal jelly (Supplementary Fig. 18). These results indicate that the
activation of Egfr by royalactin is also involved in caste differentiation
in the honeybee. Furthermore, suppression of honeybee PI3K, PDK1,
TOR and S6K with RNAi inhibited the increase to final adult size
induced by royal jelly, but did not affect changes of developmental
time or ovary development (Fig. 4, Supplementary Fig. 17a and
Supplementary Fig. 19). Royal jelly or royalactin increased the 20E
titre in 3-day-old honeybee larvae, and the juvenile hormone titre
and gene expression of vitellogenin (vg), a precursor of yp, in 4-day-
old honeybee larvae given 40 uC/30 d royal jelly, whereas the 450-kDa
protein and casein did not (Supplementary Fig. 4 and Supplementary
Fig. 20). Increase of the 20E titre in honeybee larvae reared with royal
jelly was abolished by EgfrRNAi and PD98059, aMAPK inhibitor, but
not S6KRNAi (Supplementary Fig. 20a). PD98059prolonged develop-
mental time in larvae reared with royal jelly (data not shown). Increase
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Figure 3 | Morphological and physiological changes of Drosophila
melanogaster induced by overexpression of royalactin. a, Body size of female
adult flies without orwith overexpression of royalactin in the fat body (UAS-Rol
or ppl.Rol). b, Body length (b, left) and body weight (b, right) in flies with
overexpression of royalactin and in the signal factor suppressionmutants in the

royalactin overexpression background.n. 40. c, d, Fecundity (c) and longevity
(d) in flieswith overexpression of royalactin and inDrosophila Egfr interference
(dEgfri) mutants in the royalactin overexpression background (n. 50). Values
are expressed as mean6 s.e.m. Values significantly different from those of
UAS-royalactin are indicated by **P, 0.01.
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Royalactin: bees

shown in Fig. 1, the 450-kDa protein (0.5% to 2.0% w/w diet) and
casein (2.0% w/w diet), which was used as a control for evaluating
nutritional effect, did not change the final adult size, developmental
time, or ovary size in individuals reared with 40 uC/30 d royal jelly. In
contrast, royalactin shortened developmental time and increased both
weight at adult emergence and ovary size in proportion to the con-
centration added to a diet containing 40 uC/30 d royal jelly, and it
induced larvae to develop into queens as effectively as did royal jelly
at the concentration of 2.0% w/w diet (Fig. 1 and Supplementary Fig.
4a). Similar results were observed in larvae reared with recombinant
royalactin (E-royalactin; 47 kDa), which was expressed in Escherichia
coli and purified to homogeneity on SDS–PAGE (Fig. 1, Supplemen-
tary Fig. 2e and Supplementary Fig. 4a). Furthermore, royalactin and
E-royalactin increased the juvenile hormone titre—which increases at
the fourth larval instar to cause development into a queen13,14—in
larvae given 40 uC/30 d royal jelly as potently as royal jelly, whereas
the 450-kDa protein or casein had no effect (Supplementary Fig. 4b).
Taken together, these results indicate that the stimulatory effect of
royalactin on caste differentiation was not a nutritional effect but a
morphogenic effect, and that royalactin is the major active factor in
the induction of caste differentiation by royal jelly.

Effects of royal jelly and royalactin on Drosophila
Because nomutant stock ofApismellifera has so far been developed, it is
difficult to investigate themechanism underlying honeybee caste differ-
entiation at the individual level. On the other hand, fruitfly (Drosophila
melanogaster), used as a model organism in many research fields, is
available for genetic analysis in developmental biology. I considered that
Drosophilamight be suitable as a model insect for analysis of the mech-
anism of caste differentiation if royal jelly induced morphological
and physiological changes in Drosophila similar to those induced in
honeybee queens. Therefore, I investigated the influence of royal jelly
on Drosophila larvae.
WhenDrosophila (Canton-S) larvaewere rearedwithonly royal jelly,

they died before pupation (data not shown). However, Drosophila
reared with medium containing 20% royal jelly, 8% yeast and 10%
D-glucose had an increase in body size (body weight and body length)
and fecundity, and had extended lifespan and shortened develop-
mental time compared to flies reared with control medium or casein

medium, which provide the same total energy as royal jelly medium
(Fig. 2 and Supplementary Table 2). Furthermore, royal jelly medium
increased cell size but not cell number (Supplementary Fig. 5).
Royalactin increased body size, cell size and fecundity, extended life-
span and shortened developmental time in flies reared with 40 uC/30d
royal jelly (which did not influence morphological or physiological
changes of flies), whereas 450-kDa protein or casein did not (Fig. 2,
Supplementary Fig. 5 and Supplementary Table 2), in accordance
with the observations that royalactin induced queen differentiation in
honeybee as the major active factor in royal jelly. Thus, fresh royal jelly
led genetically identical fly larvae to develop into adult individuals with
phenotypes similar to queen bees, indicating that Drosophila could be
used as a model insect for genetic analysis of caste differentiation.

Royalactin changes Drosophila phenotypes via Egfr
The insulin signalling pathway in metazoans has an important role in
regulating body size, growth andmetabolism15,16. First, I examined the
effects of royal jelly on body size of insulin receptor (InR) mutants
(InRE19/InRE19 and InRp5545/InRE19)15 and mutant showing elevated
levels of phosphatidylinositol-3 kinase (PI3K) activity in prothoracic
gland and corpora allata with P0206-Gal4 (P0206.dP13K)16, all of
which show reduced body size and weight. The InR mutants and
P0206.dPI3K reared with royal jelly medium had larger body size
and shorter developmental time than individuals reared with control
medium or caseinmedium (Supplementary Fig. 6 and Supplementary
Table 3).
I previously found that royalactin functions similarly to Egf in rat

hepatocytes11,12. Therefore, I investigated the effects of royal jelly on
body size of Epidermal growth factor receptor (Egfr) mutants (Egfrtsla/
Egfrf24)17. Royal jelly did not influence body size or developmental time
in theEgfrmutants (Supplementary Fig. 6 and Supplementary Table 3).
Next, to determine the tissue specificity of royal jelly action in flies, I
examined the influence of royal jelly on body size and developmental
time in mutants in which expression of Egfr was silenced in the
prothoracic gland, corpora allata or fat body, which are involved in
body size regulation ofDrosophila16,18–21. I usedAug21-Gal4 (ref. 19) or
pumpless (ppl)-Gal4 (refs 16, 22) as a line with specific Gal4 expres-
sion in corpora allata or fat body, respectively. Royal jelly increased
body size and shortened developmental time in P0206.dEgfrRNAi
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Figure 1 | Effects of casein, 450-kDa protein, royalactin and recombinant
royalactin on caste characters in the honeybee. a–c, Developmental time
(a), weight at adult emergence (b) and ovary size (c) in individuals (n5 10–28)
reared with royal jelly (RJ), royal jelly stored at 40 uC for 30 days (40-30d RJ) or
40-30d RJ containing casein, 450-kDa protein, royalactin (Rol) or E-royalactin

(E-Rol) were measured. d, Final adult size after eclosion is shown. Values are
expressed as mean6 s.e.m. Values significantly different from those of larvae
reared with 40-30d RJ are indicated by **P, 0.01. Royalactin accounted for
approximately 2.0% of RJ. Scale bar, 5mm.
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shown in Fig. 1, the 450-kDa protein (0.5% to 2.0% w/w diet) and
casein (2.0% w/w diet), which was used as a control for evaluating
nutritional effect, did not change the final adult size, developmental
time, or ovary size in individuals reared with 40 uC/30 d royal jelly. In
contrast, royalactin shortened developmental time and increased both
weight at adult emergence and ovary size in proportion to the con-
centration added to a diet containing 40 uC/30 d royal jelly, and it
induced larvae to develop into queens as effectively as did royal jelly
at the concentration of 2.0% w/w diet (Fig. 1 and Supplementary Fig.
4a). Similar results were observed in larvae reared with recombinant
royalactin (E-royalactin; 47 kDa), which was expressed in Escherichia
coli and purified to homogeneity on SDS–PAGE (Fig. 1, Supplemen-
tary Fig. 2e and Supplementary Fig. 4a). Furthermore, royalactin and
E-royalactin increased the juvenile hormone titre—which increases at
the fourth larval instar to cause development into a queen13,14—in
larvae given 40 uC/30 d royal jelly as potently as royal jelly, whereas
the 450-kDa protein or casein had no effect (Supplementary Fig. 4b).
Taken together, these results indicate that the stimulatory effect of
royalactin on caste differentiation was not a nutritional effect but a
morphogenic effect, and that royalactin is the major active factor in
the induction of caste differentiation by royal jelly.

Effects of royal jelly and royalactin on Drosophila
Because nomutant stock ofApismellifera has so far been developed, it is
difficult to investigate themechanism underlying honeybee caste differ-
entiation at the individual level. On the other hand, fruitfly (Drosophila
melanogaster), used as a model organism in many research fields, is
available for genetic analysis in developmental biology. I considered that
Drosophilamight be suitable as a model insect for analysis of the mech-
anism of caste differentiation if royal jelly induced morphological
and physiological changes in Drosophila similar to those induced in
honeybee queens. Therefore, I investigated the influence of royal jelly
on Drosophila larvae.
WhenDrosophila (Canton-S) larvaewere rearedwithonly royal jelly,

they died before pupation (data not shown). However, Drosophila
reared with medium containing 20% royal jelly, 8% yeast and 10%
D-glucose had an increase in body size (body weight and body length)
and fecundity, and had extended lifespan and shortened develop-
mental time compared to flies reared with control medium or casein

medium, which provide the same total energy as royal jelly medium
(Fig. 2 and Supplementary Table 2). Furthermore, royal jelly medium
increased cell size but not cell number (Supplementary Fig. 5).
Royalactin increased body size, cell size and fecundity, extended life-
span and shortened developmental time in flies reared with 40 uC/30d
royal jelly (which did not influence morphological or physiological
changes of flies), whereas 450-kDa protein or casein did not (Fig. 2,
Supplementary Fig. 5 and Supplementary Table 2), in accordance
with the observations that royalactin induced queen differentiation in
honeybee as the major active factor in royal jelly. Thus, fresh royal jelly
led genetically identical fly larvae to develop into adult individuals with
phenotypes similar to queen bees, indicating that Drosophila could be
used as a model insect for genetic analysis of caste differentiation.

Royalactin changes Drosophila phenotypes via Egfr
The insulin signalling pathway in metazoans has an important role in
regulating body size, growth andmetabolism15,16. First, I examined the
effects of royal jelly on body size of insulin receptor (InR) mutants
(InRE19/InRE19 and InRp5545/InRE19)15 and mutant showing elevated
levels of phosphatidylinositol-3 kinase (PI3K) activity in prothoracic
gland and corpora allata with P0206-Gal4 (P0206.dP13K)16, all of
which show reduced body size and weight. The InR mutants and
P0206.dPI3K reared with royal jelly medium had larger body size
and shorter developmental time than individuals reared with control
medium or caseinmedium (Supplementary Fig. 6 and Supplementary
Table 3).
I previously found that royalactin functions similarly to Egf in rat

hepatocytes11,12. Therefore, I investigated the effects of royal jelly on
body size of Epidermal growth factor receptor (Egfr) mutants (Egfrtsla/
Egfrf24)17. Royal jelly did not influence body size or developmental time
in theEgfrmutants (Supplementary Fig. 6 and Supplementary Table 3).
Next, to determine the tissue specificity of royal jelly action in flies, I
examined the influence of royal jelly on body size and developmental
time in mutants in which expression of Egfr was silenced in the
prothoracic gland, corpora allata or fat body, which are involved in
body size regulation ofDrosophila16,18–21. I usedAug21-Gal4 (ref. 19) or
pumpless (ppl)-Gal4 (refs 16, 22) as a line with specific Gal4 expres-
sion in corpora allata or fat body, respectively. Royal jelly increased
body size and shortened developmental time in P0206.dEgfrRNAi
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Figure 1 | Effects of casein, 450-kDa protein, royalactin and recombinant
royalactin on caste characters in the honeybee. a–c, Developmental time
(a), weight at adult emergence (b) and ovary size (c) in individuals (n5 10–28)
reared with royal jelly (RJ), royal jelly stored at 40 uC for 30 days (40-30d RJ) or
40-30d RJ containing casein, 450-kDa protein, royalactin (Rol) or E-royalactin

(E-Rol) were measured. d, Final adult size after eclosion is shown. Values are
expressed as mean6 s.e.m. Values significantly different from those of larvae
reared with 40-30d RJ are indicated by **P, 0.01. Royalactin accounted for
approximately 2.0% of RJ. Scale bar, 5mm.
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III. Subcellular touch-induced movements

Touch responses also occur at the cellular level; organelles
move in directed fashion in mechanically perturbed cells. For
example, stimulation with a glass capillary induces chloroplast
migration away from the point of contact (Sato et al., 1999).
This behavior is dependent upon the activity of gadolinium-
and lanthanum-sensitive functions (Gd and La), suggestive
of a role for stretch-activated channels, and is dominant to
light-induced responses (Sato et al., 2001).

Nuclear migration is also affected by a mechanical pertur-
bation to the cellular surface; nuclei move closer to the site of
microneedle contact and induced distortion of the cell wall
(Kennard & Cleary, 1997; Gus-Mayer et al., 1998).

IV. Thigmomorphogenesis

In contrast to the generally rapid thigmonastic and thigmo-
tropic responses of plants or organs specialized to respond to
externally applied mechanical stress, gradual morphogenetic
alterations in response to stimuli such as touch and wind are
common, if not universal, among higher plants. These touch-
induced morphogenetic changes occur slowly over time
and are therefore often not readily apparent or appreciated;
however, these responses can be quite dramatic (Fig. 7). Mark
Jaffe, who has carried out systematic analyses of plant growth
responses to mechanical perturbations over the past 30 year,
coined the term ‘thigmomorphogenesis’ to describe the
touch-induced developmental response of nonspecialized
plants ( Jaffe, 1973). Biddington (Biddington, 1986) summarizes
in detail many of the diverse aspects of thigmomorphogenesis
and how responses vary in different species. Briefly, the most

common features of shoot thigmomorphogenesis among
many different plant species are a decrease in elongation
growth and an increase in radial expansion. These growth
changes are likely adaptive, enabling plants to withstand
additional mechanical force stresses (Telewski & Jaffe, 1986).
Touch-induced morphogenesis changes are correlated with
increased production of strengthening tissue and improved
resistance to mechanical perturbation induced damage
(Jaffe et al., 1984; Biddington, 1986; Telewski & Jaffe, 1986).
Some species increase tissue rigidity whereas others have
higher flexibility in response to mechanical perturbation
(Biddington, 1986; Telewski, 1995).

The earliest detectable physiological touch responses
include electrical resistance changes within seconds (Jaffe,
1976) and localized phloem blockages within 1 to 2 min
(Jaeger et al., 1988) after stimulation. Younger tissues show
greater magnitude responses than older tissues (Biddington,
1986). Long-distance signaling is also likely because growth
alterations are not limited to regions that are directly stimu-
lated but are also found at sites not directly stimulated (Erner
et al., 1980; Biddington, 1986; Depege et al., 1997; Coutand
et al., 2000). In addition to overall growth effects, thigmo-
morphogenesis can include other changes that are often
variable among species. Other processes often affected by
mechanical perturbation include flowering time, dormancy,
senescence, chlorophyll content, drought resistance, abscisic
acid levels, low temperature resistance, pithiness, stomatal
aperture and pathogen resistance (Biddington, 1986).

Thigmomorphogenesis may have evolved as a response to
wind. Trees allowed to sway in wind tend to have reduced height
and greater trunk girth than those tightly staked to prevent
movement (Jacobs, 1954). These thigmomorphogenetic-like

Fig. 7 Repetitive touch stimulation leads to a delay in flowering and an inhibition of inflorescence elongation in Arabidopsis. The plants on the 
right were touched twice daily; the plants on the left are untreated controls. Photo by Dereth Phillips, Rice University.Arabidopsis thaliana Dereth Phillips, Rice University

eg. thigmomorphogenesis (touch)

https://fr.wikipedia.org/wiki/Thigmomorphogen%C3%A8se

—Genetics/Signalling
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 — Delivery of energy to every single cell in an organism is a huge challenge
 — Control over energy supply and energy conversion at local, universal cellular scale
 — Such a control is essential: absence of energy supply causes cell death within few min
      [humans turnover half their body weight (80 moles) in ATP per day to sustain the active, living state of all cells (3. 10^13):
          this is about 3. 10   ATP/cell/second]. 

 

3. 10   ATP/cell/second7

2000kcal/day

7
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• Life covers an (extremely) large range of scales
         —Implications for growth control

— There are many orders of magnitude difference between size of unit of growth 
(cell) and the size of multicellular organisms

For instance few 10.000 billion cells in human
and even more in larger mammals (10    in blue whales). 
Eukaryotic cell size is rather universal centred around a few 1000 µm

1000 µm3

13

drive organism 
size increase

via cell growth 
and division

Organism Cell

3

17

« democratic »
energy supply

— What underlies the efficacy and democratic nature of resource management and growth 
control in an organism?

3. 10   cells

29 
 

 
 
 

Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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• Scaling biological forms: Growth and Pattern
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Megaphragma mymaripenne 
Vespa crabro

Alexey Polilov. Arthropod Structure & Development 41 (2012) 29e34 

— How can similar design scale up and down?
— What are the links between growth and pattern formation to ensure such scaling properties?
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Vespa crabro

Megaphragma mymaripenne 

Length

55 mm

0.17 mm
  X 300

• Scaling biological forms

— How can similar design scale up and down?
— What are the links between growth and pattern formation to ensure such scaling properties?
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Fig. 1. Size of the smallest insect and two protozoans in comparison. (A) Megaphragma mymaripenne. (B) Paramecium caudatum. (C) Amoeba proteus. Scale bar for AeC is 200 mm.

A.A. Polilov / Arthropod Structure & Development 41 (2012) 29e3430

Megaphragma mymaripenne 

Paramecium caudatum 

Amoeba proteus 

Scale bar for A-C is 200 µm. 

Thomas LECUIT   2019-2020

• Scaling biological forms

Alexey Polilov. Arthropod Structure & Development 41 (2012) 29e34 

21



Thomas LECUIT   2019-2020

Vespa crabro

Megaphragma mymaripenne 

Length

55 mm

0.17 mm
  X 300

blue whale

clown fish

https://www.aquariumgallery.com.au/products/clown-fish-
aquacultured

25 m

7.7 cm

https://www.grives.net/

• Scaling biological forms

— How can similar design scale up and down?
— What are the links between growth and pattern formation to ensure such scaling properties?
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https://www.alamy.com/stock-photo-american-bullfrog-rana-catesbeiana-underside-of-female-19382034.html

• Scaling biological forms

Paedophryne amauensis
Rittmeyer et al.  PlosOne 7 (1): e29797—  https://doi.org/10.1371/journal.pone.0029797

— How can similar design scale up and down?
— What are the links between growth and pattern formation to ensure such scaling properties?
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• Growth before birth and growth after birth

Thomas LECUIT   2019-2020

https://embryology.med.unsw.edu.au/
embryology/images/3/34/
Embryo_stages_002.mp4

L=50cm

L=175cm

L=5cmL=100µm

x1010

x20

 — Embryonic growth is in proportion much larger than growth after birth

mouse
human
whale

embryo

1010
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106
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• Growth before birth and growth after birth in mammals

Thomas LECUIT   2019-2020

M=3.5kg

M=70kg

M=7T

M=150T

M=30-50g

M=1.5-2.0g

x20
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 — Growth after birth can be within similar range in vastly differently sized mammals
 — Embryonic growth can mark size differences between different species
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Fold size increase
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 —Relative mass increase after birth can also vary and account for size      
difference in adult animals, especially across phyla (teleosts, avians, mammals)
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M/m0

m: mass at time t  
m0: mass at birth 

M: mass at death
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• Growth before birth and growth after birth
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• YET: « Universality » of ontogenic growth (ie. after birth)?

m: mass at time t 
mo: mass at birth 
M: mass at death
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—Points to universal features, ie. constraints for growth of animals after birth. 
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The confusion relating to the timing of evolutionary divergence is
primarily associated with the difficulty in using morphological
characteristics to evaluate quantitatively the degree of conservation
at each developmental stage given qualitatively different
morphological features. For example, although one can quantitate
differences in, for example, blastomere number at an early stage
there is no method for quantitatively comparing this variation
against the variations of somite number at a later stage. Meanwhile,
some researchers have tested the models by investigating
developmental features that may potentially result in certain
evolutionary conservation (e.g. Raff proposed that the phylotypic
period of the hourglass model arises because the organogenesis
period is constrained, with changes during this period tending to
result in a lethal or less adaptive phenotype). In concordance with
this viewpoint, some researchers have tested the models by
reviewing the studies that applied teratogens to rodent embryos
(reviewed by Galis and Metz, 2001), to identify the stages that are
particularly sensitive to these treatments. They identified enhanced
sensitivity (in terms of a higher frequency of abnormality of
lethality) to teratogens during the organogenesis stages. However, it
is not surprising that teratogens cause more malformations during
the period of organogenesis because these agents are, by definition,
chemicals that cause abnormal organogenesis. Therefore, it remains
to be clarified whether the organogenesis stages are actually most
susceptible to failure or lethality due to genetic mutations, and
whether this can cause an hourglass-like divergence in evolutionary
timescale. Similarly, Roux and Robinson-Rechavi pointed out
that genes expressed in early stages are often indispensable (Roux
and Robinson-Rechavi, 2008); however, the data were not
comprehensive and, as argued by Kalinka and Tomancak (2012),
loss-of-function analysis does not address the issue of evolvability
of different periods of development.

Testing models with molecular approaches
Since the models discussed above were introduced to explain the
divergence of embryos over hundreds of millions of years (Myr) of
evolutionary time (∼550 Myr ago for vertebrates), clarifying the

possible evolutionary mechanism underlying embryonic body plan
conservation is far more challenging than evaluating the degree of
conservation. Traditionally, studies assessing divergence/conservation
have used morphological approaches, but the rise of sequence-based
analysis for evolutionary studies, based on genomic or transcriptomic
data, has provided a new tool for researchers in this field. Thus far, and
not surprisingly given the challenges mentioned above, most
molecular studies have focused on evaluating the divergent or
conserved nature of embryos by quantitatively measuring expression
profiles of genes during animal embryogenesis.

Pioneering studies took advantage of expression profiles from
single species (Hazkani-Covo et al., 2005; Irie and Sehara-Fujisawa,
2007), and more recently from multiple species to make cross-
species comparisons of expression profiles (Kalinka et al., 2010;
Irie and Kuratani, 2011; Levin et al., 2012; Yanai et al., 2011; Wang
et al., 2013; Schep and Adryan, 2013). Measuring orthologous gene
expression profiles from whole embryonic RNA samples discards
all the morphological information, but the measured expression
similarity between samples can be regarded as an index that reflects
the degree of similarity in cellular composition between embryos.
Therefore, it is potentially a useful alternative approach to identify
conserved embryonic stages. Moreover, such molecular studies
seem to have some advantages over morphological approaches
because they more directly assess the inherited entities (the DNA
sequences and transcribed information). This is similar to what has
happened in the field of phylogenetics, where molecular phylogeny
now dominates morphology-based data.

The pioneering molecular studies (Hazkani-Covo et al., 2005;
Irie and Sehara-Fujisawa, 2007; Artieri et al., 2009; Cruickshank
and Wade, 2008) had two major limitations. First, they were based
on a limited number of genes [e.g. they used EST (expressed
sequence tag) data]. Second, their evaluation was largely based on
the sequence conservation of expressed genes in single species,
such as mice (Hazkani-Covo et al., 2005; Irie and Sehara-Fujisawa,
2007) or Drosophila (Artieri et al., 2009; Cruickshank and Wade,
2008), rather than incorporating data from multiple species. It is
important to bear in mind that these experimental animals were

Fig 2. The developmental hourglass model. (A) The developmental hourglass model predicts that mid-embryonic organogenesis stages (phylotypic period)
represent the period of highest conservation, and that the phylotypic period is the source of the basic body plan at a phylum level. Adapted, with permission, from
Wang et al. (2013). (B) Hourglass-like divergence has been proposed to result from the spatial temporal co-linearity of Hox cluster genes (Duboule, 1994), from
the existence of highly interdependent molecular networks at the phylotypic stage (Raff, 1996). (C) Potential phylotypic period for vertebrates. Two stages of
X. laevis are shown, as there was no statistically significant difference between these two stages. Adapted, with permission, from Wang et al. (2013).
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• Embryo size is (apparently) constrained at the phylotypic stage

Haeckel ’s phylotypic stage

The Hourglass model:

mid-embryonic organogenesis (phylotypic period) 
represents the stage of highest morphological conservation

Vertebrate

N. Irie and S. Kuratani. 
Development (2014) 141, 4649-4655 
doi:10.1242/dev.107318 
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Developmental Dynamics

FIG. 3. Collecting finch embryos for RNA in situ hybridization or immunohistochemistry. A: Comparison of finch and chicken eggs. A
dummy finch egg is also shown (arrow). B: Incubation of finch eggs. Eggs are placed inside a 100 mm plastic petri dish, together with a
piece of wet tissue paper. The petri dish is then covered and put inside a plastic container box (with its lid tightly on). The eggs are incu-
bated at 378C to desired stages in a regular chicken egg incubator with only temperature control. C: Sizes of finch egg (inset) and finch
yolk. The embryo is visible as a white circle on top of the yolk. Scale bar: 5 mm (1 cm in inset). D–H: Simple steps, description of which is
detailed in the text, demonstrating how to get finch embryos. I: Comparison of finch (right) and chicken (left) unincubated embryos. Scale
bar: 2 mm. J–Q: Examples of finch embryos at different developmental stages (J: HH2; K: HH5; L: HH8; M: HH14; N: HH18; O: HH25;
P: HH32 and Q: HH37) obtained after incubation. Scale bars in panels J–Q: 2 mm.
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emuzebra finchand Hall, 1998; Eakin and Behringer,
2004; Selwood and Johnson, 2006).
Findings from such comparative stud-
ies in mammals underscore the im-
portance of investigating developmen-
tal patterns of basal clades within the
other two amniote lineages, the birds
and reptiles.

To date, a complete or near-com-
plete developmental series has been
documented in 10 avian species. They
are the chick (Gallus gallus; Ham-
burger and Hamilton, 1992), Japanese
quail (Coturnix japonica; Ainsworth
et al., 2010), turkey (Meleagris gallo-
pavo; Mun and Kosin, 1960), pheasant
(Phasianus colchicus; Fant, 1957),
Bobwhite quail (Colinus virginianus;
Hendrickx and Hanzlik, 1965), Pekin
duck (Anas platyrhynchos; Kaltofen,
1971; Dupuy et al., 2002), mallard
(Anas boschas; Koecke, 1958), society
finch (Lonchura striata; Yamasaki
and Tonosaki, 1988), Adelie penguin
(Pygoscelis adeliae; Herbert, 1967),
and lapwing (Vanellus cristatus;
Grosser and Tandler, 1909). Seven of
them belong to the superorder
Galoanserae, a narrow clade that
includes two orders: Galliformes and
Anseriformes. All 10 species are neo-
gnaths and developmental ontogeny
of the paleognath, the basal avian
clade, has not been described. To
understand conserved and divergent
developmental features within the
avian lineage, we carried out morpho-
logical and molecular studies of the
embryonic development of the emu, a
flightless bird and a member of the
paleognath. Native to Australia, emus
are now farmed worldwide. Studies of
prehatching emus haven been focused
mainly on egg hatchability for com-
mercial reasons. Its embryonic devel-
opment has not been described in the
literature except for a brief report in
late nineteenth century (Haswell,
1887).

RESULTS

General Description

Emu eggs were purchased from a bird
farm in Japan (Fig. 1A,B; Experimen-
tal Procedures section). Eggs were
incubated at 37!C with 20–40%
humidity for 0–44 days to obtain
embryos of developmental stages
varying from HH1 to HH43. Emu

embryos hatch after 56 days of incuba-
tion in the wild and 50–51 days in arti-
ficial incubators kept at 37!C (Sales,
2007). No attempt, however, was
made in this study to incubate eggs to

the hatching stage. The size of the
emu yolk is proportionally larger than
that of the chicken yolk (Fig. 1C). The
emu vitelline membrane is double-lay-
ered (Fig. 1D, white arrows), as in the

Fig. 1. General morphology of emu egg and embryo. A: An adult emu and a few emu eggs
(arrow). B: Size comparison of an emu egg (left) and a chicken egg. C: Size comparison of an
emu egg yolk (unincubated) and a chicken egg yolk. Arrow: emu embryo. D: Emu vitelline mem-
brane is composed of two layers (white arrow), as in the chick. The region of the vitelline mem-
brane covering the embryo (embryo removed, edge indicated by black arrow) has a rough inner
surface. The albumen is attached to the outer surface of emu vitelline membrane more firmly
than seen in the chick.

Fig. 2. Emu embryonic growth rate. Eggs were incubated at 37!C with a 20–40% humidity. A
total of 112 data points from 84 individual embryos are plotted, representing Hamburger and
Hamilton (HH) stages HH1–HH43. Hatching of emu embryos has been reported to take 50–56
days, but was not intended in this experiment. Data points corresponding to the first 4-day and
before the 10-somite stage are shown in the inset. In the main graph, emu HH stages from early
somitogenesis to limb bud formation (approximately HH8 to HH16 in the chick) were arbitrarily
plotted, for simplicity, as an addition of four somites for every somite stage.
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Developmental Dynamics

FIG. 3. Collecting finch embryos for RNA in situ hybridization or immunohistochemistry. A: Comparison of finch and chicken eggs. A
dummy finch egg is also shown (arrow). B: Incubation of finch eggs. Eggs are placed inside a 100 mm plastic petri dish, together with a
piece of wet tissue paper. The petri dish is then covered and put inside a plastic container box (with its lid tightly on). The eggs are incu-
bated at 378C to desired stages in a regular chicken egg incubator with only temperature control. C: Sizes of finch egg (inset) and finch
yolk. The embryo is visible as a white circle on top of the yolk. Scale bar: 5 mm (1 cm in inset). D–H: Simple steps, description of which is
detailed in the text, demonstrating how to get finch embryos. I: Comparison of finch (right) and chicken (left) unincubated embryos. Scale
bar: 2 mm. J–Q: Examples of finch embryos at different developmental stages (J: HH2; K: HH5; L: HH8; M: HH14; N: HH18; O: HH25;
P: HH32 and Q: HH37) obtained after incubation. Scale bars in panels J–Q: 2 mm.
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FIG. 3. Collecting finch embryos for RNA in situ hybridization or immunohistochemistry. A: Comparison of finch and chicken eggs. A
dummy finch egg is also shown (arrow). B: Incubation of finch eggs. Eggs are placed inside a 100 mm plastic petri dish, together with a
piece of wet tissue paper. The petri dish is then covered and put inside a plastic container box (with its lid tightly on). The eggs are incu-
bated at 378C to desired stages in a regular chicken egg incubator with only temperature control. C: Sizes of finch egg (inset) and finch
yolk. The embryo is visible as a white circle on top of the yolk. Scale bar: 5 mm (1 cm in inset). D–H: Simple steps, description of which is
detailed in the text, demonstrating how to get finch embryos. I: Comparison of finch (right) and chicken (left) unincubated embryos. Scale
bar: 2 mm. J–Q: Examples of finch embryos at different developmental stages (J: HH2; K: HH5; L: HH8; M: HH14; N: HH18; O: HH25;
P: HH32 and Q: HH37) obtained after incubation. Scale bars in panels J–Q: 2 mm.
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chicken emu

Blastula stage: Same size

End of gastrulation and 
neural tube closure

Similar size
(order of magnitude)

—Birds of vastly different adult size show modest differences during embryogenesis

• Embryo size is (apparently) constrained at the phylotypic stage
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human embryo
(6 weeks)

chick embryo
(4 days)

(courtesy of O. Pourquié (Harvard University)

—Human and bird embryos have similar size at the phylotypic stage 
despite very different growth rates 

Embryonic growth rate is 10 fold slower in human compared to chick
yet their size at the phylotypic stage is similar

• Embryo size is (apparently) constrained at the phylotypic stage

30



• Growth and Form: what are the links between 
size control and pattern formation? 

Thomas LECUIT   2019-2020
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• Origins of constraints on embryo size: Patterning

In addition to the lack of molecular evidence for RD, the
1980s and 1990s brought a discovery that seemed to make RD
models unnecessary. This was the surprising result in Drosophila
that the periodic segments of the larva, an apparently archetypal
periodic pattern for which RD might have been expected to be
involved, are built up not by a single global periodic patterning
process but rather by a stepwise subdivision of the embryo by a
multiplicity of overlapping gradients (Fig. 2A). Thus, each
segment or stripe of gene expression is controlled and positioned
independently of the others (Akam, 1989a,b; Lawrence, 1992).
This contributed to the notion that RD was overly complex

and provided a clear example of the main alternative idea to
Turing’s: PI.

Wolpert and the concept of positional information
The problem thatWolpert sought to address in the late 1960s and early
1970s was distinct from Turing’s. Instead of asking how a periodic
pattern could arise fromnothing, he askedhowamore complex pattern
could be determined from simple prior asymmetries in the tissue, and
how the scale of this pattern could be coordinated over a whole tissue
space. In other words hewas not seeking a self-organisingmechanism
that could ‘break symmetry’ by itself, but rather was defining a system
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activator-inhibitor model and the substrate-depletion model. In the former case, the two molecular concentrations make periodic patterns that are in phase
with each other. In the latter case, the patterns are out of phase with each other. Here, we illustrate the general self-organising nature of RD systems by
reference to the activator-inhibitor model. Even an apparently homogeneous distribution of molecules across spacewill displaymolecular fluctuations. Some cells
with a slightly higher level of activator will thus auto-enhance these levels, pushing up the concentration (i). Since the activator also enhances production of the
inhibitor, levels of inhibitor will also rise at that point (ii). However, the inhibitor can diffuse faster than the activator, which has two consequences: first, at the
position of the peak, inhibitor levels fail to accumulate sufficiently to repress the activator, whose positive feedback is able to stabilise its own high levels; second,
the increase in inhibitor levels in neighbouring cells prevents levels of the activator from growing, thus creating a zone on either side of the first peak where
no new peaks can form (iii). However, beyond these regions of ‘lateral inhibition’ new peaks can form (iv), so the whole system dynamically changes until a
regular array of peaks and valleys is formed across the whole field of cells (v). (B) Wolpert’s concept of PI describes a very different process. A prior
asymmetry results in a gradedmonotonic distribution of a variable (usually the concentration of a morphogen), and cells use this distribution to make fate choices.
A popular illustration of this concept is the French Flag Problem (i), in which the field of cells must be divided into three equal regions of different cell fates
(represented by red, white and blue). It is increasingly believed that small networks of cross-regulating genes constitute the mechanism of morphogen
interpretation. However, irrespective of the molecular mechanism, the effective calculation is to define threshold levels of morphogen (T1, T2) and to associate
prespecified fates to the different concentration ranges between these thresholds. In principle, any pattern can be defined in this way, including a periodic pattern
similar to those produced by RD (ii). However, in this case a large number of different positional values (T1 to T7) would have to be accurately defined, even though
they subsequently map to just two fate choices.
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Figure 20.17: Local excitation and global inhibition in cell polarization. (A)
Lattice model of local activation and global inhibition. Two interacting molec-
ular species, shown here in red (activator) and blue (inhibitor) start o↵ nearly
uniformly distributed, with a small increase in activator leading to a sharply
localized peak in activator concentration over time. The activator activates its
own production (or, equivalently, the activity) and the production of inhibitor
molecules, while the inhibitor represses the production of activator molecules.
Both molecular species di↵use through the lattice but the spread of inhibitor
is much faster than that of activator. The graphs on the right show the time
evolution of the position-dependent concentration of the two species, with an
arrow indicating the initial local perturbation that transiently increases the
concentration of activator. This small initial perturbation is amplified by the
self-activation of the activator which leads to a sharp increase in inhibitor con-
centration. The newly produced inhibitor molecules quickly di↵use away and
repress activator production far from the position of the initial perturbation.
The end result is that the activator dominates only closest to the signal, but
the inhibitor dominates elsewhere. (B) A local excitation / global inhibition
mechanism can contribute to large-scale cell polarization in response to external
signals. Here, the bacterium is shedding peptide fragments that the neutrophil
recognizes via a cell surface receptor. Although the concentration of the pep-
tide is highest on the side of the neutrophil facing the bacterium, there is some
peptide present all around the neutrophil. The receptor is postulated to initiate
two kinds of intracellular signals, a positive signal that promotes actin assembly
and cell protrusion, and a negative signal that suppresses cell protrusion. As
long as the positive signal acts locally while the negative signal acts globally
(or at least, over a longer distance than the positive signal), the positive signal
(shown in red) can promote protrusion over the negative inhibitory signal only
on the side of the neutrophil that is closest to the bacterium. The diagram at
the bottom shows how directed cell migration can result from a positive signal
that promotes branched actin filament network assembly (red) and a negative
signal that acts to generate contractile myosin-actin bundles (blue). (A, adapted
from H. Meinhardt, J. Cell Sci. 112: 2867, 1999.)
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that would depend on earlier heterogeneities or polarities across the
tissue, and use these to create more complex patterns downstream.
This led him to propose that differences in morphogen concentration
across space could be gradual enough such that many different
positions could be reliably defined based simplyon their differences in
concentration (Wolpert, 1969, 1971).

This was not the only difference betweenWolpert’s approach and
the Turing models. In depictions of RD, stripes or spots of
morphogen directly produce stripes or spots of cell types in the
resulting tissue, implying that a close correspondence exists between
the shape of a morphogen distribution and the shape of the resulting
pattern. Wolpert’s idea explicitly rejected this direct coupling of the
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Fig. 2. Examples of real patterning systems. (A) Molecular patterning in the early Drosophila embryo is considered a convincing example of PI. It is generally
represented as a one-dimensional system along the anterior-posterior (A-P) axis. Initial asymmetries result in broad monotonic gradients of morphogens across
the field, which directly regulate the gap genes. Differences in morphogen concentrations at each position of the field provide distinct inputs to the gap gene
network, which, through various cross-regulatory interactions, convert these smooth spatial differences into more discrete molecular patterns (the various
coloured domains). This more complex molecular pattern of gap genes then provides the positional information for the next level of gene regulation – the segment
polarity genes, which are each expressed as a series of seven stripes. The diagram is intentionally schematic in order to illustrate the concept and therefore not all
relevant genes have been included. (B) Three examples of RD systems from mouse embryos are shown. In the patterning of rugae (i), the palatal shelf grows in
size and a series of expression stripes develops, which determine where each ruga will form. The spacing of these stripes is self controlled by the activator-
inhibitor pair of Fgf and Shh. In the limb buds (ii), the positions of future digits are created as a Turing pattern driven by a feedback loop between Wnt and Bmp
signalling and the transcription factor Sox9. This is equivalent to a substrate-depletion Turing model, rather than an activator-inhibitor model. The distinction
between the left (L) and right (R) side of the body is driven (or at least enhanced) by an RD system comprising Nodal and Lefty2 (iii), which creates broad gradients
of morphogen concentration across the field.
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Figure 20.17: Local excitation and global inhibition in cell polarization. (A)
Lattice model of local activation and global inhibition. Two interacting molec-
ular species, shown here in red (activator) and blue (inhibitor) start o↵ nearly
uniformly distributed, with a small increase in activator leading to a sharply
localized peak in activator concentration over time. The activator activates its
own production (or, equivalently, the activity) and the production of inhibitor
molecules, while the inhibitor represses the production of activator molecules.
Both molecular species di↵use through the lattice but the spread of inhibitor
is much faster than that of activator. The graphs on the right show the time
evolution of the position-dependent concentration of the two species, with an
arrow indicating the initial local perturbation that transiently increases the
concentration of activator. This small initial perturbation is amplified by the
self-activation of the activator which leads to a sharp increase in inhibitor con-
centration. The newly produced inhibitor molecules quickly di↵use away and
repress activator production far from the position of the initial perturbation.
The end result is that the activator dominates only closest to the signal, but
the inhibitor dominates elsewhere. (B) A local excitation / global inhibition
mechanism can contribute to large-scale cell polarization in response to external
signals. Here, the bacterium is shedding peptide fragments that the neutrophil
recognizes via a cell surface receptor. Although the concentration of the pep-
tide is highest on the side of the neutrophil facing the bacterium, there is some
peptide present all around the neutrophil. The receptor is postulated to initiate
two kinds of intracellular signals, a positive signal that promotes actin assembly
and cell protrusion, and a negative signal that suppresses cell protrusion. As
long as the positive signal acts locally while the negative signal acts globally
(or at least, over a longer distance than the positive signal), the positive signal
(shown in red) can promote protrusion over the negative inhibitory signal only
on the side of the neutrophil that is closest to the bacterium. The diagram at
the bottom shows how directed cell migration can result from a positive signal
that promotes branched actin filament network assembly (red) and a negative
signal that acts to generate contractile myosin-actin bundles (blue). (A, adapted
from H. Meinhardt, J. Cell Sci. 112: 2867, 1999.)
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Figure 20.17: Local excitation and global inhibition in cell polarization. (A)
Lattice model of local activation and global inhibition. Two interacting molec-
ular species, shown here in red (activator) and blue (inhibitor) start o↵ nearly
uniformly distributed, with a small increase in activator leading to a sharply
localized peak in activator concentration over time. The activator activates its
own production (or, equivalently, the activity) and the production of inhibitor
molecules, while the inhibitor represses the production of activator molecules.
Both molecular species di↵use through the lattice but the spread of inhibitor
is much faster than that of activator. The graphs on the right show the time
evolution of the position-dependent concentration of the two species, with an
arrow indicating the initial local perturbation that transiently increases the
concentration of activator. This small initial perturbation is amplified by the
self-activation of the activator which leads to a sharp increase in inhibitor con-
centration. The newly produced inhibitor molecules quickly di↵use away and
repress activator production far from the position of the initial perturbation.
The end result is that the activator dominates only closest to the signal, but
the inhibitor dominates elsewhere. (B) A local excitation / global inhibition
mechanism can contribute to large-scale cell polarization in response to external
signals. Here, the bacterium is shedding peptide fragments that the neutrophil
recognizes via a cell surface receptor. Although the concentration of the pep-
tide is highest on the side of the neutrophil facing the bacterium, there is some
peptide present all around the neutrophil. The receptor is postulated to initiate
two kinds of intracellular signals, a positive signal that promotes actin assembly
and cell protrusion, and a negative signal that suppresses cell protrusion. As
long as the positive signal acts locally while the negative signal acts globally
(or at least, over a longer distance than the positive signal), the positive signal
(shown in red) can promote protrusion over the negative inhibitory signal only
on the side of the neutrophil that is closest to the bacterium. The diagram at
the bottom shows how directed cell migration can result from a positive signal
that promotes branched actin filament network assembly (red) and a negative
signal that acts to generate contractile myosin-actin bundles (blue). (A, adapted
from H. Meinhardt, J. Cell Sci. 112: 2867, 1999.)
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• Postembryonic Growth 

• Growth before development: Oogenesis

The confusion relating to the timing of evolutionary divergence is
primarily associated with the difficulty in using morphological
characteristics to evaluate quantitatively the degree of conservation
at each developmental stage given qualitatively different
morphological features. For example, although one can quantitate
differences in, for example, blastomere number at an early stage
there is no method for quantitatively comparing this variation
against the variations of somite number at a later stage. Meanwhile,
some researchers have tested the models by investigating
developmental features that may potentially result in certain
evolutionary conservation (e.g. Raff proposed that the phylotypic
period of the hourglass model arises because the organogenesis
period is constrained, with changes during this period tending to
result in a lethal or less adaptive phenotype). In concordance with
this viewpoint, some researchers have tested the models by
reviewing the studies that applied teratogens to rodent embryos
(reviewed by Galis and Metz, 2001), to identify the stages that are
particularly sensitive to these treatments. They identified enhanced
sensitivity (in terms of a higher frequency of abnormality of
lethality) to teratogens during the organogenesis stages. However, it
is not surprising that teratogens cause more malformations during
the period of organogenesis because these agents are, by definition,
chemicals that cause abnormal organogenesis. Therefore, it remains
to be clarified whether the organogenesis stages are actually most
susceptible to failure or lethality due to genetic mutations, and
whether this can cause an hourglass-like divergence in evolutionary
timescale. Similarly, Roux and Robinson-Rechavi pointed out
that genes expressed in early stages are often indispensable (Roux
and Robinson-Rechavi, 2008); however, the data were not
comprehensive and, as argued by Kalinka and Tomancak (2012),
loss-of-function analysis does not address the issue of evolvability
of different periods of development.

Testing models with molecular approaches
Since the models discussed above were introduced to explain the
divergence of embryos over hundreds of millions of years (Myr) of
evolutionary time (∼550 Myr ago for vertebrates), clarifying the

possible evolutionary mechanism underlying embryonic body plan
conservation is far more challenging than evaluating the degree of
conservation. Traditionally, studies assessing divergence/conservation
have used morphological approaches, but the rise of sequence-based
analysis for evolutionary studies, based on genomic or transcriptomic
data, has provided a new tool for researchers in this field. Thus far, and
not surprisingly given the challenges mentioned above, most
molecular studies have focused on evaluating the divergent or
conserved nature of embryos by quantitatively measuring expression
profiles of genes during animal embryogenesis.

Pioneering studies took advantage of expression profiles from
single species (Hazkani-Covo et al., 2005; Irie and Sehara-Fujisawa,
2007), and more recently from multiple species to make cross-
species comparisons of expression profiles (Kalinka et al., 2010;
Irie and Kuratani, 2011; Levin et al., 2012; Yanai et al., 2011; Wang
et al., 2013; Schep and Adryan, 2013). Measuring orthologous gene
expression profiles from whole embryonic RNA samples discards
all the morphological information, but the measured expression
similarity between samples can be regarded as an index that reflects
the degree of similarity in cellular composition between embryos.
Therefore, it is potentially a useful alternative approach to identify
conserved embryonic stages. Moreover, such molecular studies
seem to have some advantages over morphological approaches
because they more directly assess the inherited entities (the DNA
sequences and transcribed information). This is similar to what has
happened in the field of phylogenetics, where molecular phylogeny
now dominates morphology-based data.

The pioneering molecular studies (Hazkani-Covo et al., 2005;
Irie and Sehara-Fujisawa, 2007; Artieri et al., 2009; Cruickshank
and Wade, 2008) had two major limitations. First, they were based
on a limited number of genes [e.g. they used EST (expressed
sequence tag) data]. Second, their evaluation was largely based on
the sequence conservation of expressed genes in single species,
such as mice (Hazkani-Covo et al., 2005; Irie and Sehara-Fujisawa,
2007) or Drosophila (Artieri et al., 2009; Cruickshank and Wade,
2008), rather than incorporating data from multiple species. It is
important to bear in mind that these experimental animals were

Fig 2. The developmental hourglass model. (A) The developmental hourglass model predicts that mid-embryonic organogenesis stages (phylotypic period)
represent the period of highest conservation, and that the phylotypic period is the source of the basic body plan at a phylum level. Adapted, with permission, from
Wang et al. (2013). (B) Hourglass-like divergence has been proposed to result from the spatial temporal co-linearity of Hox cluster genes (Duboule, 1994), from
the existence of highly interdependent molecular networks at the phylotypic stage (Raff, 1996). (C) Potential phylotypic period for vertebrates. Two stages of
X. laevis are shown, as there was no statistically significant difference between these two stages. Adapted, with permission, from Wang et al. (2013).
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• Constraints on growth fashioned developmental strategies

• Patterning

Constraint #1: Growth phases occur prior to and after developmental patterning occurs
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but is likely related to how the more novel developmental
genes and gene networks originate and become integrated
into the already existing regulatory environment [79]. As
the entire developmental program evolves, the older de-
velopmental modules become constrained and inaccessible
to further alterations, and the newly evolved genetic net-
works responsible for subsequent evolutionary innovations
and transitions become submodular to the already existing
regulatory systems and are added sequentially. Such a
successive set of developmental modules within each de-
veloping organism is used to build its morphological traits
from the most general, those shared with all other lineages
within its phylum, to the more specialized traits that
distinguish members of different orders, families, genera,
and species.

One interesting and testable prediction from this model
is that developmental modules underlying homologous
morphological traits (including transient developmental

features) in different species will be more similar to each
other than to any other earlier or later modules operating
even within the same organism. Genetic dissection of
related developmental modules in multiple species using
phylostratigraphy methods will likely result in a better
understanding of the mechanisms underlying homology,
homoplasy, and novelty during important evolutionary
transitions through more precise insight into the absolute
and relative order of the phylogenetic and ontogenetic
events. According to the refurbished von Baer’s law, a
significant degree of recapitulation is expected between
many of the key cladistically significant traits achieved at
different phylogenetic levels and the underlying develop-
mental modules. As the third and fourth postulates of von
Baer’s law suggest, such recapitulation should only
be observed for the features that betray organizational
complexity rather than adaptations of any of the adult
ancestors. Providing both evolutionary and developmental
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Figure 6. Different views of developmental evolution: the ‘funnel’ model (A), which suggests early conservation and the ‘hourglass’ model (B), which limits conservation
only to the phylotypic stage [76,88]. Karl von Baer’s original observations suggested a high degree of parallelism in biological complexity and developmental changes for
the mid- to late-stage embryos (C). Orange indicates embryonic development from the pharyngula stage to hatching, light green indicates postnatal development, and dark
green indicates the adult stage.
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— External development: big egg, and growth post hatching
The hatching animal needs to be large enough to feed

• Constraints on growth fashioned developmental strategies
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Figure 6. Different views of developmental evolution: the ‘funnel’ model (A), which suggests early conservation and the ‘hourglass’ model (B), which limits conservation
only to the phylotypic stage [76,88]. Karl von Baer’s original observations suggested a high degree of parallelism in biological complexity and developmental changes for
the mid- to late-stage embryos (C). Orange indicates embryonic development from the pharyngula stage to hatching, light green indicates postnatal development, and dark
green indicates the adult stage.
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— Progenesis: accelerated development reduces the size in amphibians

Paedophryne amauensis

direct development (without larval stage)

Rittmeyer et al.  PlosOne 7 (1): e29797—  https://doi.org/10.1371/journal.pone.0029797
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• Constraints on growth fashioned developmental strategies
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— External development: big egg, and growth post hatching
The hatching animal needs to be large enough to feed

• Constraints on growth fashioned developmental strategies

tissue growth

https://www.reddit.com/r/pics/comments/1mmuir/the_goliath_beetle/https://www.pinterest.es/pin/53480314297319488/?autologin=true

Goliathus cacicus

Drosophila 
melanogaster

Insects

tissue growth
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• Other major constraint: 
—Conflict between cell division and differentiation 

• Cell growth and division often coincide, producing cells of stable volume
• But Growth and Division are also often uncoupled
• Constraint #2 : Differentiated cells cannot divide. 

Crawley SW et al 2014 DOI: 10.1083/jcb.201407015
Ramon Y Cajal

Zhang Q et al 2015. DOI: 10.1038/srep09595

 neuron brush border epithelial cell photoreceptors
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1. Growth of a differentiated cell

• Differentiated cells cannot divide
• SOLUTIONS:
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2.   Delay of differentiation: cell proliferation, use of a stem cell based lineage.
Indirect development in insects, placental development etc. 

Amrutha Palavalli, IBDM, Marseille

• Other major constraint: 
—Conflict between cell division and differentiation 
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• Postembryonic Growth
(cell growth or proliferation and delayed 
differentiation) 

• Growth before development: Oogenesis
(cell growth)

The confusion relating to the timing of evolutionary divergence is
primarily associated with the difficulty in using morphological
characteristics to evaluate quantitatively the degree of conservation
at each developmental stage given qualitatively different
morphological features. For example, although one can quantitate
differences in, for example, blastomere number at an early stage
there is no method for quantitatively comparing this variation
against the variations of somite number at a later stage. Meanwhile,
some researchers have tested the models by investigating
developmental features that may potentially result in certain
evolutionary conservation (e.g. Raff proposed that the phylotypic
period of the hourglass model arises because the organogenesis
period is constrained, with changes during this period tending to
result in a lethal or less adaptive phenotype). In concordance with
this viewpoint, some researchers have tested the models by
reviewing the studies that applied teratogens to rodent embryos
(reviewed by Galis and Metz, 2001), to identify the stages that are
particularly sensitive to these treatments. They identified enhanced
sensitivity (in terms of a higher frequency of abnormality of
lethality) to teratogens during the organogenesis stages. However, it
is not surprising that teratogens cause more malformations during
the period of organogenesis because these agents are, by definition,
chemicals that cause abnormal organogenesis. Therefore, it remains
to be clarified whether the organogenesis stages are actually most
susceptible to failure or lethality due to genetic mutations, and
whether this can cause an hourglass-like divergence in evolutionary
timescale. Similarly, Roux and Robinson-Rechavi pointed out
that genes expressed in early stages are often indispensable (Roux
and Robinson-Rechavi, 2008); however, the data were not
comprehensive and, as argued by Kalinka and Tomancak (2012),
loss-of-function analysis does not address the issue of evolvability
of different periods of development.

Testing models with molecular approaches
Since the models discussed above were introduced to explain the
divergence of embryos over hundreds of millions of years (Myr) of
evolutionary time (∼550 Myr ago for vertebrates), clarifying the

possible evolutionary mechanism underlying embryonic body plan
conservation is far more challenging than evaluating the degree of
conservation. Traditionally, studies assessing divergence/conservation
have used morphological approaches, but the rise of sequence-based
analysis for evolutionary studies, based on genomic or transcriptomic
data, has provided a new tool for researchers in this field. Thus far, and
not surprisingly given the challenges mentioned above, most
molecular studies have focused on evaluating the divergent or
conserved nature of embryos by quantitatively measuring expression
profiles of genes during animal embryogenesis.

Pioneering studies took advantage of expression profiles from
single species (Hazkani-Covo et al., 2005; Irie and Sehara-Fujisawa,
2007), and more recently from multiple species to make cross-
species comparisons of expression profiles (Kalinka et al., 2010;
Irie and Kuratani, 2011; Levin et al., 2012; Yanai et al., 2011; Wang
et al., 2013; Schep and Adryan, 2013). Measuring orthologous gene
expression profiles from whole embryonic RNA samples discards
all the morphological information, but the measured expression
similarity between samples can be regarded as an index that reflects
the degree of similarity in cellular composition between embryos.
Therefore, it is potentially a useful alternative approach to identify
conserved embryonic stages. Moreover, such molecular studies
seem to have some advantages over morphological approaches
because they more directly assess the inherited entities (the DNA
sequences and transcribed information). This is similar to what has
happened in the field of phylogenetics, where molecular phylogeny
now dominates morphology-based data.

The pioneering molecular studies (Hazkani-Covo et al., 2005;
Irie and Sehara-Fujisawa, 2007; Artieri et al., 2009; Cruickshank
and Wade, 2008) had two major limitations. First, they were based
on a limited number of genes [e.g. they used EST (expressed
sequence tag) data]. Second, their evaluation was largely based on
the sequence conservation of expressed genes in single species,
such as mice (Hazkani-Covo et al., 2005; Irie and Sehara-Fujisawa,
2007) or Drosophila (Artieri et al., 2009; Cruickshank and Wade,
2008), rather than incorporating data from multiple species. It is
important to bear in mind that these experimental animals were

Fig 2. The developmental hourglass model. (A) The developmental hourglass model predicts that mid-embryonic organogenesis stages (phylotypic period)
represent the period of highest conservation, and that the phylotypic period is the source of the basic body plan at a phylum level. Adapted, with permission, from
Wang et al. (2013). (B) Hourglass-like divergence has been proposed to result from the spatial temporal co-linearity of Hox cluster genes (Duboule, 1994), from
the existence of highly interdependent molecular networks at the phylotypic stage (Raff, 1996). (C) Potential phylotypic period for vertebrates. Two stages of
X. laevis are shown, as there was no statistically significant difference between these two stages. Adapted, with permission, from Wang et al. (2013).
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• Constraints on growth fashioned developmental strategies

Constraint #1: Growth phases occur prior to and after developmental patterning occurs
Constraint #2 : Differentiated cells cannot divide. 
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Cell growth and cell proliferation in Insects 

Thomas LECUIT   2019-2020

Insect indirect development: 
— Cell growth occurs in the main phases of 
     developmental growth
— Delayed differentiation of adult tissues (imaginal discs and 
histoblasts)

In “Cell Growth” Ed. Michael Hall, Martin Raff & George Thomas, Cold Spring Harbor Press, CSH NY 
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Figure 2.  Growth and cell proliferation in Drosophila.  The 
axes are as in Figure 1.  After fertilization (time =0), 
increase in the number of somatic cells contributing to the 
larva proper (dots •) occurs almost exclusively during the 
first quarter of embryogenesis.  This proliferative phase 
precedes much of the morphogenesis and the 
differentiation, which occur during the later two thirds of 
embryogenesis.  Growth is also dramatically separated from 
proliferation.  There is dramatic growth of the oocyte, 
which occurs in a specialized growth process supported by 
nurse cells in the egg chamber.  After fertilization, there is 
no growth during embryogenesis, which occurs within an 
enclosed environment inside the eggshell.  Growth awaits 
hatching and the onset of feeding of the larva.  This larval 
growth phase, which can occur in the complete absence of 
cell proliferation, is the result of expansion of cell volume 
in conjunction with endoreplicative cell cycles, which 
increase ploidy without cell division.  Imaginal cells are 
special cells that make no essential contribution to the larva 
but will differentiate into the adult structures at 
metamorphosis.  Unlike the larval cells, most of these cells 
proliferate during the larval stages (see text for description 
of diversity of the imaginal growth programs). The number 
of wing disc cells is shown as an example of the program of 
proliferation of the imaginal cells  (asterisks ).

These imaginal cells grow as they proliferate.  Each group of imaginal cells follows a substantially distinct program to 
develop into different structures of the adult.  Notably, at the time of formation of the pupa, the larval cells contribute the 
bulk of the mass of the organism.  During morphogenesis, there is transfer of mass from the larval tissues, which largely 
degenerate, to the imaginal tissues.  In this way, the feeding of the larva and its growth funds the growth of the imaginal 
tissues.   
           
 

of morphogenesis, and then by a longer phase of 
morphogenesis and differentiation in which there are 
few divisions.  As in C. elegans, the rapid embryonic 
cell proliferation and subsequent differentiation are 
separated in time and occur without growth (Figure 2).   
 Once hatched, Drosophila larvae feed 
voraciously and grow nearly a 1,000-fold in volume 
during three larval stages, or instars, that are separated 
by molts (Ashburner, 1989).  This growth is 
independent of cell proliferation, as demonstrated by 
successful growth of larvae that are mutant in genes 
required for continued proliferation (Gatti and Baker, 
1989).  The growth is accomplished by tremendous 
increases in cell volume.  Most of the larval cells 
undergo endoreplication cycles, in which regulated 
rounds of DNA replication without intervening 
mitosis amplify the DNA.  Different numbers of 
endoreplication cycles occur in different tissues, and 
the most extensive amplification occurs in tissues with 
particularly large cells such as the salivary glands.  
Experiments in which the endoreplication cycles are 
prevented in a particular tissue result in a retardation 
of growth in the targeted tissue, indicating that the 
amplification of the genome contributes to growth 

(Follette et al., 1998; Hayashi, 1996; Weiss et al., 
1998).  Endoreplication cycles occur in fully 
differentiated cells.  The amplification of DNA in the 
individual nuclei of multinucleated skeletal muscle 
indicates that, by avoiding mitosis, this abbreviated 
cell cycle avoids incompatibilities between terminal 
differentiation and proliferation.   
 In summary, like the paradigm followed by C. 
elegans, growth to the larval stage in Drosophila is 
segregated from cell proliferation.  Again, we see two 
dramatic phases of growth, one preceding fertilization, 
in which the mother supports a tremendous increase in 
the mass of the oocyte, and a second that occurs after 
hatching, in which increases in the mass of larval 
somatic cells is supported by larval feeding and 
metabolism (Figure 2).  Proliferation occurs during 
embryogenesis between these growth stages and prior 
to overt differentiation.   
 
Additional programs of growth produce the fly: 
 The Drosophila larva is only an intermediate 
in the production of a fly, and one must consider a 
second program of late growth that overlaps and 
extends beyond the expansion of larval cells.  In 

In “Cell Growth” Ed. Michael Hall, Martin Raff & George Thomas, Cold Spring Harbor Press, CSH NY 2004 

Embryo/Larval cell number
Imaginal disc/adult cell number

Relative Cell volume

Delayed differentiation

Cell Growth
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Nematodes: e.g. C. elegans and Ascaris lumbricoides 

In “Cell Growth” Ed. Michael Hall, Martin Raff & George Thomas, Cold Spring Harbor Press, CSH NY 2004 

In “Cell Growth” Ed. Michael Hall, Martin Raff & George Thomas, Cold Spring Harbor Press, CSH NY 
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Figure 1.  Growth and cell proliferation occur at different 
and largely nonoverlapping stages in the life cycle of the 
nematode C. elegans.  Time relative to fertilization is 
indicated along the bottom, while the vertical axis, a 
logarithmic scale divided in intervals of a factor of two, is 
used to indicate both cell number and size relative to the 
size of an egg.  Expansion of somatic cell number (purple) 
by cell proliferation occurs almost exclusively during the 
first third of embryogenesis.  This proliferative phase 
precedes much of the morphogenesis and differentiation, 
which occur during the later two thirds of embryogenesis.  
Because differentiation and morphogenesis are segregated 
to a later stage, they avoid the potentially disruptive 
influence of mitosis (see text).  Growth is also dramatically 
separated from cell proliferation.  There is no growth during 
embryogenesis, which occurs within an enclosed 
environment inside the eggshell.  Growth awaits hatching 
and the onset of feeding of the juvenile worm.  Because this 
growth phase occurs after the major cell proliferative 

phase, growth depends largely on expansion of cell volume.  In addition to this growth, the mother sponsors embryonic 
development via a specialized form of growth in which the oocyte grows tremendously.  The germline portion of the ovary 
is syncytial, so that numerous nuclei make a communal contribution to the production of additional syncytial cytoplasm 
(growth) that supports the production of oocytes.  It is difficult to plot this growth.  Instead, I have plotted the 
extraordinarily rapid expansion of incipient oocytes in the distal part of the linearly arranged ovary.  Beyond mitotic and 
meiotic zones, the syncytial cytoplasm yields modestly sized “cells,” as membrane surrounds a single nucleus and an 
allotment of syncytial cytoplasm.  The newly formed “cell” is only incompletely cellularized, as it maintains a cytoplasmic 
connection to the syncytium.  A flow of cytoplasm to the incipient oocyte drives its very rapid growth, as indicated in the 
graph.   
           
 
about 100-fold to produce the adult worm.  This 
growth is almost exclusively by cell enlargement as 
there is little postembryonic cell division other than 
cell proliferation associated with the development of 
the reproductive organs (Figure 1).   
 Several features of this description are 
notable.  First, at least in terms of exponential growth 
or fold increase, the growth that produces the oocyte 
makes a contribution that is comparable to or larger 
than the growth during zygotic life.  Secondly, there is 
an almost complete separation of growth, cell 
proliferation and differentiation/morphogenesis.  
Third, growth can be divided into two phases, one 
prior to proliferation (and prior to fertilization), in 
which the growth of the oocyte is sponsored by the 
mother, and one after the period of proliferation, 
which is supported by the feeding of the hatchling.   
 The C. elegans program with its sequence of 
growth, proliferation, and morphogenesis, followed by 
a second period of growth satisfies the constraints that 
I described above.  The egg is adequately large to 
produce the 550 cells of the hatchling worm without 
growth, and, by limiting the vast majority of the cell 
division to the early stages of embryogenesis, the 
program largely avoids the difficulty of dividing 
differentiated cells.  The early developmental 

paradigm of production of a large egg, followed by 
rapid division and subsequent differentiation, has been 
largely conserved, even if its features are masked in 
eutherian mammals.   
 C. elegans is very small.  How are larger 
organisms produced?  It appears that larger size is 
achieved by adding later stages of growth.  Below, I 
describe a stage of development that is conserved 
between diverse organisms.  This so called 
“phylotypic stage” will serve as a useful reference 
point for comparison of the growth programs of 
various organisms, small and large, and identification 
of the stage of development at which evolution has 
introduced variations in size.   
 
A universal embryonic size:   
 As noted by von Baer and emphasized by 
Haeckel during the early years of the insipient field of 
developmental biology, embryos of very different 
species look remarkably similar at the stage following 
gastrulation, just after the body axis is 
morphologically established.  The similarity applies to 
size as well as morphology.  Whether an embryo will 
produce a mouse or a whale, a minnow or a tuna, the 
postgastrulation embryos are of very similar size.  
Indeed, embryos of organisms as diverse as leech, 
Drosophila, fish, frog and mouse are all about 1 mm 

Growth and cell proliferation in Nematodes 

http://www.wormbook.org/

— Cell growth occurs in the main phases of 
     developmental growth 

Cell Growth
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Cell volume variation
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How big is a human cell? 
 
 
 
 
A human is, according to the most recent estimates, an assortment of 
3.7±0.8x1013 cells (BNID 109716), plus a similar complement of allied 
microbes. The identities of the human cells are distributed amongst more 
than 200 different cell types (BNID 103626, 106155) which perform a 
staggering variety of functions. The shapes and sizes of cells span a large 
range as shown in Table 1. Size and shape, in turn, are intimately tied to 
the function of each type of cell. Red blood cells need to squeeze through 
narrow capillaries and their small size and biconcave disk shape achieve 
that while also maximizing the surface area to volume ratio. Neurons need 
to transport signals and when connecting our brains to our legs can reach 
lengths of over a meter (BNID 104901) but with a width of only about 10 
µm. Cells that serve for storage, like fat cells and oocytes have very large 
volumes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The different shapes also enable us to recognize the cell types. For 
example, the leukocytes of the immune system are approximately 
spherical in shape while adherent tissue cells on a microscope slide 

Table 1: Characteristic average volumes of human cells of different types. Large cell-

cell variation of up to an order of magnitude or more can exist for some cell types such 

as neurons or fat cells whereas for others the volume varies by much less, for example 

red blood cells. The value for beta cell comes from a rat but we still present it because 

average cell sizes usually changes relatively little among mammals.  
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What is the range of cell sizes and 
shapes?  
 
 
 
 
Cells come in a dazzling variety of shapes and sizes. As we have already 
seen, deep insights into the workings of life have come from focused 
studies on key “model” types such as E. coli, budding (baker’s) yeast and 
certain human cancer cell lines. These model systems have helped 
develop a precise feel for the size, shape and contents of cells. However, 
undue focus on model organisms can give a deeply warped view of the 
diversity of life. Stated simply, there is no easier way to dispel the myth of 
“the cell”, that is the idea that what we say about one cell type is true for 
all others, than to show examples of the bizarre gallery of different cell 
types found both in unicellular and multicellular organisms.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: A gallery of microbial cell shapes. These drawings are based upon microscopy images 

from the original literature. (A) Stella strain IFAM1312 (380); (B) Microcyclus (a genus since 

renamed Ancylobacter) flavus (367); (C) Bifidobacterium bifidum; (D) Clostridium cocleatum; (E) 

Aquaspirillum autotrophicum; (F) Pyroditium abyssi (380); (G) Escherichia coli; (H) Bifidobacterium 

sp.; (I) transverse section of ratoon stunt-associated bacterium; (J) Planctomyces sp. (133); (K) 

Nocardia opaca; (L) Chain of ratoon stunt-associated bacteria; (M) Caulobacter sp. (380); (N) 

Spirochaeta halophila; (O) Prosthecobacter fusiformis; (P) Methanogenium cariaci; (Q) 

Arthrobacter globiformis growth cycle; (R) gram-negative Alphaproteobacteria from marine 

sponges (240); (S) Ancalomicrobium sp. (380); (T) Nevskia ramosa (133); (U) Rhodomicrobium 

vanniellii; (V) Streptomyces sp.; (W) Caryophanon latum; (X) Calothrix sp. (Y) A schematic of part 

of the giant bacterium Thiomargarita namibiensis (290). All images are drawn to the same scale. 

(Adapted from K. D. Young, Microbiology & Molecular Bio. Rev., 70:660, 2006.)  
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Perhaps the most elementary measure of shape is cell size with sizes 
running from sub-micron to meters, exhibiting roughly a seven order of 
magnitude variability in cell sizes across the different domains of life as 
shown in Figure 4. Though prokaryotes are typically several microns in 
size, sometimes they can be much larger. Similarly, even though 
eukaryotes typically span the range from 5 to 50 microns, they too have a 
much wider range of sizes, with the eggs of eukaryotes and the cells of the 
nervous system providing a measure of just how large individual cells can 
be. Clearly one of the most interesting challenges that remains in 
understanding the diversity of all of these sizes and shapes is to get a 
sense of the their functional implications and the evolutionary trajectories 
that gave rise to them.  
 
 
 
 
 
 
 

Figure 3: Protist diversity. This figure illustrates the morphological diversity of free-living 
protists. The various organisms are drawn to scale relative to the head of a pin about 1.5mm 
in diameter. (Adapted from B. J. Finlay, Science 296:1061, 2002.) A gallery of microbial cell 
shapes. These drawings are based upon microscopy images from the original literature and 
are an adaptation from an article by K. Young (2006). (A) Stella strain IFAM1312 (380); All 
images are drawn to the same scale.  

Microbial cells

Protists

Mammalian cells

Cell Biology by the numbers.  Ron Milo, Rob Phillips, illustrated by Nigel Orme. Garland Science 2012

1.5 mm

Fig. 1. Size of the smallest insect and two protozoans in comparison. (A) Megaphragma mymaripenne. (B) Paramecium caudatum. (C) Amoeba proteus. Scale bar for AeC is 200 mm.

A.A. Polilov / Arthropod Structure & Development 41 (2012) 29e3430

200 µm. 

Alexey Polilov. Arthropod Structure & Development 41 (2012) 29e34 

Prokaryotic and Eukaryotic cells explore a wide range of volumes
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• A major constraint on cell growth:

Thomas LECUIT   2019-2020

• As a cell grows, the nucleus becomes very small with respect to cell volume: 
— transcriptional capacity becomes limited 

• However the translational capacity scales with cell cytoplasmic volume:
     — ribosomal density remains constant

— the rate of ribosomal assembly is critical: rRNA transcription
— mRNA transcription is also critical 

— Constraint #3: transcription and ribosome assembly

• Time scale to double transcripts in a cell:
— at maximum polymerase loading a gene produces new transcript every 2 s
(1 polymerase every 60 nucleotides, rate of elongation of, on average 30nt/s)
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the last transcription process began. By fixing the cells and stopping the 
transcription process at different times after the drug treatment and then 
performing electron microscopy, resulting in images like that shown in 
Figure 3, it was possible to measure the length of RNA polymerase-free 
DNA. By taking into account the elapsed time since drug treatment the 
rate at which these polymerases are moving is inferred.  
 
The measurement of translation rates similarly depended upon finding an 
appropriate stopwatch, but this time for the protein synthesis process. 
The crux of the method is the following: start adding labeled amino acid 
at time zero and follow (“chase” as it is often called) the fraction of labeled 
protein of mass m as defined by looking at a specific band on a gel. 
Immediately after the pulse of labeled amino acids one starts to see 
proteins of mass m with radioactive labeled amino acids on their ends. 
With time, the fraction of a given protein mass that is labeled will increase 
as the chains have a larger proportion of their length labeled. After a time 
τm, depending on the transcript length, the whole chain will be labeled, as 
these are proteins that began their translation at time zero when the label 
was added. At this time one observes a change in the accumulation 
dynamics (when appropriately normalized to the overall labeling in the 
cell). From the time that elapsed, τm, and by knowing how many amino 
acids are in a polypeptide chain of mass m it is possible to derive an 
estimate for the translation rate. There are uncertainties associated with 
doing this that are minimized by performing this for different protein 
masses, m, and calculating a regression line over all the values obtained. 
For a full understanding of the method, the reader will benefit from the 
original study by Young & Bremer, Biochem. J., 160:185, 1976. It remains 
as a reliable value for E. coli translation rate to this day. We are not aware 
of newer methods that give better results.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1. Transcription rate measured across organisms and conditions. All values 
measured at 37°C except D. melanogaster measured at 22°C. 

 

Table 2: Translation rate measured across organisms and conditions. All 
values measured at 37°C except for S. cerevisiae and N. crassa measured 
at 30°C. 
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focuses on asking the questions: where do the numbers in these figures 

and that table come from? Do they make sense? What do they imply about 

the functional lives of cells? In what sense are cells the “same” and in what 
sense are they “different”? 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
Figure 4A shows us the structure of a bacterium such as the pet of nearly 

every molecular biologist, the famed E. coli. Figure 5A shows its molecular 

census. The yeast cell shown in Figures 5B and 6B reveals new layers of 

complexity beyond that seen in the standard bacterium as we see that 

these cells feature a variety of internal membrane-bound structures. One 

of the key reasons that yeast cells have served as representative of 

eukaryotic biology is the way they are divided into various compartments 

such as the nucleus, the endoplasmic reticulum and the Golgi apparatus. 

Further, their genomes are packed tightly within the cell nucleus in 

Table 1: Typical parameter values for a bacterial E. coli cell, the single-celled eukaryote S. 
cerevisiae (budding yeast), and a mammalian HeLa cell line. Note that these are crude 
characteristic values for happily dividing cells of the common lab strains. 

—100.000 to 1000.000 mRNAs.  
Some transcripts are present in a few thousand copies

—Doubling the amount of these transcripts can take 
several hours for a haploid genome

Cell Biology by the numbers.  Ron Milo, Rob Phillips, illustrated by Nigel Orme. Garland Science 2012

Polyploidy can boost very significantly transcriptional capacity and, thereby, cell growth 

• Nurturing massive cell growth:

—some cells (oocyte) grow about 100.000 times in volume
—this would take >2000 days for haploid genome
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Figure 5: The Standard Cells. (A) A bacterium revealing its characteristic size and occupancy. (B) A yeast cell 
showing its characteristic size, its organelles and the number of various classes of molecules present within it. (C) an 
adherent human cell. We note that these are very simplified schematics so for example, only a small fraction of 
ribosomes are drawn etc. (Bacterium and animal cell adapted from B. Alberts et al., Molecular Biology of the Cell, 5th 
ed., New York, Garland Science, 2008) 
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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What is the macromolecular 
composition of the cell?  
 
 
 
 
Molecular biology aims to explain cellular processes in terms of the 
individual molecular players, resulting in starring roles for certain specific 
proteins, RNAs and lipids. By way of contrast, a more holistic view of the 
whole cell or organism was historically the purview of physiology. 
Recently the latter integrative view has been adopted by systems biology, 
which completes the circle by returning with the hard-won mechanistic 
knowledge from molecular biology to a holistic view of the molecular 
interlinkages that give rise to whole-cell behavior. A critical starting point 
for thinking globally about the cell is to understand the relative 
abundance of its different constituents.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: A Voronoi tree diagram of the composition of an E. coli cell growing with a doubling 
time of 40 min. Each polygon area represents the relative fraction of the corresponding 
constituent in the cell dry mass. Colors are associated with each polygon such that components 
with related functional role have similar tints. The Voronoi tree diagram visualization method 
was developed in order to represent whole genome measurements from microarrays or 
proteome quantitation. 
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induction was characterized to have a concentration of 50uM (BNID 
100735), i.e. about 50,000 copies per cell.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
If one looked at the sum total over all organisms, what would we find is 
the most abundant protein on earth? This title is usually ascribed to 
Rubisco. Indeed it carries out the task of fixing carbon that is done on such 
a massive scale across the planet and supports all actions of the biosphere. 
Yet in working on this book we had second thoughts. In a paper we wrote 
(Phillips & Milo, Proc. Natl. Acad. Sci., 106:21465, 2010) we tried to give a 
sense of the ubiquity of Rubisco by normalizing it on a per person basis. 
This gave about 5 kg of Rubisco protein per person (though clearly 
Rubisco, though supporting us, is not physically in humans). Now in 
several reports, collagen, a connective tissue protein that is localized 
extracellularly, was found to account for about 30% of the protein mass 
in humans (BNID 109730, 109731). In a 70 kg human with 2/3 water and 
half of the rest protein, this gives about 10 kg total protein suggesting as 
much as 3 kg collagen. That might be a somewhat inflated value but then 
collagen is not only in humans. What is the largest biomass of animals on 
earth? It is actually our livestock in the form of cows, pigs, poultry etc. at 
a total mass of about 100 kg per person (BNID 111482, more than 20 
times the mass of all wild land mammals!). Livestock having a similar 

Figure 2: Proteomaps, a hierarchical presentation of the composition of a proteome using Voronoi 
treemaps. Each protein is associated with a polygon whose size is proportional to the abundance of 
that protein, thereby emphasizing highly expressed proteins. Functionally related proteins are placed in 
common subregions to show the functional makeup of a proteome at a glance. Shown are four model 
cells, the HeLa cell line was chosen for H. Sapiens. Upper row: depiction by functional category, lower 
row: depiction by protein name. The proteome was measured under relatively rapid exponential growth. 
Adapted from W. Liebermeister et al, Proc. Natl. Acad. Sci., 111:8488, 2014. 

• Ribosomes comprise a significant fraction of a cell dry mass: 
10-15% of proteome, 15-25% of dry cell mass

• 20.000 ribosomes in E. coli

among cellular functions. The proteomaps of lymphoblastoid
cells from human and chimpanzee are almost identical, even
more so than the already very similar proteomes of various hu-
man cell lines. Differences between independent measurements
of the same cell line are also shown for HeLa and U2OS cells.
Many previous analyses focused on proteins that are expressed at
relatively low levels, such as signaling proteins, where differences
are pronounced. However, proteomaps reveal that functional
categories and even dominant individual proteins are strongly
conserved in terms of abundance. Differences and similarities at
finer levels of functionality and at the single protein level can be
analyzed in detail on the proteomaps website. As a follow-up to
the comparison reported here, one can analyze cells from dif-
ferent tissues and between cell lines and primary cells.

Discussion
Individual proteins can confer benefits to the cell in various ways,
by catalyzing a chemical reaction, transporting an essential sub-
strate, or transmitting signals that reflect the state of the envi-
ronment. However, proteins also incur various costs: Proteins are
made using precious carbon, nitrogen, sulfur, reducing power
and energy resources, they require ribosomes for their continued
synthesis, and they occupy volume in the crowded intracellular
space (16). These general costs are roughly independent of the
protein’s identity and approximately proportional to its weight.
Nevertheless, expressing a protein can have other more protein-
specific effects that add to the costs, such as protein misfolding,
perturbing the membrane integrity, creating an imbalance in the
cell redox or energy state, etc. Such protein-specific costs are not
captured by the visualization presented here.
Classical molecular biology studies often consider a protein

important if knocking out its gene dramatically affects the be-
havior or viability of the cell. This approach often focuses efforts
on regulatory proteins, such as transcription factors, which tend
to have low expression levels. Theoretical analysis of metabolic
enzymes (29) suggests an alternative interpretation of importance
via the concept of relative marginal benefit that is predicted to be
proportional to protein levels. Taking a quantitative proteomics

viewpoint and observing how a cell invests its protein resources
can help identify abundant proteins that are pivotal in certain
environments but have unknown or poorly characterized function.
Therefore, we propose that, all else being equal, highly abundant
proteins are promising candidates for research efforts.
In the near future, proteome data will become available for

many cell types and growth conditions. Proteomaps can also be
applied to RNA transcript data, to phosphoproteome data, or—
more generally—to the complete mass composition of a cell
(including all types of macromolecules and small molecules).
Furthermore, beyond molecular abundances, other genome-
wide quantitative properties can easily be visualized. We sug-
gest that proteomaps can help researchers achieve a clearer
picture of similarities and differences in cell composition and
the allocation of cellular resources across organisms, cell types,
and growth conditions.

Methods
Proteome Tree Maps Visualization. To generate proteomaps, we modified the
algorithm for the construction of Voronoi treemaps described in ref. 23 to
present polygons with variable sizes. The algorithm was implemented in the
Paver software (DECODON), which is available at www.decodon.com/paver.html
or upon request from the authors. Example maps on www.proteomaps.net
can be browsed interactively; individual protein tiles are linked to protein
information on the KEGG website (www.genome.jp/kegg/).

In the proteomaps shown here, we visualize three levels of functional
categories and a level of individual proteins. To create a proteomap, a total
area is first divided into polygons representing the top-level categories. These
polygons are constructed from a Voronoi diagram, where the polygons’ areas
were chosen to represent copy numbers weighted by protein chain lengths
(the investment in terms of amino acids, also termed the mass fraction). The
top-level areas are then subdivided into subcategories, and the procedure is
repeated down to the level of individual proteins. When several orthologous
proteins exist in the same proteome, e.g., isozymes such as the two enolases
Eno1 and Eno2 in yeast glycolysis, they share one subdivided polygon.

Proteins that do not have a functional category annotation are lumped in
a subclass labeled “Not mapped.” Mass fractions smaller than 1/1,500,000 of
the whole proteome (corresponding to 4 pixels within an area of 2,500 ×
2,500 pixels in size) are excluded. The arrangement of categories and

Fig. 3. Proteomaps of several model organisms. (Upper) Proteomaps labeled by functional categories. (Lower) The same diagrams, with gene names. Protein
abundances shown are for the tiny human pathogenM. pneumoniae (7), E. coli growing at a rate of 0.48 1/h (13), S. cerevisiae (14), and anH. sapiensHeLa cell line (11).
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• Unlike ribosomal proteins which can be amplified from a pool of mRNAs, rRNAs are structural components 
    of ribosomes (60%) that are produced in large quantities (80% of total RNAs in a cell)
• This requires a large transcriptional capacity of rRNAs
• rRNA amplification enables faster, large scale assembly of ribosomes. 

In humans: 3 cytoplasmic RNAs are encoded by a single transcription unit (45S) 

The 45S rDNA is organised into 5 clusters    on 5 chromosomes
Many copies of the rRNA genes organised in tandem arrays: 200-300 for 5S, 100-200 for 45S.

In eukaryotes, ribosomes contain 79–80 proteins and 4 cytopl. rRNAs (28S, 5.8S, 5S, and 18S subunits), and 2 mitoch. rRNAs.

Science  02 Sep 2005:
Vol. 309, Issue 5740, pp. 1508-1514
DOI: 10.1126/science.1111771 
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  

• Ribosomes comprise a significant fraction of cells dry mass (about 10%)
• Millions of ribosomes in eukaryotic cells

Thomas LECUIT   2019-2020

• In Xenopus oocytes, an additional amplification step of rDNA occurs (replication) to nurture 
   massive cell growth Brown DD, Dawid IB. 1968. Science 160: 272– 280. 

Oocyte nuclei contain extrachromosomal
replicas of the genes for ribosomal RNA.

Gall JG. 1968. Proc Natl Acad Sci 60: 553–560. 

Liebmeister et al, R. Milo. PNAS (2013) 
www.pnas.org/cgi/doi/10.1073/pnas.1314810111 
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induction was characterized to have a concentration of 50uM (BNID 
100735), i.e. about 50,000 copies per cell.  
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the most abundant protein on earth? This title is usually ascribed to 
Rubisco. Indeed it carries out the task of fixing carbon that is done on such 
a massive scale across the planet and supports all actions of the biosphere. 
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sense of the ubiquity of Rubisco by normalizing it on a per person basis. 
This gave about 5 kg of Rubisco protein per person (though clearly 
Rubisco, though supporting us, is not physically in humans). Now in 
several reports, collagen, a connective tissue protein that is localized 
extracellularly, was found to account for about 30% of the protein mass 
in humans (BNID 109730, 109731). In a 70 kg human with 2/3 water and 
half of the rest protein, this gives about 10 kg total protein suggesting as 
much as 3 kg collagen. That might be a somewhat inflated value but then 
collagen is not only in humans. What is the largest biomass of animals on 
earth? It is actually our livestock in the form of cows, pigs, poultry etc. at 
a total mass of about 100 kg per person (BNID 111482, more than 20 
times the mass of all wild land mammals!). Livestock having a similar 

Figure 2: Proteomaps, a hierarchical presentation of the composition of a proteome using Voronoi 
treemaps. Each protein is associated with a polygon whose size is proportional to the abundance of 
that protein, thereby emphasizing highly expressed proteins. Functionally related proteins are placed in 
common subregions to show the functional makeup of a proteome at a glance. Shown are four model 
cells, the HeLa cell line was chosen for H. Sapiens. Upper row: depiction by functional category, lower 
row: depiction by protein name. The proteome was measured under relatively rapid exponential growth. 
Adapted from W. Liebermeister et al, Proc. Natl. Acad. Sci., 111:8488, 2014. 

among cellular functions. The proteomaps of lymphoblastoid
cells from human and chimpanzee are almost identical, even
more so than the already very similar proteomes of various hu-
man cell lines. Differences between independent measurements
of the same cell line are also shown for HeLa and U2OS cells.
Many previous analyses focused on proteins that are expressed at
relatively low levels, such as signaling proteins, where differences
are pronounced. However, proteomaps reveal that functional
categories and even dominant individual proteins are strongly
conserved in terms of abundance. Differences and similarities at
finer levels of functionality and at the single protein level can be
analyzed in detail on the proteomaps website. As a follow-up to
the comparison reported here, one can analyze cells from dif-
ferent tissues and between cell lines and primary cells.
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Individual proteins can confer benefits to the cell in various ways,
by catalyzing a chemical reaction, transporting an essential sub-
strate, or transmitting signals that reflect the state of the envi-
ronment. However, proteins also incur various costs: Proteins are
made using precious carbon, nitrogen, sulfur, reducing power
and energy resources, they require ribosomes for their continued
synthesis, and they occupy volume in the crowded intracellular
space (16). These general costs are roughly independent of the
protein’s identity and approximately proportional to its weight.
Nevertheless, expressing a protein can have other more protein-
specific effects that add to the costs, such as protein misfolding,
perturbing the membrane integrity, creating an imbalance in the
cell redox or energy state, etc. Such protein-specific costs are not
captured by the visualization presented here.
Classical molecular biology studies often consider a protein

important if knocking out its gene dramatically affects the be-
havior or viability of the cell. This approach often focuses efforts
on regulatory proteins, such as transcription factors, which tend
to have low expression levels. Theoretical analysis of metabolic
enzymes (29) suggests an alternative interpretation of importance
via the concept of relative marginal benefit that is predicted to be
proportional to protein levels. Taking a quantitative proteomics

viewpoint and observing how a cell invests its protein resources
can help identify abundant proteins that are pivotal in certain
environments but have unknown or poorly characterized function.
Therefore, we propose that, all else being equal, highly abundant
proteins are promising candidates for research efforts.
In the near future, proteome data will become available for

many cell types and growth conditions. Proteomaps can also be
applied to RNA transcript data, to phosphoproteome data, or—
more generally—to the complete mass composition of a cell
(including all types of macromolecules and small molecules).
Furthermore, beyond molecular abundances, other genome-
wide quantitative properties can easily be visualized. We sug-
gest that proteomaps can help researchers achieve a clearer
picture of similarities and differences in cell composition and
the allocation of cellular resources across organisms, cell types,
and growth conditions.

Methods
Proteome Tree Maps Visualization. To generate proteomaps, we modified the
algorithm for the construction of Voronoi treemaps described in ref. 23 to
present polygons with variable sizes. The algorithm was implemented in the
Paver software (DECODON), which is available at www.decodon.com/paver.html
or upon request from the authors. Example maps on www.proteomaps.net
can be browsed interactively; individual protein tiles are linked to protein
information on the KEGG website (www.genome.jp/kegg/).

In the proteomaps shown here, we visualize three levels of functional
categories and a level of individual proteins. To create a proteomap, a total
area is first divided into polygons representing the top-level categories. These
polygons are constructed from a Voronoi diagram, where the polygons’ areas
were chosen to represent copy numbers weighted by protein chain lengths
(the investment in terms of amino acids, also termed the mass fraction). The
top-level areas are then subdivided into subcategories, and the procedure is
repeated down to the level of individual proteins. When several orthologous
proteins exist in the same proteome, e.g., isozymes such as the two enolases
Eno1 and Eno2 in yeast glycolysis, they share one subdivided polygon.

Proteins that do not have a functional category annotation are lumped in
a subclass labeled “Not mapped.” Mass fractions smaller than 1/1,500,000 of
the whole proteome (corresponding to 4 pixels within an area of 2,500 ×
2,500 pixels in size) are excluded. The arrangement of categories and
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• Growth of differentiated cell: polyploidy 
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Table 1

Cell Types Discussed

Cell Type Organ Organism Maximum Ploidy Cell Cycle Function of Increased Ploidy Ref

Fol, Eisen Cells Epithelium O. dioica 1300C Endocycle Control body size and nutritive input? 10

Subperineurial Glia (SPG) Nervous System Drosophila 32C Endocycle and Endomitosis Increased cell size to maintain blood-brain barrier 20

Trophoblast Giant Cell (TGC) Placenta Rodents 512C Endocycle Increased cell size for placental barrier? 26–29

Kerantinocytes Skin Mouse
Human

12C Endocycle and Endomitosis Increased cell size for protective function of skin? 30–32

Giant Cells Leaf and Sepal Arabidopsis 16C Endocycle Controls curvature of leaves and sepals 33, 34

Scale-building cells Wing Manduca 16C-64C Endocycle Determines cell size and thus pigmented regions 35

Rectal Papillae Intestine Drosophila 8C Endocycle Endocycle followed by mitotic divisions necessary for 
papillae formation and control of salt and water 
absorption

18, 36

Syncytial Yolk Nuclei Embryo Zebrafish 8C-40C ? Endocycle ? Function 37

Giant Neuron Nervous System Aplysia 200,000C ? Endocycle Sufficient neuronal size to innervate large area 38

Giant Neuron Nervous System Limax Slug 10,000C ? Endocycle Sufficient neuronal size to innervate large area 39

Cardiomyocytes Heart Mouse 4C-8C Endomitosis
Endocycle

Mechanism for cell growth postnatally and in response 
to cardiac damage

43–45

Megakaryocyte Blood Mammals 128C Endomitosis Large cell size required for sufficient platelet 
production

46–48

Trichomes Leaf Arabidopsis 32C Endocycle Controls formation and branching in trichomes 49, 51

Nurse cells Ovary Drosophila 512C Endocycle Synthesis and transport maternal stockpiles to oocyte 52

Follicle cells Ovary Drosophila 16C Endocycle Synthesis of eggshell 55

Hypodermal cell (Hyp7) Hypodermis C. elegans nematodes 12C Endocycle Endocycling to increase ploidy following cell fusion. 
Ploidy levels control body size

57–59

Hepatocytes Liver Mammals 16C Endomitosis Endocycle First observed step in regeneration 2, 62–65
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C
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T. Orr-Weaver Trends Genet. (2015) ; 31(6): 307–315 

• There is a widespread occurence of polyploidy (vertebrates, invertebrates plants, protists, etc) 
• Polyploidy almost always coincides with cell size increase
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Fig. S1A). All rectal cells at the onset of pupation were 8C
(Fig. 2A), while, after remodeling, cells at the narrow end
of the papilla near the gut lumen remained 8C, but distal
cells increased to 16C (Fig. 2B).
The most striking indication that these polyploid rectal

cells proliferate mitotically was the presence of cells with
32 metaphase chromosomes, the expected number for oc-
toploid (8N) cells (Fig. 2C). Polyploidmetaphases as well as
phospho-histone H3 (PH3) staining were observed in rectal
cells only during a precise window between 20 h and 48 h
of pupal development (Fig. 2D). During this time, one
could identify all stages of mitosis, including anaphase and
cytokinesis, suggesting that these cells undergo complete
mitosis, not endomitosis (Fig. 2E–I). Time-lapse movies of
developing rectal papillar cells also strongly indicated that
cytokinesis is complete following polyploid mitosis (Fig.
2J; Supplemental Movie S1). Finally, simple counts of
rectal cell number before and after the mitotic period
demonstrated that the mitotic cycle is complete. At 20 h,
only;100 rectal cells are present, 25 in each nascent rectal
papilla (Fig. 2K). However, by 48 h, each papilla contains
;100 cells (Fig. 2K). Thus, every 8C precursor likely under-
goes two completemitotic divisions, after which the distal
subpopulation undergoes one final endocycle to reach 16C.
We concluded that polyploid rectal papillar precursors
expand by mitotic division despite having already un-
dergone two endocycles during larval development.
More than 70 years ago, the polyploid larval ileum

of the mosquito Culex pipiens was reported to undergo

somatic reduction divisions to form the adult ileum
(Berger 1938). Consecutive divisions based on somatic
chromosome pairing, without intervening S phases, were
believed to increase cell number but reduce cell ploidy. To
compare hindgut development in Culex with the events
just described in Drosophila, we looked for metaphase
cells during pupal hindgut development in C. pipiens.
During a narrow time window near the start of pupal
development (Fig. 3A), large cells in prophase, metaphase,
and anaphase that clearly contained many more than the
six chromosomes expected of a diploid cell were observed
in the ileum (Fig. 3B–D). However, we found no evidence
that these divisions reduce cell ploidy. Ploidy levels in the
ileum measured cytophometrically were 8C before (Fig.
3E,G) and 8C or 16C after the periodwhenmetaphase cells
were present (Fig. 3F,H). Nonetheless, cell counts con-
firmed that the number of ileal cells increased during this
same period (Fig. 3I). Rather than undergoing reductive
divisions, our experiments suggest that, like Drosophila
rectal cells, polyploid mosquito ileal cells re-enter the
normal mitotic cycle.

Regulation of rectal papillar endocycles and polyploid
mitotic cycles

Finding polyploid cells that proliferate viamitosis prior to
final differentiation was surprising. Many Drosophila
polyploid cells lack a late S phase and consequently un-
derreplicate their heterochromatin, a process expected
to compromise centromere function and abolish mitotic

Figure 2. Polyploid mitoses in the Drosophila pupal rectum. (A,B) Ploidy of rectal polyploid cells prior to (A) or after (B) gut
remodeling. (C) DAPI-stained karyotype of 8N polyploid and 2N diploid (inset) mitotic pupal rectal cells. (D) Graph of average number of
PH3+ polyploid rectal cells during pupation. (E–I) Polyploid (and diploid; see insets) pupal rectal cells progress through mitosis. (Green)
Anilin; (blue) PH3; (red) DAPI. PH3 expression diminishes after metaphase. (E) Early prophase. (F) Prometaphase. (G) Metaphase. (H)
Anaphase. (I) Telophase. (J) Time-lapse analysis of cytokinesis using moesinTGFP to mark cell membranes. (Red arrowheads) Cells; (yellow
arrows) cleavage furrows. Time is shown in minutes. (K) Graph of total polyploid rectal cells during pupation. Insets are at the same scale as
their parent panels. Bar, 5 mm.
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Fig. S1A). All rectal cells at the onset of pupation were 8C
(Fig. 2A), while, after remodeling, cells at the narrow end
of the papilla near the gut lumen remained 8C, but distal
cells increased to 16C (Fig. 2B).
The most striking indication that these polyploid rectal

cells proliferate mitotically was the presence of cells with
32 metaphase chromosomes, the expected number for oc-
toploid (8N) cells (Fig. 2C). Polyploidmetaphases as well as
phospho-histone H3 (PH3) staining were observed in rectal
cells only during a precise window between 20 h and 48 h
of pupal development (Fig. 2D). During this time, one
could identify all stages of mitosis, including anaphase and
cytokinesis, suggesting that these cells undergo complete
mitosis, not endomitosis (Fig. 2E–I). Time-lapse movies of
developing rectal papillar cells also strongly indicated that
cytokinesis is complete following polyploid mitosis (Fig.
2J; Supplemental Movie S1). Finally, simple counts of
rectal cell number before and after the mitotic period
demonstrated that the mitotic cycle is complete. At 20 h,
only;100 rectal cells are present, 25 in each nascent rectal
papilla (Fig. 2K). However, by 48 h, each papilla contains
;100 cells (Fig. 2K). Thus, every 8C precursor likely under-
goes two completemitotic divisions, after which the distal
subpopulation undergoes one final endocycle to reach 16C.
We concluded that polyploid rectal papillar precursors
expand by mitotic division despite having already un-
dergone two endocycles during larval development.
More than 70 years ago, the polyploid larval ileum

of the mosquito Culex pipiens was reported to undergo

somatic reduction divisions to form the adult ileum
(Berger 1938). Consecutive divisions based on somatic
chromosome pairing, without intervening S phases, were
believed to increase cell number but reduce cell ploidy. To
compare hindgut development in Culex with the events
just described in Drosophila, we looked for metaphase
cells during pupal hindgut development in C. pipiens.
During a narrow time window near the start of pupal
development (Fig. 3A), large cells in prophase, metaphase,
and anaphase that clearly contained many more than the
six chromosomes expected of a diploid cell were observed
in the ileum (Fig. 3B–D). However, we found no evidence
that these divisions reduce cell ploidy. Ploidy levels in the
ileum measured cytophometrically were 8C before (Fig.
3E,G) and 8C or 16C after the periodwhenmetaphase cells
were present (Fig. 3F,H). Nonetheless, cell counts con-
firmed that the number of ileal cells increased during this
same period (Fig. 3I). Rather than undergoing reductive
divisions, our experiments suggest that, like Drosophila
rectal cells, polyploid mosquito ileal cells re-enter the
normal mitotic cycle.

Regulation of rectal papillar endocycles and polyploid
mitotic cycles

Finding polyploid cells that proliferate viamitosis prior to
final differentiation was surprising. Many Drosophila
polyploid cells lack a late S phase and consequently un-
derreplicate their heterochromatin, a process expected
to compromise centromere function and abolish mitotic

Figure 2. Polyploid mitoses in the Drosophila pupal rectum. (A,B) Ploidy of rectal polyploid cells prior to (A) or after (B) gut
remodeling. (C) DAPI-stained karyotype of 8N polyploid and 2N diploid (inset) mitotic pupal rectal cells. (D) Graph of average number of
PH3+ polyploid rectal cells during pupation. (E–I) Polyploid (and diploid; see insets) pupal rectal cells progress through mitosis. (Green)
Anilin; (blue) PH3; (red) DAPI. PH3 expression diminishes after metaphase. (E) Early prophase. (F) Prometaphase. (G) Metaphase. (H)
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Fig. S1A). All rectal cells at the onset of pupation were 8C
(Fig. 2A), while, after remodeling, cells at the narrow end
of the papilla near the gut lumen remained 8C, but distal
cells increased to 16C (Fig. 2B).
The most striking indication that these polyploid rectal

cells proliferate mitotically was the presence of cells with
32 metaphase chromosomes, the expected number for oc-
toploid (8N) cells (Fig. 2C). Polyploidmetaphases as well as
phospho-histone H3 (PH3) staining were observed in rectal
cells only during a precise window between 20 h and 48 h
of pupal development (Fig. 2D). During this time, one
could identify all stages of mitosis, including anaphase and
cytokinesis, suggesting that these cells undergo complete
mitosis, not endomitosis (Fig. 2E–I). Time-lapse movies of
developing rectal papillar cells also strongly indicated that
cytokinesis is complete following polyploid mitosis (Fig.
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rectal cell number before and after the mitotic period
demonstrated that the mitotic cycle is complete. At 20 h,
only;100 rectal cells are present, 25 in each nascent rectal
papilla (Fig. 2K). However, by 48 h, each papilla contains
;100 cells (Fig. 2K). Thus, every 8C precursor likely under-
goes two completemitotic divisions, after which the distal
subpopulation undergoes one final endocycle to reach 16C.
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expand by mitotic division despite having already un-
dergone two endocycles during larval development.
More than 70 years ago, the polyploid larval ileum
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(Berger 1938). Consecutive divisions based on somatic
chromosome pairing, without intervening S phases, were
believed to increase cell number but reduce cell ploidy. To
compare hindgut development in Culex with the events
just described in Drosophila, we looked for metaphase
cells during pupal hindgut development in C. pipiens.
During a narrow time window near the start of pupal
development (Fig. 3A), large cells in prophase, metaphase,
and anaphase that clearly contained many more than the
six chromosomes expected of a diploid cell were observed
in the ileum (Fig. 3B–D). However, we found no evidence
that these divisions reduce cell ploidy. Ploidy levels in the
ileum measured cytophometrically were 8C before (Fig.
3E,G) and 8C or 16C after the periodwhenmetaphase cells
were present (Fig. 3F,H). Nonetheless, cell counts con-
firmed that the number of ileal cells increased during this
same period (Fig. 3I). Rather than undergoing reductive
divisions, our experiments suggest that, like Drosophila
rectal cells, polyploid mosquito ileal cells re-enter the
normal mitotic cycle.
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The second requirement for mitosis to endoreplication switching
is the re-assembly of the pre-replication complex (pre-RC) during
successive G phases. During late M phase, Cdc6 is recruited to
origin recognition complexes (ORCs), which are multi-protein
complexes assembled at initiation sites for DNA replication (Bell
and Stillman, 1992; Riera et al., 2017; Yuan et al., 2017). Cdc6-
ORC facilitates the recruitment of two Cdt1-bound Mcm2-7
hexamers on replication origins, forming pre-RCs on licensed
origins (Bell and Labib, 2016; Cocker et al., 1996). Origin firing,
and the onset of DNA replication, is triggered by S-CDK activity,
which prompts the recruitment of multiple additional factors and
activates Mcm2-7 DNA helicase activity (Heller et al., 2011;
Zegerman and Diffley, 2007). These events ultimately lead to the
recruitment of DNA clamps known as proliferating cell nuclear
antigen (PCNA) and DNA polymerase, marking the onset of S
phase. Cdt1 recruitment and function is repressed by CDK activity
(Chen and Bell, 2011; Sugimoto et al., 2004) and pre-RC assembly
therefore requires a window of low CDK activity in G phase.
Constitutive S-CDK activity can thus block endocycling (Follette

et al., 1998; Remus and Diffley, 2009; Weiss et al., 1998). Although
the mechanisms by which CDK activity suppresses pre-RCs have
been established in budding yeast, how CDKs might do this in
endocycling cells is less clear. Furthermore, and as we detail below,
the mechanisms used to block M-CDK and retain S-CDK
oscillations in endocycling cells vary widely between cell types
and organisms, showing just how versatile the building blocks of the
cell cycle are.

Drosophila endocycles
An informative example of the transition from mitosis to
endocycling is observed in follicle cells of the Drosophila ovary.
These cells, which form an epithelium that surrounds the developing
Drosophila oocyte, proliferate by mitosis up until the 7th stage of
oogenesis, at which point the oocyte and polyploid nurse cells that
support the oocyte start expressing the Notch ligand Delta (Deng
et al., 2001; Lopez-Schier and St Johnston, 2001). Expression of
Delta in the germline activates Notch signaling in the surrounding
follicle cells. This induces expression of Hindsight (Hnt), which
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Fig. 1. An overview of alternative cell cycles.
(A,B) While mitosis (A) gives rise to diploid cells, a
common path to polyploidy is endoreplication (B),
which includes two subgroups: endomitosis and
endocycling. Similar to mitotic cells, cells that undergo
endomitosis enter the cell cycle, which consists of four
canonical phases: G1, S, G2 and M. Endomitosis is
characterized by incomplete cytokinesis, thus resulting
in a polyploid binucleate cell or a polyploid
mononucleate cell. By contrast, endocycling cells lack
M phase altogether, resulting in a two-phase cell cycle
consisting of alternating G and S phases. Endocycling
cells often over- or under-amplify certain genomic
regions, resulting in joined polytene chromosomes.
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• Growth of differentiated cell: polyploidy 

• Polyploidy results from endoreplication by endomitosis 
or endocycling

Thomas LECUIT   2019-2020
http://shilolabweb.weizmann.ac.il/

Drosophila rectal papillae: endocycling

Drosophila salivary gland: endocycling

Drosophila embryo syncitium: endomitosis
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• Growth of differentiated cell: polyploidy 
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Examples: Drosophila oocyte: both endomitosis (16 nurse cells are connected due to incomplete cytokinesis) 
and encoreplication (512C)

3211Lar affects follicle polarity

Hs-hh induction of ectopic polar cells 
Adult females containing the hsp70-hedgehog (hs-hh) transgene were
subjected to cycles of heat shock at 37°C followed as described by
Forbes et al. (Forbes et al., 1996). Ovaries were removed after 3 days
of treatment and the number of polar cells analyzed by staining with
anti-FasIII antibodies. 

Actin labeling and immunofluorescence microscopy
For proper fixation of cytoskeleton, egg chambers were isolated in a
solution of equal osmolarity (Tilney et al., 1996). For both dissection
and fixation, 1$ Grace’s medium (GIBCO BRL) was used. The
presence of phalloidin in the fixative also stabilizes F-actin. All steps
were carried out at room temperature. Ovaries were dissected in 1$
Grace’s medium and immediately fixed for 20 minutes in freshly
prepared F buffer (four parts Grace’s Medium, one part fresh EM
grade 16% formaldehyde, 2% Triton-X-100, 1 U/ml of phalloidin).
This was followed by two 20 minute washes in phosphate-buffered
saline (PBS) containing 0.2% Triton X-100 and 1 U/ml of phalloidin,
and another 20 minute wash in PBS containing 0.2% Triton X-100
but without phalloidin. The ovaries were then rinsed in PBS
alone, after which they were ready for antibody staining.
Immunofluorescence microscopy was carried out as described
previously (deCuevas et al., 1996). Stained ovaries were mounted and
analyzed using a Leica NTS-confocal microscope.

Scanning electron microscopy
Drosophila eggs were fixed in 3% glutaraldehyde/1% formaldehyde
0.1 M cacodylate pH 7.4 overnight. After an ethanol dehydration
series, specimens were stabilized in hexamethyldisilizane, coated with
platinum/palladium and imaged in JEOL SEM 35 microscope.

Molecular analysis of Larbola alleles 
The location of the P insertions Larbola1 and Larbola2 was determined
by polytene chromosome in situ hybridization as described (Karpen

and Spradling, 1992) and mapped to 37F2-38A2. Their location on
the genomic sequence was determined by plasmid rescuing flanking
genomic DNA as described (Karpen and Spradling, 1992), and
sequencing across the junction from the 5% P element end. Both
flanking sequences gave a unique match to genomic DNA sequences
from region 37F2-38A2, at nucleotides 149,050 and 175,640,
respectively, of contig AE03663.1 (version 1). The annotated 5% end
of the Lar transcript in the same coordinate system is at 170,056 and
the end of the first exon is at 170,203. 

Northern blot analysis
Total ovary RNA was obtained, size fractionated and blotted as
described by Schneider and Spradling (Schneider and Spradling,
1997), except that TRIzolTM (Gibco BRL) was used as extraction
buffer. The blot was probed with a 1.5Kb EcoRI fragment from Dlar55
cDNA (Streuli et al., 1989), corresponding to the 5% region of the gene.
The blot was simultaneously probed with the 3.4 kb EcoRI-SacI
fragment isolated from the full-length cDNA of the cup gene (Keyes
and Spradling, 1997) as a loading control.

Whole-mount in situ
Single strand digoxigenin-labeled sense and antisense cDNA probes
from the clone Lar55 (Streuli et al., 1989) were generated by single
strand PCR (Patel et al., 1992). Hybridization was carried out
according to Suter and Steward (Suter and Steward, 1991). 

RESULTS

Bola mutations block egg elongation and the planar
polarization of basal actin filaments 
Ovarian follicles are nearly round when first budded from the
germarium, but elongate differentially along their anterior-

Fig. 1. Structure and development of Drosophila ovarian follicles. (A) A drawing of a Drosophila ovariole, showing the anterior germarium
(ger) followed by a string of eight successively older ovarian follicles connected by interfollicular stalks. The position of the polar cells is
shown (red). Each egg chamber stage is indicated above (see Spradling, 1993). As a result of egg elongation during stages 8-14, mature stage
14 egg chambers are 20-fold longer than stage 2 egg chambers in the AP axis, but only seven times wider in the DV axis. Somatic cells are
shown in green, whereas nurse cells and the oocyte are tan; the germline stem cells and forming cysts are illustrated in red and orange,
respectively. (B) A magnified view of the germarium showing regions 1, 2a, 2b and 3. Cell types are indicated by the same colors as in A,
except that the intercyst cells at the end of region 2b (arrow) are in dark blue, while the non-dividing somatic cells that surround region 1 and 2a
are shown in light blue. (C) A magnified view of the follicular epithelium from a stage 8 follicle. The apical and basal orientation of the follicle
cells can be seen with respect to the basement membrane (red) and the nurse cells. 

H. Frydman and A. Spradling. Development 128, 3209-3220 (2001) 
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« Comparisons of neuronal morphologies in the retrovesicular ganglia of Ascaris and C. elegans suggest that each 
neuron in Ascaris can be assigned a corresponding homolog in C.elegans. These data provide further evidence for 
a remarkable conservation of neuronal morphology in nematodes despite large differences in size and habitat. » 

Journal of Comparative Neurology 284374-388 (1989) 

• Small (C. elegans) and Large (Ascaris sp) worms have same embryo size (50µm)
• Larval growth determines final size.
• In large worms the cell number and 3D organisation is the same as in 
    small worms, but cell size is massively different 
    (4mm for intestinal in Strongylus equus intestine cell). 

C. elegans

https://en.wikipedia.org/wiki/Caenorhabditis_elegans
Worm Book

https://en.wikipedia.org/wiki/Ascaris_suum

Ascaris suum/lumbricoides

M-K Kim et al. The Korean Journal of Parasitology 2012; 50(3): 239-242.

• Growth of differentiated cell: polyploidy 
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Paramecium caudate

• Growth of differentiated cell: polyploidy in Ciliates 
144 Klaus Hausmann and Richard D. Allen 

(A) (B) (C) 
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Fig. 1 (A) and (B) Light and scanning electron microscopical appearance of Paramecium caudatum. (C) 
Drawing of Paramecium illustrating the light microscopical features. cv, contractile vacuole; fv, food 
vacuole; manu, macronucleus; minu, micronucleus; pe, peristome; tr, trichocysts; ve, vestibulum. 
(D) Higher magnification of the metachronal waves of the cilia (A Courtesy of Gerd Günther, Düsseldorf, 
Germany; C modified from Grell (1973)). Scale bar in A and B = 100 µm, in D = 10 µm). 

physiological studies. In addition, as an organism it is required to carry out all of the 
essential functions of any living organism, including gathering and digesting food, elim-
inating waste, growth and mitotic cell division, and sexual mating, as well as gene 
recombination (for reviews, see Görtz, 1988; van Wagtendonk, 1974 ; Wichterman, 1986 ). 

100µm

K. Hausmann and R. Allen. METHODS IN CELL BIOLOGY, VOL. 96 
DOI: 10.1016/S0091-679X(10)96007-X 

• Ciliates form an extremely vast phylum that separated from 
ancestors of plants and animals 1 billion years ago

• All ciliates have micronuclei (« germline ») and macronuclei (for 
vegetative growth).

• macronuclei range from 4C to 800C. 

Stentor roeseli

https://www.photo.net/1783374#//Sort-Newest/All-Categories/All-Time/Page-0

Igor Siwanowicz
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• Growth of differentiated cell: endocycles in Plants 

• Endocycles in plant cells both in leaves 
and stems

• Cell ploidy varies from 2C -16C
• Ploidy correlates with cell size 

Endopolyploidy in Arabidopsis Epidermis 1663 

assumed to represent a 2C ploidy level (the absolute values 
of the fluorescence measurements varied with each different 
sample preparation). 

(6 cells), 16C (14 cells), 32C (4 cells), and 64C (1 cell). In addi- 
tion, there were clusters of relative DNA values at the eqUiValent 
of 12C (3 cells), 24C (13 cells), and 48C (3 cells), a phenome- 
non not encountered in other leaf cell types, either epidermal 
or mesophyll. Altogether, 75% of the 61 trichome nuclei mea- 
sured from severa1 leaf peels fel1 in these peaks, whereas the 
other 25% (15 cells) were scattered throughout the range of 
8C to 64C, between the peaks. The occurrence of these inter- 
mediate values may be attributed to the fact that the heavy 

Nuclear DNA Quantity in Trichomes 

Measurements of nuclei of leaf trichomes, the largest cell type, 
revealed nuclear DNA quantities equivalent to 4C (2 cells), 8C 
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Flgure 2. Measurements of Nuclear DNA Quantity in Individual Cells of the Leaf Upper Epidermis. 

(A) Distribution of nuclear DNA amounts for 54 pavement cells. The scale indicating theoretical genome copy level is added below the histogram. 
(e) Tracing of cell outlines with ploidy level indicated for each pavement cell measured and included in the histogram above. 
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Figure 3. Measurements of Nuclear DNA Quantity in Individual Cells of the Stem Epidermis. 

(A) Distribution of nu-clear DNA amounts for 92 pavement cells. The scale indicating theoretical genome copy level is added below the histogram. 
(6) Tracing of cell outlines with ploidy level indicated for most of the pavement cells measured and included in the histogram above. 

walls of trichomes bind some fluorochrome, and that many 
of the trichome nuclei are elongate, two factors which compli- 
cate the determination of appropriate background readings. 
However, it is also possible that the two chromosome sets in 
a trichome nucleus may not maintain absolute synchrony in 
replication. 

The cytology of these nuclei offers insight as to the nature 
of the endomitotic process. A typical trichome of the upper 
leaf epidermis is shown in Figure 4. The nucleus contains dis- 
tinct, intensely stained spots, sometimes called chromocenters 
(Maluszynska and Heslop-Harrison, 1991). The number of 
these chromocenters (10 to 13) is highly consistent from nu- 
cleus to nucleus regardless of the ploidy level, suggesting 
that even though the quantity of DNA doubles with each 

endomitotic cycle, the number of chromosomes remains the 
same and the chromosomes become polytene. 

DISCUSSION 

Among the epidermal cells measured in this investigation, all 
the guard cells appeared to have nuclei with the 2C quantity 
of DNA, whereas all the trichome nuclei appeared to have 
elevated ploidy levels. The DNA values of trichome nuclei, how- 
ever, do not all fall into discrete ploidy categories of successive, 
doubled DNA amounts as is evident in epidermal pavement 
cells, possibly owing to the technical problem discussed earlier. 

Endopolyploidy in Arabidopsis Epidermis 1665

Table 1. A Summary of the Relationship between Nuclear DMA Quantity and Cell Size for Epidermal Pavement Cells in Arabidopsis

Cells

Stem cells
(n = 92)

Leaf cells
(n = 110)

Nuclear
Genome
Size

2C
4C
8C

2C
4C
8C

16C

No. of Cells
(% of Total)

18 (20%)
39 (42%)
35 (38%)

40 (36%)
53 (48%)
16(15%)
1 (1%)

Avg. Cell
Perimeter
in nm (Range)

138 (79-193)
392(137-612)
687 (379-1299)

96 (58-200)
199 (101-350)
372 (251-451)
642

Avg. Cell Area
in urn2 (Range)

614 (244-1070)
2471 (575-4056)
5254 (2822-9513)

480(154-1331)
1495 (584-3053)
3794 (2116-4645)
8153

Avg. Surface Area/
Cell in urn2 (Range)8

2887 (1446-4346)
9650 (2794-15144)

18751 (11416-34614)

1818(888-4662)
4949 (2178-9260)

11306 (6742-13474)
22726

Avg. Cell Volume
in urn3 (Range)6

7368 (2928-12840)
29652 (6900-48672)
63048(33864-114156)

4800 (1540-13310)
14950 (5840-30530)
37940 (21160-46450)
81530

a Total cell surface area was calculated for each cell as the sum of two times the measured cell area plus the perimeter times the cell depth
(determined from microscopic observation).
b Cell volume was calculated for each cell as the cell area times the cell depth.

In Arabidopsis stem and leaf pavement epidermal cells, en-
dopolyploidy is common (Table 1) but not universal. Only 29%
(58 of 202 cells) of the leaf and stem pavement epidermal cells
measured in this investigation had nuclei with the 2C level
of DMA.

Figure 4. Two Views of the Same DAPI-Stained Leaf Trichome.

(A) Phase contrast.
(B) Fluorescence. Note the large nucleus with 12 distinct chromocenters.
Bar = 15 urn.

Although these data are derived from a relatively small sam-
ple of cells and are based on a single tissue type, the findings
are in general agreement with those of a study using flow
cvtometry to measure the nuclear ploidy level of thousands
of nuclei from a mixture of all Arabidopsis leaf cell types
(Galbraith et al., 1991). These investigators reported the ap-
proximate proportions of different ploidy levels in cells of a
mature rosette leaf to be 2C, 25%; 4C, 28%; 8C, 37%; 16C,
10% (interpreted from their Figure 3D). Because these per-
centages are skewed toward the higher ploidy levels in
comparison with the values reported in Table 1, it would ap-
pear that other cell types (predominantly mesophyll cells) may
be more highly endopolyploid than pavement epidermal cells.
A recent investigation of Arabidopsis leaf anatomy reported
that the plane area of mesophyll cells in mature rosette leaves
ranges from 800 to 9500 urn2 (Pyke et al., 1991). If the rela-
tionship between cell area and nuclear genome size presented
in Table 1 for leaf epidermal cells holds for leaf mesophyll cells,
one would predict that mesophyll cells ranging in area from
800 to 9500 urn2 would have ploidy levels of 4C, 8C, and 16C.

The same 2C to 16C range of nuclear ploidy in cells of
Arabidopsis leaf tissue has been reported more recently
(Dickson et al., 1992), again with the majority of nuclei at the
4C and 8C ploidy levels. These investigators also reported the
absence of endopolyploidy in leaf tissue of Spiraea crenata;
all nuclei in these leaves appeared to be at the 2C ploidy level.
Since the absolute 2C value of S. crenata is only slightly larger
than that of Arabidopsis, the suggestion that endopolyploidy
is most prevalent in those plants with small genomes (Nagl,
1978) does not seem to be a universal generalization. It may,
however, apply within certain groups. DeRocher et al. (1990)
demonstrated the occurrence of endopolyploidy in nine spe-
cies of succulents with relatively small genomes (<3.5 pg of
DNA) and the lack of multiple ploidy levels in two other succu-
lent species with large genomes (>32.0 pg of DNA). Thus, for
some groups of plants such as succulents, the occurrence of
multiploidy may be related to the absolute size of the genome.

Galbraith et al. (1991) discuss some possibilities with respect
to the functional significance of multiploidy, including the need

Ploidy Surface Volume

J.E. Melaragno et al . The Plant Cell (1993); 5: 1661-166853



Thomas LECUIT   2019-2020

• Growth of differentiated cell: endocycles in Plants 
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division actually occurs [4]. Compensated cell enlargement 
depends on a significant increase in the vacuolar volume 
(often ten times the cytoplasmic volume), and begins only 
after cell division ceases. Thus, compensation is not a passive 
result of decreased cell division (as in the cake analogy), but a 
result of unknown positive, emergent control mechanisms.

Third, compensation is not always observed when cell 
division declines in the leaf primordium. Large-scale 
screening of Arabidopsis leaf size/shape mutants found 
several mutants with a moderately low number of leaf cells 
but without compensated cell enlargement [12,13]. A 
reduction in cell number caused by the over-expression of 
the BIG BROTHER E3 ubiquitin ligase gene results in even 
smaller leaf cells [22]. Thus, compensation is not a simple 
trade-off between cell division and expansion in an organ of a 
given size.

Fourth, as mentioned above, changes in cell size are not 
observed when cell division is enhanced. For example, the 
loss-of-function mutation ANGUSTIFOLIA3/GIF1 (AN3/
GIF1) typically causes compensation (a shortened period of 
cell division that results in a decreased number of cells and 
increased cell expansion). However, over-expression of the 
same gene simply increases the period of cell division and 
the number of leaf cells without causing any abnormality in 
cell size [23]. A similar phenomenon has been reported for 
several other genes, including AINTEGUMENTA [24].

Fifth, we recently found that there may be a threshold 
decrease in cell division that triggers compensated cell 
enlargement (U. Fujikura, G. Horiguchi, and H. Tsukaya, 
unpublished data). Moreover, compensated cell enlargement 
is observed in the tip-most region of leaf primordia soon 
after the cells in the region stop dividing, whereas active cell 
division still occurs in the basal regions at this stage [4]. This 
fact strongly suggests that compensated cell enlargement is an 
expression of some emergent control of cell expansion that 
is not linked to the final number of cells in the primordium, 
but to some component (e.g., level or speed) of cellular 
proliferation. How, then, are they linked? Does the trigger 
for compensation function in a non-cell-autonomous or 
cell-autonomous manner? We do not yet know the answers 
to these questions, but a recent study revealed that only a 
subset of the genetic pathways involved in leaf-cell expansion, 
which are used in normal leaf growth, are enhanced when 
compensated cell enlargement is triggered [25]. This fact is 
an important clue as to the mechanism of compensation. The 

construction and analysis of chimeras for AN3 expression 
in leaf primordia should enhance our understanding of 
compensation, a big mystery that must be solved. 

High-Ploidy Syndrome Offers Clues to the Link 
between Ploidy and Organ Size

Another curious phenomenon in the organ-wide 
control of plant organ size is the link between ploidy and 
organ size. High-ploidy syndrome offers clues to this link. 
Colchicine-induced polyploidization has been widely used 
for horticultural improvement because tetraploid plants 
(described as 4C) are generally larger than the parental 
diploid (2C) plants. This effect on body size is attributable to 
increases in cell size [26]. Tetraploid Arabidopsis plants (4C 
= 20: four chromosomes of each type) are larger than their 
diploid parents (2C = 10) in terms of leaf, flower, and cell size 
in the leaf lamina (Figure 2). 

In addition, annual weeds such as Arabidopsis frequently 
exhibit repeated endoreduplication that results in cell-
autonomous genome duplication during such developmental 
processes as trichome differentiation and increases in 
epidermal cell volume [27,28]. Endoreduplication is a 
modified version of the cell cycle that lacks M phase. During 
each round of endoreduplication, the genome is duplicated, 
but the number of chromosomes stays the same, resulting in 
polyteny (a condition in which the replicated chromosomes 
do not separate). Do these two methods of achieving 
polyploidy (i.e., increasing the number of chromosomes 
versus polyteny) work in the same way to increase cell 
volume?

doi:10.1371/journal.pbio.0060174.g001

Figure 1. Compensation Does Not Maintain the Overall Size and 
Shape of Leaves
(A) Gross morphology of the sixth leaf of wild-type Columbia (wt: 
left) and KRP2-over-expressor (o/x: right) plants. There are significant 
differences in the size and shape of the leaves. Scale bar, 1 mm. (B) A 
paradermal view of the first layer of palisade tissue from the leaves 
shown in panel (A): Left, wt Columbia, and right, KRP2-o/x. Scale bar, 
100 µm. Note the increase in cell size (a result of compensated cell 
enlargement) in the KPR2-o/x.

doi:10.1371/journal.pbio.0060174.g002

Figure 2. The Mysterious Relationship between Polyploidy and 
Organ/Cell Size
Diploid, tetraploid, and octaploid Arabidopsis Columbia plants, two 
weeks after sowing, are shown from left to right. (A) Gross morphology 
of the plantlets. The octaploid plant has smaller leaves compared to 
the diploid and tetraploid plants. c, cotyledon. Unit of scale, 1 mm. (B) 
Paradermal view of the palisade cells in the first leaves. From left to right, 
diploid, tetraploid, and octaploid. Bar, 100 µm.

• Polyploidy induces cell growth in Arabidopsis
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• Postembryonic Growth 
(polyploidy or delayed differentiation)

• Growth before development: Oogenesis
   (polyploidy)

The confusion relating to the timing of evolutionary divergence is
primarily associated with the difficulty in using morphological
characteristics to evaluate quantitatively the degree of conservation
at each developmental stage given qualitatively different
morphological features. For example, although one can quantitate
differences in, for example, blastomere number at an early stage
there is no method for quantitatively comparing this variation
against the variations of somite number at a later stage. Meanwhile,
some researchers have tested the models by investigating
developmental features that may potentially result in certain
evolutionary conservation (e.g. Raff proposed that the phylotypic
period of the hourglass model arises because the organogenesis
period is constrained, with changes during this period tending to
result in a lethal or less adaptive phenotype). In concordance with
this viewpoint, some researchers have tested the models by
reviewing the studies that applied teratogens to rodent embryos
(reviewed by Galis and Metz, 2001), to identify the stages that are
particularly sensitive to these treatments. They identified enhanced
sensitivity (in terms of a higher frequency of abnormality of
lethality) to teratogens during the organogenesis stages. However, it
is not surprising that teratogens cause more malformations during
the period of organogenesis because these agents are, by definition,
chemicals that cause abnormal organogenesis. Therefore, it remains
to be clarified whether the organogenesis stages are actually most
susceptible to failure or lethality due to genetic mutations, and
whether this can cause an hourglass-like divergence in evolutionary
timescale. Similarly, Roux and Robinson-Rechavi pointed out
that genes expressed in early stages are often indispensable (Roux
and Robinson-Rechavi, 2008); however, the data were not
comprehensive and, as argued by Kalinka and Tomancak (2012),
loss-of-function analysis does not address the issue of evolvability
of different periods of development.

Testing models with molecular approaches
Since the models discussed above were introduced to explain the
divergence of embryos over hundreds of millions of years (Myr) of
evolutionary time (∼550 Myr ago for vertebrates), clarifying the

possible evolutionary mechanism underlying embryonic body plan
conservation is far more challenging than evaluating the degree of
conservation. Traditionally, studies assessing divergence/conservation
have used morphological approaches, but the rise of sequence-based
analysis for evolutionary studies, based on genomic or transcriptomic
data, has provided a new tool for researchers in this field. Thus far, and
not surprisingly given the challenges mentioned above, most
molecular studies have focused on evaluating the divergent or
conserved nature of embryos by quantitatively measuring expression
profiles of genes during animal embryogenesis.

Pioneering studies took advantage of expression profiles from
single species (Hazkani-Covo et al., 2005; Irie and Sehara-Fujisawa,
2007), and more recently from multiple species to make cross-
species comparisons of expression profiles (Kalinka et al., 2010;
Irie and Kuratani, 2011; Levin et al., 2012; Yanai et al., 2011; Wang
et al., 2013; Schep and Adryan, 2013). Measuring orthologous gene
expression profiles from whole embryonic RNA samples discards
all the morphological information, but the measured expression
similarity between samples can be regarded as an index that reflects
the degree of similarity in cellular composition between embryos.
Therefore, it is potentially a useful alternative approach to identify
conserved embryonic stages. Moreover, such molecular studies
seem to have some advantages over morphological approaches
because they more directly assess the inherited entities (the DNA
sequences and transcribed information). This is similar to what has
happened in the field of phylogenetics, where molecular phylogeny
now dominates morphology-based data.

The pioneering molecular studies (Hazkani-Covo et al., 2005;
Irie and Sehara-Fujisawa, 2007; Artieri et al., 2009; Cruickshank
and Wade, 2008) had two major limitations. First, they were based
on a limited number of genes [e.g. they used EST (expressed
sequence tag) data]. Second, their evaluation was largely based on
the sequence conservation of expressed genes in single species,
such as mice (Hazkani-Covo et al., 2005; Irie and Sehara-Fujisawa,
2007) or Drosophila (Artieri et al., 2009; Cruickshank and Wade,
2008), rather than incorporating data from multiple species. It is
important to bear in mind that these experimental animals were

Fig 2. The developmental hourglass model. (A) The developmental hourglass model predicts that mid-embryonic organogenesis stages (phylotypic period)
represent the period of highest conservation, and that the phylotypic period is the source of the basic body plan at a phylum level. Adapted, with permission, from
Wang et al. (2013). (B) Hourglass-like divergence has been proposed to result from the spatial temporal co-linearity of Hox cluster genes (Duboule, 1994), from
the existence of highly interdependent molecular networks at the phylotypic stage (Raff, 1996). (C) Potential phylotypic period for vertebrates. Two stages of
X. laevis are shown, as there was no statistically significant difference between these two stages. Adapted, with permission, from Wang et al. (2013).
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A. Abzhanov Trends in Genetics (2013), Vol. 29, No. 12 

• Constraints on growth fashioned developmental strategies

Constraint #1: Growth phases occur prior to and after developmental patterning occurs
Constraint #2 : Cell scale: Differentiated cells cannot divide. 
Constraint #3 : Cell scale:Transcription and ribosome assembly
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• Relaxation of growth constraints in Mammals

— Viviparous development: slow growth by proliferation in a protected environment
               (enables growth of enormous animals at birth)

https://www.nichd.nih.gov/research/supported/HPP/form
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Self-organization of stem cells
into embryos: Awindow on early
mammalian development
Marta N. Shahbazi1*†, Eric D. Siggia2*†, Magdalena Zernicka-Goetz1*†

Embryonic development is orchestrated by robust and complex regulatory mechanisms
acting at different scales of organization. In vivo studies are particularly challenging for
mammals after implantation, owing to the small size and inaccessibility of the embryo.
The generation of stem cell models of the embryo represents a powerful system with
which to dissect this complexity. Control of geometry, modulation of the physical
environment, and priming with chemical signals reveal the intrinsic capacity of embryonic
stem cells to make patterns. Adding the stem cells for the extraembryonic lineages
generates three-dimensional models that are more autonomous from the environment and
recapitulate many features of the pre- and postimplantation mouse embryo, including
gastrulation. Here, we review the principles of self-organization and how they set cells in
motion to create an embryo.

V
ertebrate development deploys orthologous
sets of genes that first create the body axes—
anterior-posterior (AP), dorsal-ventral
(DV), and left-right (LR)—as well as the
germ layers—endoderm, mesoderm, and

ectoderm—and ultimately refines these patterns
to the diverse adult formsweknow.Howare these
spectacular feats of self-organization possible?
Although we have an inventory of genes that

confer cell identity, we are far from understand-
ing how their products communicate to gener-
ate embryonic patterns.
Multiple levels of regulation add robustness

to embryonic development, but this redundancy
makes the regulatory network difficult to de-
cipher. Using stem cells as a model system to
study embryology, we are now able to start
peeling back these layers of regulation to reveal
the dynamic organization of the embryo. Tech-
nical advances that created stem cell embryology
were reviewed in (1). Here we focus on the prin-
ciples of how cell communication at the molec-
ular level enables embryonic self-organization in
mouse and human embryos.

Mammalian embryo development

Preimplantation development is fairly conserved
among mammalian species (2). Fertilization
leads to a stepwise process of cell fate specifica-
tion that culminates with the blastocyst com-
prising three cell types: the embryonic epiblast
and the extraembryonic primitive endoderm
and trophectoderm (3–6). Blastocyst implanta-
tion initiates a dialogue between the uterus and

the embryo, which leads to the reorganization
of both the embryo and the maternal tissues.
Across diverse mammalian species, the basic
relation between tissues is conserved, but post-
implantation conceptuses present distinct em-
bryonic architectures, from the cylinder-like
shape ofmouse embryos to the bilaminar disc of

human embryos (2) (Fig. 1). How these different
shapes evolved remains unknown.
Interactions between embryonic and extra-

embryonic tissues are critical to reshaping the
developing embryo. In the mouse, the polar
trophectoderm proliferates in response to fibro-
blast growth factor 4 (FGF4) secreted by the epi-
blast to form the extraembryonic ectoderm (7),
which will form the placenta. Concomitantly, the
epiblast and extraembryonic ectoderm undergo
a process of lumenogenesis in response to extra-
cellular matrix (ECM) secreted by the primitive
endoderm–derived visceral endoderm (8, 9). The
fusion of the extraembryonic ectoderm and
epiblast cavities leads to the formation of the
proamniotic cavity (10), fundamental for the es-
tablishment of the body plan. This coincides
with a symmetry-breaking event to form the
anterior signaling center in the visceral endo-
derm (AVE) that defines the AP axis and the
site of gastrulation (11–13).
In human embryos, the epiblast undergoes

lumenogenesis in a similar way to that of the
mouse, with one important difference: Epiblast
in contact with the trophoblast forms the am-
niotic epithelium, whereas epiblast in contact
with the hypoblast (visceral endoderm-equivalent)
forms the epiblast disc (1, 2, 14). The mecha-
nisms of symmetry breaking leading to AP axis
formation in human embryos remain unknown,
but mechanical and chemical cues are clearly
involved. In cynomolgus monkey embryos, a
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Fig. 1. Schematic representation of mouse and human pre- and postimplantation embryos
and the stem cell lines that can be derived from them. Extraembryonic tissues are shown in
different shades of teal, and epiblast derivatives in different shades of red. EPI, epiblast; TE,
trophectoderm; PE, primitive endoderm (mouse), HYPO, hypoblast (human); ExE, extraembryonic
ectoderm; VE, visceral endoderm; AVE, anterior visceral endoderm; CT, cytotrophoblast; SCT,
syncytiotrophoblast; YSE, yolk sac endoderm.
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• Small egg at fertilisation
• Long proliferation phase associated with gradual growth
• Substantial growth in utero post development: long process

mouse: 0.05g to 1.5g    — 21 days
human: 0.05g to 3.5 kg — 270 days
whale: 0.05g to 7T       — 480-590 days

https://www.aafp.org/afp/1998/0801/p453.html56
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—Cell lineages balance growth (of stem cell pool and 
intermediates, called transit amplifying cells) and 
terminal differentiation.

achieve desired ends, usually in a robust manner. To begin
talking about the control needs of growing tissues and organs,
we must first ask what are the ‘‘desired’’ ends, and to what
kinds of uncertainties and perturbations must growth and
differentiation be robust?

Perhaps the most obvious objective of a growth control
system is to reach and maintain a specified size. Sizes of
organs such as the brain, for example, are genetically
specified within narrow tolerances (e.g., [16]). Moreover,
self-renewing organs, such as the liver, seem to ‘‘remember’’
their appropriate sizes, as they accurately regenerate to their
original sizes following even massive lesions [17]. The fact that
many genetic alterations can affect final organ size (e.g.,
[18,19]) suggests that there are diverse molecular pathways by
which size may be regulated.

A less obvious performance objective is control of growth
rate. Consider, for example, a self-renewing tissue that
maintains constant size by balancing continual cell death
with cell production. Following an injury in which differ-
entiated cells are destroyed, if there is no adjustment in cell
production, those cells will be replaced only at the same
(often very slow) rate at which they previously turned over. In
regenerating tissues, however, it is common to observe a
dramatic increase in proliferation following injuries, with
rapid restoration of tissue morphology and size [17,20,21].
Even in tissues that do not regenerate, control of growth rate
is likely to be important during development, so that the
changing sizes of different organs are properly coordinated
with each other.

Other possible targets of control are the proportions of cell
types in a tissue. For example, in a branched lineage (one with
more than one terminal-stage cell type) a fixed ratio of end
products may be important for tissue or organ function [22].
In lineages that operate continuously, it may also be desirable
to ensure that stem and progenitor cells (which do not usually
contribute directly to tissue function) are not too great a
fraction of the tissue mass.

How difficult should it be for tissues to achieve such
objectives? With control, the difficulty of the task depends

upon the magnitude of the perturbations that are normally
encountered (e.g., genetic and/or random effects on cell
behavior, environmental fluctuations, injury, and disease); the
sensitivity of the system’s behavior to those perturbations;
and the level of imprecision in output that is acceptable.
In recent years, increasing attention has been focused on

the control challenges of biological networks, including those
associated with metabolism, intracellular signaling, and gene
regulation (e.g., [23–26]). Superficially, cell lineages look a
great deal like these other kinds of pathways (Figure 1). Yet
the components of lineages—cell stages—do not just transmit
signals or material from one to another; they typically
undergo autonomous, exponential expansion at the same
time. This imparts a characteristic volatility to lineage
dynamics that no doubt poses challenges for control. Given
such challenges, it would not be surprising if the control of
tissue and organ growth necessitates control strategies unlike
those encountered elsewhere in biology. Here, we take steps
toward identifying such strategies.

Results

Lineage Dynamics in the Absence of Control
One way to identify the control needs of a system, and the

strategies that may be used to address those needs, is to build
models and explore their behavior. Figure 2A is a general
representation of an unbranched cell lineage that begins with
a pool of stem cells, ends with a postmitotic cell type, and
possesses any number of transit-amplifying progenitor stages.
If cells at each stage are numerous, and divisions asynchro-
nous, then the behavior of such a system over time can be

Figure 1. Biological Pathways That Are Potential Targets of Control

Like metabolic, signaling, and gene expression pathways, cell lineages
may be viewed as input–output pathways in which information or
material flows through a series of defined elements (A–D) at rates
controlled by measurable parameters (e.g., enzyme levels E1, E2, synthesis
rates v1, v2, etc.). Unlike these other pathways, cell lineages are
characterized by a potential for exponential expansion at most or all
stages (parameters p0, p1, etc.). The impact of this difference on the
strategies that may be used for tissue growth control has been little
studied.
doi:10.1371/journal.pbio.1000015.g001
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Cell Lineages and Proliferative Control

Author Summary

Many tissues and organs grow to precise sizes and, when injured,
regenerate accurately and rapidly. Here, we ask whether the
organization of cells into lineages, and the feedback interactions
that occur within lineages, are necessary elements of control
strategies that make such behavior possible. Drawing on mathe-
matical modeling and the results of experimental manipulation of
the mouse olfactory epithelium, we show that performance
objectives, such as robust size specification, fast regeneration from
a variety of initial conditions, and maintenance of high ratios of
differentiated to undifferentiated cells, can be simultaneously
achieved through a combination of lineage structures, signaling
mechanisms, and spatial distributions of cell types that correspond
well with what is observed in many growing and regenerating
tissues. Key to successful control is an integral-feedback mechanism
that is implemented when terminally differentiated cells secrete
molecules that lower the probability that progenitor cells replicate
versus differentiate. Interestingly, this mechanism also explains how
the distinctive proliferative behaviors of stem cell and ‘‘transit-
amplifying’’ cell populations can emerge as a consequence of
feedback effects, rather than intrinsic programming of cell types.

Growth and 
Cell division Differentiation

• Relaxation of growth constraints in Mammals

— Viviparous development: slow growth by proliferation in a protected environment
             

—Proliferation and delayed differentiation in a stem cell based lineage

57



Thomas LECUIT   2019-2020

Zhurov V. Terzin T. and Grbic M. Nature 462: 764-769. (2004)

Grbic M. et al. Strand M. Development 122:795-804 (1996) 

799Pattern formation in a polyembryonic wasp

at the end of the host fourth instar (day 9). Expression extended
from the posterior end to 55% of the length of the newly formed
primordium (Fig. 5A), resembling the early D. melanogaster
Eve syncytial blastoderm pattern. As expected for a nuclear
antigen, Eve staining was restricted to the nucleus. Unlike D.
melanogaster, however, we found no evidence for a two-

segment or pair-rule periodicity to Eve expression in C. flori-
danum. At the onset of gastrulation, the initial broad domain
resolved directly into segmental stripes of Eve expression. Eve
stripes formed sequentially, in a rapid anteroposterior progres-
sion, created by the disappearance of Eve from the interstripe
regions (Fig. 5B). Individual Eve stripes were one to two cells
wide, with three to four cells between the stripes. Stripes
encircled the embryo completely. This is the same distance that
separates individual Engrailed stripes as they form (see below)
and is equivalent to a single segment. As the germband
extended, increasing numbers of Eve stripes were detectable,
followed by a zone of Eve expression in the tail region, in which
the individual stripes had not yet resolved (Fig. 5C, the posterior
Eve zone is between the two arrows). Once the germband was
fully extended, however, the Eve pattern was detected in 15
stripes (Fig. 5D). Eve expression was not observed in the head.
In the condensed germband, Eve was detected in several bilat-
erally paired neuroblasts (Fig. 5E), in a pattern that is conserved
in all insects examined (Patel et al., 1992, 1994). 

We were surprised to find that the Eve pair-rule expression
pattern was missing while the segmentally reiterated
expression was conserved. To ensure that we had not missed
a temporally brief pair-rule expression pattern, we examined
a large number of C. floridanum polymorulae (n=50) from the
host fourth and fifth instar. Although each primordium within
a polymorula initiates embryonic development synchro-
nously, subsequent development of embyros becomes asyn-
chronous. In each polymorula, therefore, we would see one
to two thousand embryos at slightly different stages of devel-
opment and Eve stripe formation. We were unable to detect
a pair-rule pattern in any embryo at any time. We also note
that in D. melanogaster and the beetles in which Eve
expression has been described, the primary pair-rule stripes
seem to narrow continuously from when they are first estab-
lished. The primary stripes are roughly 4-5 cells wide (Frasch
et al., 1987; Patel et al., 1992, 1994). These initially thick
stripes narrow to 1-2 cells wide when Eve expression
becomes segmentally iterated. Two distinct sizes of Eve
stripes were not seen in C. floridanum. Stripes were one to
two cells wide when formed and remained so throughout
germband extension. 

Fig. 3. Confocal, SEM and fluorescence images of the proliferating
morula stage. Confocal image of a polymorula dissected from a first
instar host. Arrow and arrowheads mark individual morulae within
the polymorula. (B) SEM of a single proliferating morula from the
polymorula (see Fig. 1d-f). Arrow marks the extraembryonic
membrane and arrowhead marks a single embryonic cell (scale bar,
10 µm). (C) Confocal image of an individual proliferating morula
stained with FITC-conjugated phalloidin (scale bar, 6 µm). Arrow
marks a single cell. (D) Dye injected into this cell (arrow) remains
confined to the cell.

Fig. 4. Confocal, SEM and fluorescence images of
embryos undergoing morphogenesis. (A) SEM
showing the cells of a morula undergoing
compaction to form an embryonic primordium (see
Fig. 1g). The extraembryonic membrane has been
removed (scale bar, 6 µm). (B) Confocal image of
the same stage as A with the embryonic cell mass
enveloped by membrane (scale bar, 5 µm). (C) Dye
(orange) injected into a single cell of the embryonic
primordium remains confined to the cell. (D) SEM
of an embryonic primordium. The embryo is
fractured to reveal the tightly interdigitated cells
present immediately prior to morphogenesis (see
Fig. 1g,h). The extraembryonic membrane has been
removed (scale bar, 15 µm). (E) Confocal image of
the same stage as (D) surrounded by the
extraembryonic membrane (scale bar, 15 µm).
(E) Arrowhead marks direction of the anterior-
posterior axis. (F) Dye (orange) injected into a
single cell of this stage remains confined to the cell. 

799Pattern formation in a polyembryonic wasp

at the end of the host fourth instar (day 9). Expression extended
from the posterior end to 55% of the length of the newly formed
primordium (Fig. 5A), resembling the early D. melanogaster
Eve syncytial blastoderm pattern. As expected for a nuclear
antigen, Eve staining was restricted to the nucleus. Unlike D.
melanogaster, however, we found no evidence for a two-

segment or pair-rule periodicity to Eve expression in C. flori-
danum. At the onset of gastrulation, the initial broad domain
resolved directly into segmental stripes of Eve expression. Eve
stripes formed sequentially, in a rapid anteroposterior progres-
sion, created by the disappearance of Eve from the interstripe
regions (Fig. 5B). Individual Eve stripes were one to two cells
wide, with three to four cells between the stripes. Stripes
encircled the embryo completely. This is the same distance that
separates individual Engrailed stripes as they form (see below)
and is equivalent to a single segment. As the germband
extended, increasing numbers of Eve stripes were detectable,
followed by a zone of Eve expression in the tail region, in which
the individual stripes had not yet resolved (Fig. 5C, the posterior
Eve zone is between the two arrows). Once the germband was
fully extended, however, the Eve pattern was detected in 15
stripes (Fig. 5D). Eve expression was not observed in the head.
In the condensed germband, Eve was detected in several bilat-
erally paired neuroblasts (Fig. 5E), in a pattern that is conserved
in all insects examined (Patel et al., 1992, 1994). 

We were surprised to find that the Eve pair-rule expression
pattern was missing while the segmentally reiterated
expression was conserved. To ensure that we had not missed
a temporally brief pair-rule expression pattern, we examined
a large number of C. floridanum polymorulae (n=50) from the
host fourth and fifth instar. Although each primordium within
a polymorula initiates embryonic development synchro-
nously, subsequent development of embyros becomes asyn-
chronous. In each polymorula, therefore, we would see one
to two thousand embryos at slightly different stages of devel-
opment and Eve stripe formation. We were unable to detect
a pair-rule pattern in any embryo at any time. We also note
that in D. melanogaster and the beetles in which Eve
expression has been described, the primary pair-rule stripes
seem to narrow continuously from when they are first estab-
lished. The primary stripes are roughly 4-5 cells wide (Frasch
et al., 1987; Patel et al., 1992, 1994). These initially thick
stripes narrow to 1-2 cells wide when Eve expression
becomes segmentally iterated. Two distinct sizes of Eve
stripes were not seen in C. floridanum. Stripes were one to
two cells wide when formed and remained so throughout
germband extension. 

Fig. 3. Confocal, SEM and fluorescence images of the proliferating
morula stage. Confocal image of a polymorula dissected from a first
instar host. Arrow and arrowheads mark individual morulae within
the polymorula. (B) SEM of a single proliferating morula from the
polymorula (see Fig. 1d-f). Arrow marks the extraembryonic
membrane and arrowhead marks a single embryonic cell (scale bar,
10 µm). (C) Confocal image of an individual proliferating morula
stained with FITC-conjugated phalloidin (scale bar, 6 µm). Arrow
marks a single cell. (D) Dye injected into this cell (arrow) remains
confined to the cell.

Fig. 4. Confocal, SEM and fluorescence images of
embryos undergoing morphogenesis. (A) SEM
showing the cells of a morula undergoing
compaction to form an embryonic primordium (see
Fig. 1g). The extraembryonic membrane has been
removed (scale bar, 6 µm). (B) Confocal image of
the same stage as A with the embryonic cell mass
enveloped by membrane (scale bar, 5 µm). (C) Dye
(orange) injected into a single cell of the embryonic
primordium remains confined to the cell. (D) SEM
of an embryonic primordium. The embryo is
fractured to reveal the tightly interdigitated cells
present immediately prior to morphogenesis (see
Fig. 1g,h). The extraembryonic membrane has been
removed (scale bar, 15 µm). (E) Confocal image of
the same stage as (D) surrounded by the
extraembryonic membrane (scale bar, 15 µm).
(E) Arrowhead marks direction of the anterior-
posterior axis. (F) Dye (orange) injected into a
single cell of this stage remains confined to the cell. 
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• Relaxation of growth constraints in endoparasites

A large caterpillar is akin to a uterus

polyembryony

polymorula morula

Trichoplusia

morphogenesis, producing sequentially up to 100 long, slender
larvae with strong mandibles, called precocious larvae. These larvae
have a complex parasitic function, performing workers’ tasks
including a defensive role against interspecific competitors9 and
altering the brood sex ratio10. The precocious larvae never moult,
and die when their reproductive siblings consume the host. The
reminder of the proliferating morulae synchronously initiate the
de novo formation of up to 2,000 embryonic axes in the fourth host
instar, ultimately producing reproductive embryos8,11. These
embryos develop into short, compact larvae that consume the
host, moult, pupate and form adult wasps.

Animal embryos studied up to now specify their embryonic axes
at the beginning of development12. In contrast, de novo specification
of thousands of embryonic axes in Copidosoma late in development
challenges the current model of early axial specification in meta-
zoans. Drosophila is an example of animal development in which
extensive axial pre-patterning relies on maternal determinants
supplied in the form of specialized cytoplasm containing infor-
mation directing anterior, posterior and germline development13.

At the other end of the continuum is the mouse egg, in which
neither a pre-pattern nor examples of specialized cytoplasm such
as germ plasm have been demonstrated14. Mathematical models
indicate that it is implausible that maternal pre-patterning has a
role in Copidosoma development, because maintenance of pre-
pattern would be impossible during the extensive proliferative
growth3. However, in 1906 Silvestri described a specific region of
egg cytoplasm called the oosome that he believed to represent
the germ plasm15. We determined previously that at the four-cell
stage, the smallest cell that inherits the oosome becomes dye-
uncoupled from other cells7 and could be stained with anti-
Drosophila Vasa antibody11, corroborating Silvestri’s proposal
that early asymmetries might exist in the Copidosoma embryo.
To determine the role of pre-patterning in polyembryonic insect
embryogenesis we established a molecular marker for the
oosome during Copidosoma embryogenesis and developed a
transplantation protocol that allowed us to map the fate of the
oosome-containing cell of the early embryo with the use of laser
ablation.

    

Figure 1 Life cycle of Copidosoma, alignment and phylogram of CfVasa amino acid

sequences. a, Copidosoma life cycle. b, Predicted amino acid sequences and alignment
of DEAD-box region of C. floridanum, C. elegans, H. magnipapillata, E. fluviatilis,

D. dorotocephala, D. melanogaster, B. mori, C. intestinalis, D. rerio, O. mykiss, X. laevis,

G. gallus, M. musculus and R. norvegicus Vasa proteins; for complete sequence

alignment see Supplementary Information. c, Phylogram of Vasa amino acid sequences.

Numbers at branches represent bootstrap values. Branch-length scale bar represents 0.1

amino acid substitutions per site.
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ony has evolved convergently at least four times, correlated

with the endoparasitic or viviparous life histories displayed by

members of these families.(23,24)

In order to appreciate the complexity of caste determination

and germ cell specification in this animal, we must first

understand embryonic development in the context of the life

cycles of both the parasite and the host. All stages described in

the following section are shown in Fig. 1A.

C. floridanum adult females oviposit one or two eggs into

the egg of the moth Trichoplusia ni. Embryogenesis takes

72 hours in T. ni, and up to 13 days in C. floridanum, so that

embryogenesis of thewasp takesplace during both embryonic

and larval development of the host. C. floridanum cleavage is

holoblastic (found in hexapods only among Collembola and

parasitic Hymenoptera,(10,25–28)), unlike the syncytial clea-

vage characteristic of early embryogenesis in most insects.

The first cleavage produces two diploid cells of roughly equal

size, and the polar bodies, instead of disintegrating, become

incorporated into a ‘‘polar cell’’. The second cleavage is equal

in one cell (producing cells named B1 and B2), but unequal in

the other, which produces one large (B3) and one small cell

(B4). All cell proliferate until the embryo consists of roughly 200

cells, when it is called a primarymorula. The polar cell nucleus

divides syncytially, forming a multinucleate cell that encircles

the primary morula, forming a syncitial extraembryonic mem-

brane (trophamnion). When the host egg hatches into a larva,

the trophamnion interdigitates between groups of proliferating

cells, splitting the primary morula into a polymorula, now com-

prising up to 2000 secondary morulae of about 20 cells each.

Each one of these clonally related secondary morulae proli-

ferates and gives rise to one larva. The trophamnion does not

contribute to any larval structures, but instead may protect the

morulae from destruction by the host immune system.(29)

All wasp larvae hatch inside of, consume and eventually kill

the host moth larva. However, not all larvae are created equal.

Most larvae are reproductive larvae, with squat, overtly seg-

mented bodies; they eat the host larva, pupate and metamor-

phose into sexually reproductive adult wasps. All embryos that

form reproductive larvae undergomorphogenesis andhatch in

the transition from fourth (L4) to fifth (L5) instar of the host

larva, which is the final instar before pupation in uninfected

moth larvae.(21) Some of the hatched larvae (4% to 24%(1,22))

are sterile soldier larvae, which have a vermiformmorphology;

these larvae never complete metamorphosis, instead dying

after their reproductive siblings have consumed the host.

While male soldier larvae hatch at the same time as their

reproductive siblings (host L4–L5), female soldier larvae begin

hatching up to seven days earlier, between host instars L1 and

L2.(21,30) Larval instar transitions and pupation are generally

associated with changes in insect hormones titres.(4) How-

ever, heterochronic transplant and hormone treatment experi-

ments have shown that C. floridanum caste determination is

Figure 1. Embryonic development and Vasa protein distribution inC. floridanum.A: The progression through early holoblastic cleavage
results in asymmetric inheritance of the oosome (red arrow) to the B4 cell at the 4-cell stage. The polyploid trophamnion (yellow) grows to
envelop the primary morula, then interdigitates to define secondary morulae at the polymorula stage. Morphological differences are very
clear between reproductive and solider larvae. pb, polar bodies; pn, polar nuclei; tr, trophamnion. Adapted from Silvestri F. 1906. Ann. R.
Scuola Sup. Agric. Portici 6:3–51. B–G:(1) Vasa protein distribution visualised by confocal microscopy. Red, Vasa protein; Green,
filamentous actin (B–E) or nuclei (F–H).B: The oosome is inherited by only one cell at first cleavage.C: The oosome is inherited by B4 at
second cleavage, and subsequently breaks down into cytoplasmic particles. D: B4 has four to eight descendants (putative PGCs) by the
primary morula stage. E: Not all secondary morulae contain PGCs. SM, secondary morula; S, embryos undergoing morphogenesis into
soldier larvae;PS, putative solidermorulae.F:At theendof embryogenesis, reproductive larvaehave twoclusters of PGCsat the posterior.
A, anterior.G: Soldier larvae do not possess PGCs. A, anterior; p, posterior.

What the papers say
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— endo-parasitic development: using a host larva or egg as a uterus
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Vesparum de Xenos

— Miniaturization in endoparasitic wasps

A samurai wasp (Trissolcus japonicus) lays an egg inside a brown marmorated stink bug (Halyomorpha halys)

https://www.sciencemag.org/news/2018/08/
scientists-spent-years-plan-import-wasp-kill-

stinkbugs-then-it-showed-its-own

Trissolcus japonicus

• Relaxation of growth constraints in endoparasites
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— Hyperparasitisms: « russian dolls » and miniaturisation

We damaged plants with a pattern wheel and applied 25 ml of oral
secretion from either unparasitized or parasitized caterpillars to
the damaged sites. Parasitoid species are known to alter the
composition of the oral secretions of their host and thereby
strongly affect the response of the plant to a parasitized caterpillar
[20]. Compounds in the oral secretions of Pieris caterpillars play a
key role in inducing volatile release by their food plant [24]. L.
nana preferred the volatiles from plants that were treated with oral
secretions obtained from C. glomerata–parasitized caterpillars over
volatiles from plants treated with oral secretions from unparasit-
ized caterpillars (Figure 4). Oral secretions of parasitized
caterpillars alone (i.e., without application to wounded sites) did
not attract the hyperparasitoids (Figure 4).

Volatiles
Analysis of the volatile blends of plants induced by C. glomerata–

parasitized, C. rubecula–parasitized, or unparasitized caterpillars
revealed that these three herbivore treatments induce volatile
blends that differ from undamaged control plants. A total of 33

compounds that were present in all samples of at least one of the
four plant treatments were tentatively identified and included in
further analysis (Table 2). In the PLS-DA, undamaged control
plants grouped separately from the three treatments with
caterpillar feeding (Figure 5). Amongst the caterpillar-damage
treatments, plants damaged by feeding of unparasitized caterpillars
and caterpillars parasitized by C. rubecula overlapped largely in
their volatile headspace as shown by PLS-DA. Plants damaged by
C. glomerata–parasitized caterpillars were only 40% similar in their
volatile headspace to plant headspaces induced by the two other
caterpillar treatments and were most distinctly different from
undamaged control plants. Nine compounds most strongly
contributed to the differences among treatments are indicated by
VIP scores higher than 1. These compounds included terpenoids,
a ketone, a nitrile, and two unknown compounds (Table 2). The
concentrations of two compounds differed significantly among the
caterpillar treatments. Plants damaged by C. glomerata–parasitized
caterpillars produced higher concentrations of (E)-4,8-dimethyl-
nona-1,3,7-triene [(E)-DMNT], a known attractant for parasitoids

Figure 1. Experimental study system of the four-trophic-level community on Brassica oleracea plants. The gregarious primary parasitoid
Cotesia glomerata (CG) and the solitary C. rubecula (CR) attack caterpillars of Pieris (PR) butterflies, which are in turn attacked by several
hyperparasitoids: Acrolyta nens (1), Lysibia nana (2), Pteromalus semotus (3), Mesochorus gemellus (4), and Baryscapus galactopus (5). Hyperparasitoids
at the fourth trophic level find their primary parasitoid host at the third trophic level via information derived from the plant at the first trophic level.
Larvae of primary parasitoids that develop in their herbivorous host at the second trophic level inflict changes in their herbivore host, and the
combination of herbivore and parasitoid (parasitized herbivores) inflict changes in plant volatile emission (I). These changes in plant volatile emission
are used by hyperparasitoids as a cue of host presence (II). Photograph credit: Tibor Bukovinszky.
doi:10.1371/journal.pbio.1001435.g001
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ovipositor, and then drinks haemolymph that oozes from the
wound. Proteins obtained from the haemolymph are utilized by the
parasitoid for egg production (Harvey 2008). Oviposition behaviour
in 

 

G

 

. 

 

agilis

 

 is similar to that in 

 

L

 

. 

 

nana

 

. In culture, 

 

L

 

. 

 

nana

 

 and 

 

G

 

. 

 

agilis

 

were maintained exclusively on 1–2 day-old pupae of 

 

C. glomerata

 

.
After emergence, the parasitoids were kept in large Petri-dishes
(20 cm diameter) at 10 

 

°

 

C.

 

EXPERIMENTAL

 

 

 

PROTOCOL

 

Larvae of  

 

P. brassicae

 

 were initially parasitized by females of

 

C. glomerata

 

 in the second instar (L2) by presenting parasitoids with
individual larvae at the end of a brush in plastic vials. Parasitism was
verified by allowing wasps to sting hosts for at least 5 s (Harvey
2000). Parasitized caterpillars were immediately placed in large
rearing cages (1 m 

 

×

 

 60 cm 

 

×

 

 60 cm) containing four to five food
plants. These were refreshed every three days, or earlier if  required.
In total, a minimum of 30 plants were used to rear larvae of P. brassicae
parasitized by C. glomerata over the course of this experiment.

Whether they are parasitized or not, mature (L5) larvae of P. brassicae
begin to initiate metamorphosis 24–48 h before pupation or larval

parasitoid egression. These larvae were collected from plants in
rearing cages and placed individually into Petri-dishes (10 cm diameter)
with excised leaves of B. napus. Upon parasitoid egression, clusters
of C. glomerata cocoons were collected and separated carefully using
a pair of forceps and a caecum. To avoid pseudoreplication, the
cocoons were kept as broods e.g. those emerging from a single
caterpillar host.

Cocoons of  C. glomerata containing primary or secondary
parasitoid pre-pupae were used in the experiments. All cocoons of
C. glomerata were initially weighed on a Mettler-Toledo MT5
Electrobalance (accuracy ± 1 µg) and those from the same broods
were divided evenly into three cohorts: (i) C. glomerata was allowed
to develop and to emerge from the cocoons. (ii) Cocoons were
presented to individual L. nana females (aged between 5 and 10 days)
in small Petri-dishes (8 cm diameter) for parasitism. Oviposition was
verified by insertion and removal of the ovipositor. Parasitized
cocoons were immediately transferred to small plastic vials, with the
time, date, cocoon mass and brood number recorded on the vial. (iii)
Cocoons were presented to G. agilis females over 24 h in groups of
five placed in single rows in small Petri-dishes (5 cm diameter). This
method was used because the handing time for a female G. agilis
wasp to successfully insert and remove her ovipositor and to lay an
egg can take up to several hours (Harvey & Witjes 2005). Moreover,
when provided with unlimited hosts female wasps never lay more
than three to four eggs per day, with one to two progeny normally
produced (Harvey 2008).

Previous experiments (unpublished) have revealed that individual
larvae of  L. nana generally take 6–7 days to consume larvae of
C. glomerata before pupating in the cocoon constructed by the
primary parasitoid. Thus, 6 days after being parasitized by L. nana,
the cocoons in this treatment only were re-weighed on the electrobalance
and were then immediately presented to G. agilis females in Petri-
dishes over 24 h for parasitism (as described above). All cocoons
from the three treatments were thereafter monitored until primary,
secondary or tertiary parasitoid eclosion. Newly emerged wasps
were immediately narcotized using CO2, and then were weighed on
the electrobalance. In G. agilis egg-to-adult development time was
also recorded when reared from C. glomerata or L. nana pupae. Host
suitability was further evaluated by comparing percentage eclosion
of G. agilis from pupae of C. glomerata and L. nana.

Carbon and nitrogen contents in pre-pupae and adults were
determined using total combustion of oven-dried individuals (50 °C),
with five replicate individuals for all measurements. We tested
adult females of C. glomerata, L. nana and G. agilis that emerged
from C. glomerata cocoons and G. agilis that emerged from C. glomerata
cocoons that had been parasitized first by L. nana. Dried C. glomerata
and L. nana pre-pupae were carefully removed from the silk cocoon
before chemical analysis. The pre-pupae were of identical age as in
the developmental studies in order to accurately measure the carbon
and nitrogen content at parasitism by G. agilis.

STATISTICAL ANALYSES

The fate of cocoons was analysed by using a χ2 test for association,
comparing the percentage of G. agilis that emerged and host
cocoons that yielded neither C. glomerata nor L. nana. The mass of
host (C. glomerata) cocoons for treatments one to three above, and
carbon and nitrogen contents were compared by means of a one-way
ANOVA, individual comparisons were made using a Tukey HSD test.
Percentage nitrogen and carbon were arcsine transformed before
analyses, to obtain normality. Relationships between cocoon mass
and adult mass, or cocoon mass loss, and between adults body mass

Fig. 1. Adult female of Lysibia nana (a) and Gelis agilis (b)
ovipositing into cocoons of Cotesia glomerata. Although both
species are quite closely related, L. nana is a winged species whereas
G. agilis is wingless. The entire development of a single secondary or
tertiary parasitoid is dependent on the resources of the host pupae
contained in the cocoon. Note the striking similarity between the size
of the adult wasp and the cocoon which it is stinging.

[25], and of an unknown compound compared to plants damaged
by C. rubecula–parasitized or unparasitized caterpillars. The
similarity of the volatile blends from plants damaged by
unparasitized and C. rubecula–parasitized P. rapae matches the
observation that hyperparasitoids did not discriminate the two
treatments in choice assays. The hyperparasitoids did prefer plants
damaged by C. glomerata–parasitized caterpillars over other
damage treatments, which is supported by the difference in the
composition of the volatile blends emitted by the plants submitted
to these treatments.

Hyperparasitoid Responses in the Field
In the field, we confirmed that plant volatiles play an important

role in the location of parasitoid pupae by hyperparasitoids. In an
experimental field, B. oleracea plants were subjected to four
induction treatments: no damage (UD), feeding by healthy P.

rapae caterpillars (PR), or feeding by P. rapae caterpillars parasitized
by either C. rubecula (PR-CR) or C. glomerata (PR-CG). After the
caterpillars had fed on the plants for 10 d, which was approxi-
mately the total development period of the Cotesia larvae, the
caterpillars were removed. On half of the plants per treatment, we
then attached C. glomerata cocoons and on the other half C. rubecula
cocoons. The cocoons were exposed to the natural population of
hyperparasitoids and recollected to assess the number of cocoons
that was hyperparasitized. C. glomerata pupae that were attached to
plants damaged by C. glomerata–parasitized caterpillars were more
frequently hyperparasitized than pupae attached to plants
damaged by unparasitized or C. rubecula–parasitized caterpillars
(Figure 6, Table 3). However, when C. rubecula cocoons were used
to assess hyperparasitism rates, we found no induction treatment
effect.
The preference of L. nana for volatiles derived from plants

damaged by C. glomerata–parasitized caterpillars has profound
consequences for the primary parasitoid C. glomerata in the field.
During the growing season of cabbage plants in 3 consecutive
years in the vicinity of Wageningen, the Netherlands, we collected
1,256 cocoon clusters of the gregarious primary parasitoid C.
glomerata and 1,668 cocoons of the solitary primary parasitoid C.
rubecula and assessed the rate of natural hyperparasitoid attack.
Clusters of C. glomerata cocoons more often contained at least a
single hyperparasitoid than did solitary cocoons of C. rubecula
(Generalized Linear Model, deviance = 496.62, p,0.001; Table 4).
From 17.4% of the C. glomerata clusters, more than one (and
occasionally even four) hyperparasitoid species emerged. Hyper-
parasitoid communities associated with the gregarious primary

Figure 2. Performance of Lysibia nana on pupae of two
parasitoid species. Lysibia nana dry mass plotted against the mass
of the Cotesia cocoon before L. nana had parasitized the cocoon.
Orange symbols represent wasps emerging from C. glomerata cocoons,
and black symbols those emerging from C. rubecula cocoons. Females
are represented by dots, and males by triangles. Photograph credit:
Tibor Bukovinszky.
doi:10.1371/journal.pbio.1001435.g002

Table 1. Fresh weight and clutch size of cocoons of two Cotesia species collected from a laboratory rearing or from the field, and
the corresponding fitness-related traits in the hyperparasitoid Lysibia nana.

Wasp Parameter Cotesia glomerata Cotesia rubecula

Cocoon mass (laboratory) (mg) 2.8460.59 (n= 179) 4.6760.55 (n= 238)

Cocoon mass (field) (mg) 2.8960.78 (n= 1128) 4.8860.97 (n= 1553)

Clutch size (field) (nr. cocoons per host) 39.41621.46 (n= 1,128)

Female (n=58) Male (n=121) Female (n=75) Male (n=163)

Lysibia nana dry mass (mg) 0.3860.12 0.3460.11 0.5960.11 0.5560.12

Development time (hours) 341.29625.48 329.65624.57 344.00621.15 335.99619.82

Values indicate mean 6 SD.
doi:10.1371/journal.pbio.1001435.t001

Figure 3. Lysibia nana responses in choice tests with primary
parasitoid cocoons. Lysibia nana preference (top bar) for gregarious
broods of Cotesia glomerata (grey) or solitary cocoons of C. rubecula
(white) in a Petri dish bioassay. Lysibia nana preference (lower bar) for
gregarious broods of Cotesia glomerata (grey) or the same number of
cocoons of C. rubecula (white). Numbers between brackets indicate the
fraction of wasps that responded to cocoons within 10 min from the
start of the experiment. * p,0.05, ** p,0.001. Photograph credit: Tibor
Bukovinszky.
doi:10.1371/journal.pbio.1001435.g003
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• Relaxation of growth constraints in endoparasites
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• Summary

Thomas LECUIT   2019-2020

1. Cells and organisms explore sizes over many orders of magnitude:
                           — suggests high plasticity

2. Embryonic and post-embryonic growth both contribute to animal size
3. Yet, organism size is extremely constrained
4. Constraint #1: embryo size is constrained when body pattern is established:
                            —Most growth occurs prior to or after this stage.

5. Constraint #2: differentiated cells cannot divide which implies:
                            —Growth of differentiated cells or delayed differentiation
6. Constraint #3: cell growth is limited by transcription and ribosome assembly rates:           

         —Cell polyploidy is a universal solution

7. Relaxation of constraints in placental and endo-parasitic development
      —Slow development is permitted in the protected environment of mother/host.
        —Stem cell based development and growth of lineage.
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• Motor, Constraints and Regulation of Growth
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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Programmed vs Self-organised regulation of Growth 

• hierarchical
• modular
• deterministic rules (ie. genetically encoded)

Thomas LECUIT   2019-2020

• no hierarchy
• feedbacks
• statistical rules
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• Lectures

Moteurs, contraintes et régulations 
de la croissance

CHAIRE DYNAMIQUES DU VIVANT 
Année académique 2019-2020

Cours les mardis de 10h à 11h30
Amphithéâtre Guillaume Budé

Thomas Römer
Administrateur du Collège de France

11, place Marcelin-Berthelot, 75005 Paris 
www.college-de-france.fr

Cours : 

12 novembre 2019  Introduction : comment la taille biologique est-elle codée ?

19 novembre 2019  Lois d’échelle, allométrie et croissance des organismes  
 

26 novembre 2019  Croissance des organes et contrôle interne  

03 décembre 2019  Contrôle interne et patterning  

10 décembre 2019  Contrôle interne et mécanique    

17 décembre 2019  Coordination et symétrie - Conclusion   
   

Thomas LECUIT 

Colloque : 

Contraintes et plasticité au cours du développement et de l’évolution 
(avec Denis Duboule, chaire Évolution des génomes et développement)

Le mardi 30 juin et le mercredi 1er juillet, de 9h à 18h
Amphithéâtre Maurice Halbwachs 

64


