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How to account for the emergence of complex shapes?
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• Intrinsic dynamics
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Key notions from last year

• Tissue cohesion and plasticity
• Properties of cell interactions: adhesion and tension
• Cell connectedness (adhesion) varies across tissues
• Cell-cell Adhesion: an active process

1. Equilibrium models: from affinity to the description of tissues 
as fluids with surface tension

2. Adhesion as an active, out-of-equilibrium process: role of 
coupling to contractile actomyosin networks.

3. Importance of dissipation: irreversibility. 

• Cellular tension: also an active process
4. Membrane tension
5. Cortical tension

• Interplay between adhesion and tension underlies 
balance between cohesion and plasticity: tension 
reinforces or remodels adhesive interfaces (shear 

     versus tensile stress?) 
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Tissue mechanics: principles 

E-cadherin::GFP  Myosin-II::Cherry

• Stability of forms
• Intrinsic dynamics
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Sea Urchin Embryo Zebrafish Embryo

Development: Cell behaviours are organised in space and time
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A simplistic metaphor

Information

Mechanics

Suggests: 
hierarchical organisation 
(top-down control)

But: 
• Information is intrinsic
• What is the nature of developmental information?



Philippe IV (1630)Charles Quint (1530) Charles II (1685)

Information underlies the stability of forms
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210  years

710  years

Erwin Schrödinger  What is Life? 1948

• Stability of forms in spite of perpetual current of matter 
and recycling

• Stems from persistence of information during 
development and from generation to generation
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Concept of « developmental information »: Historical overview

• 18th century: towards a materialist model
• Buffon. 

3 key notions explain the form of animals and plants. 
     - « molécules organiques »: biological particles (molecules or cells)

- « forces pénétrantes »: forces acting upon particles following the 
model of newtonian gravitational forces  
- « moule intérieur »: notion of volumic mould that informs the 
organisation in 3D of the particles. Abstract notion.

• Maupertuis. 
Affinity: Qualitative (ie. intrinsic) properties of particles underly the 
self-assembly (auto-organisation) of particles into organs 

Vénus physique (1745) 
Essai sur la formation des corps organisés 1754

Histoire naturelle, générale et particulière. 
ChapIII. De la nutrition et du développement (1749-1789)

• 19th century:
• Claude Bernard: 

     - physico-chemical forces govern living matter
            -« morphological forces » govern the formation of living organisms

Définition de la vie 1875
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Concept of « developmental information »: Historical overview

• The slow path towards a mechanical model of epigenesis: genetic information

• Preformation and mechanics:
Development is an unfolding (entwicklung, déploiement) process, associated 
with growth. The unfolding and growth is explained mechanically 
Forms are not mechanically explained (creationism)

• Epigenesis and vitalism:  
William Harvey (XVIIth century). Gradual elaboration of biological forms. 
Follows a finalist, vitalist philosophy (inspired form Aristotelian entelechy)

• Mechanical model of epigenesis: 
Descartes attempted but failed.
Biological information is intrinsic, materialised in the form of chemical molecules, and heritable
Required the chromosomic theory of heredity by Sutton and Boveri. 

Biological information is an intrinsic property of living matter: DNA on chromosomes. 

Ergebnisse über die Konstitution der Chromatischen Substanz des Zellkerns. Theodor Boveri, 1904
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defect (Fig 1A–D), they showed decreased pigmentation of
melanophores, abnormal cardiogenesis, small ears, shortened
and curled tails in later stages (Fig 1E,F; supplementary Fig S1A–D
online), and embryonic lethality. In addition to these defects,
in situ hybridization analysis showed abnormal neural develop-
ment (supplementary Fig S1E–H online).

To identify the gene responsible for this phenotype, we mapped
its chromosomal position (Fig 1G). The kt641 mutation was
mapped to the region between fj13e08 (1.9 cM from the mutation)
and fa66c10 (0.14 cM from the mutation) on linkage group
(LG) 13, and a polymorphism within a contiguous sequence,
BX284673, was found to be near the mutation (1/1,470
recombinants/meioses). Interestingly, a zebrafish homologue of
rtf1 had been located near the suspected mutation. Sequence
analysis of rtf1 in the kt641mutant showed a point mutation—C to T—
at codon 169, which co-segregated with the phenotype. This
mutation produces a termination codon—CAG to TAG—which
yielded a truncated version of the Rtf1 protein (Fig 1H). Injection of
two individual antisense morpholino oligonucleotides (MOs) spe-
cific for rtf1 also resulted in morphological defects similar to those of
the kt641 phenotype (supplementary Table S1 online). Injection of
rtf1 MO1 into kt641 mutants did not enhance the phenotype,
indicating that this is a null mutation (data not shown). Furthermore,
injection of wild-type rtf1 messenger RNA at the one-cell stage
rescued the phenotype, whereas injection of kt641 mutant mRNA
did not (supplementary Table S2 online). Therefore, we conclude
that the gene responsible for the kt641 phenotype is rtf1. In situ
hybridization analysis indicated that the rtf1 transcript was present in

all blastomeres at cleavage stages and in the entire embryo during
early developmental stages (data not shown). Maternal expression of
the transcript was also detected (data not shown).

So far, posterior segmentation defects in zebrafish similar to
those observed in the rtf1 mutant have been reported to be caused
by abnormalities in one of two distinct signalling pathways: Notch
or fibroblast growth factor (FGF). Several mutants in Notch
signalling components—including deltaC, deltaD and notch1a,
and also mib in E3 ubiquitin ligase for Notch ligands—lack somite
boundaries in the posterior region (Holley & Takeda, 2002; Itoh
et al, 2003; Jülich et al, 2005). Zebrafish embryos defective in
her13.2, which is a downstream target of FGF signalling, also
show a similar phenotype, probably resulting from abnormal
regulation of her1, a prominent target of Notch signalling
(Kawamura et al, 2005). To examine whether rtf1 is involved in
either of these signalling pathways, we analysed the expression of
genes involved in Notch or FGF signalling in somite segmentation
at early somite stages, when tail elongation is not yet defected in
rtf1 homozygous embryos. Striped expression of her1, her7 and
deltaC, all of which are regulated by Notch signalling (Holley
et al, 2000; Jiang et al, 2000; Oates & Ho, 2002), was strongly
reduced in rtf1 homozygous embryos at early somite stages
(Fig 2A–E,L) and at later stages (supplementary Fig S2A and B
online). The most anterior expression of these genes also shifted in
the posterior direction, although the reason for this shift was
uncertain (Fig 2A,D,E, arrowheads). By contrast, the expression of
fgf8 and her13.2 in the PSM was normal in rtf1 homozygous
embryos (Fig 2F–I,L), suggesting that Rtf1 is preferentially required
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Fig 1 | Isolation and molecular characterization of a zebrafish rtf1kt641 mutant defective in somite formation. (A–F) Lateral views of wild-type (wt)

(A,B,E) and kt641 homozygotes (C,D,F) at the 17-somite stage (A–D) and at 36 h post-fertilization (E,F). Panels (B) and (D) show views of panels (A)

and (C) respectively, at higher magnification. Somite boundaries are disrupted in the posterior trunk of the kt641 mutant (square bracket in (D)). At

later stages, the kt641 mutation causes reduced pigmentation, limited tail growth and abnormal heart (arrow) and ear (arrowhead) development (F).

(G) Meiotic and physical mapping of the kt641 mutation. Horizontal grey bars represent contiguous sequences deposited in linkage group 13.

(H) Schematic diagrams of zebrafish Rtf1 proteins encoded by wild-type and kt641 alleles.

Paf1 complex in somite segmentation

T. Akanuma et al
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Spatial patterns during Development

their elastic properties and the relative strain mismatch at different
stages of chick gut development; we chose three stages: E8, E12 and
E16 (Fig. 3). The mesentery has a time-varying thickness, h, which is
evaluated from histological cross-section (Supplementary Fig. 2).
The inner and outer radii of the gut tube were extracted from 49,6-
diamidino-2-phenylindole (DAPI)-stained tube cross-sections (Fig. 3b).
The length of the gut tube, Lt, was measured on the dissected gut. The
natural rest length of the periphery of mesentery, Lm, was measured by
cutting out thin strips along the junction with the gut and aligning
them unstretched with a ruler (Fig. 3c). The bending stiffness of the gut
tube and the stretching stiffness of the mesentery were measured using
in vitro, uniaxial, low-rate tensile tests, where the load was generated
by a magnet applying a calibrated force on a millimetre-size steel ball,
attached to one end of a tissue sample that was pinned at the other end.
The extension of the sample under load was tracked using video-
microscopy to extract its stress (s)/strain (e) response curve (see
Fig. 3d, e, insets, Methods and Supplementary Information).

For the mesentery, we observed a nonlinear response curve with a
sharp break at a strain eƒep, where ep 5 Lt/Lm 2 1 is the physiological
strain mismatch, typical of the strain-stiffening seen in biological
soft tissues16. We define an effective modulus, Em~(ds=de)e~ep

,
and strain, e0~(s{1ds=de){1

e~ep
, by locally linearizing the response

(Fig. 3d) and noting that the membrane has negligible stiffness
when 0vevep{e0. For the gut, we measured the modulus,
Et 5 s/e, from the linear, low-strain response curve (e , 10%;
Fig. 3e). In Fig. 3f, g, we summarize the variation of Em, Et and e0 as
functions of developmental time. Measurements of the mesentery
stiffness at various locations and in various directions did not show
significant differences (Supplementary Fig. 4). This confirms the
validity of modelling the mesentery and the gut as isotropic, homo-
geneous material.

The measured biophysical parameters allowed us to create a
detailed numerical simulation of gut looping. Because the gut and
mesentery grow slowly, inertial effects are unimportant and the com-
posite system is always in mechanical equilibrium. This equilibrium
configuration was calculated as follows. The mesentery was modelled
as a discrete elastic membrane consisting of a hexagonal lattice of
springs with a discrete energy associated with in-plane stretching/
shearing deformations as well as out-of-plane bending deforma-
tions17, relative to the rest length of the springs. The gut was modelled
as an equivalent membrane strip (two elements wide) with a discretized
energy associated with bending and stretching deformations, and
elastic stiffnesses different from those of the membrane. The geometry,
mechanical properties and relative growth of the tissues parameterized
by h, It, Em, Et and e0 were all experimentally measured at different time
points during development. Given these input parameters, energy
minimization for different relative growth strains, e0, yielded predic-
tions for the looping morphology of the gut (Methods and Supplemen-
tary Information).

In Fig. 4a, we compare the results of our observation at E16 with
numerical simulations. In Fig. 4b, c, we compare our quantitative
measurements of the wavelength and radius of curvature of the chick
gut at the different measured stages of development (see also
Supplementary Fig. 8) with those of both the rubber simulacrum
and numerical simulations, as functions of the geometry and elastic
moduli of the tube and sheet. Over the strain ranges e0[½0, 1" in the
simulation (Supplementary Movie 1) and e0[½0:5, 1" for the various
rubber models, we plot the wavelength, l, and radius, R, of the loop
and find that they follow the relations

l<36
EtIt

Emh

! "1=3

ð3Þ

R<4
EtIt

Emhe2
0

! "1=3

ð4Þ

in accord with our simple scaling laws (equations (1) and (2)). In
Table 1, we compare the values of these parameters for the chick
gut with the expressions given in equations (3) and (4), and confirm
that our model captures the salient properties of the looping patterns
with no adjustable parameters, strongly suggesting that the main
features of the chick gut looping pattern are established by the simple
balance of forces induced by the relative growth between the gut and
the mesentery.

Comparative study of gut looping across species
To test our theory in cases other than the development of the chick
gut, we took advantage of the distinct gut looping patterns observed in
different avian taxa, which have served as criteria for phylogenetic
classification and are thought of as having adaptive significance, inde-
pendent of bird size.
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Figure 4 | Predictions for loop shape, size and number at three stages in
chick gut development. a, Comparisons of the chick gut at E16 (top) with its
simulated counterpart (bottom). b, Scaled loop contour length, l/ro, plotted
versus the equivalently scaled expression from equation (3) for the chick gut
(black squares), the rubber model (green triangles) and numerical simulations
(blue circles). The results are consistent with the scaling law in equation (1).
c, Scaled loop radius, R/ro, plotted versus the equivalently scaled expression
from equation (4) for the chick gut, the rubber model, and numerical
simulations (symbols are as in b). The results are consistent with the scaling law
in equation (2). Error bars, s.d.

Table 1 | Morphometry of chick gut looping pattern
Stage n l (mm) R (mm)

E8 Experimental observation 2.4 6 0.4 4.6 6 1.0 1.4 6 0.2
Computational model* 1.8 6 0.3 6.1 6 1.5 1.6 6 0.3

E12 Experimental observation 9.0 6 0.5 5.6 6 1.2 1.5 6 0.1
Computational model{ 7.3 6 1.6 6.8 6 1.6 1.7 6 0.3

E16 Experimental observation 15.0 6 0.5 9.5 6 0.5 1.9 6 0.1
Computational model{ 17.5 6 2.4 8.1 6 1.9 1.9 6 0.5

The observed number of loops (n), loop wavelength (l) and radius (R) for the chick at different stages of
gut development, for given geometrical and physical parameters associated with the gut and the
mesentery, show that the model predictions are quantitatively consistent with observations.
*Lt 5 11.0 6 0.5 mm, h 5 13.0 6 1.5 mm, ro 5 155 6 8 mm, ri 5 44 6 5mm, Em 5 35 6 14 kPa,
Et 5 4.8 6 1.4 kPa, ep 5 38 6 7% and e0 5 28 6 5%.
{Lt 5 50.0 6 8.3 mm, h 5 8.0 6 1.5mm, ro 5 209 6 12 mm, ri 5 72 6 9mm, Em 5 156 6 78 kPa,
Et 5 5.6 6 1.7 kPa, ep 5 116 6 19% and e0 5 30 6 5%.
{Lt 5 142.1 6 3.3 mm, h 5 7.1 6 1.4 mm, ro 5 391 6 27 mm, ri 5 232 6 31 mm, Em 5 861 6 344 kPa,
Et 5 4.2 6 1.3 kPa, ep 5 218 6 15% and e0 5 33 6 8%.
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Villification: How the Gut Gets Its Villi
Amy E. Shyer,1* Tuomas Tallinen,2,3* Nandan L. Nerurkar,1 Zhiyan Wei,2 Eun Seok Gil,4

David L. Kaplan,4 Clifford J. Tabin,1† L. Mahadevan2,5,6,7,8†

The villi of the human and chick gut are formed in similar stepwise progressions, wherein themesenchyme and
attached epithelium first fold into longitudinal ridges, then a zigzag pattern, and lastly individual villi. We
find that these steps of villification depend on the sequential differentiation of the distinct smooth muscle
layers of the gut, which restrict the expansion of the growing endoderm and mesenchyme, generating
compressive stresses that lead to their buckling and folding. A quantitative computationalmodel, incorporating
measured properties of the developing gut, recapitulates the morphological patterns seen during villification
in a variety of species. These results provide a mechanistic understanding of the formation of these
elaborations of the lining of the gut, essential for providing sufficient surface area for nutrient absorption.

In amniotes, the primitive midgut is established
as a cylinder with an outer mesenchymal layer
and an inner, luminal endoderm. As devel-

opment proceeds, distinct radial layers of smooth
muscle differentiate. In parallel, the luminal sur-
face of the gut transforms from a smooth surface
to a convoluted morphology. In humans, as well
as in mice and birds, this leads to an organized
array of fingerlike projections termed intestinal villi
(1, 2) although a variety of morphologies such as

ridges, zigzags, and honeycombs occur in other
species (3–5). Early work suggested a mechanical
basis for villus formation (6); however, systematic
biological or physical studies of this hypothesis
are lacking.

Morphogenesis and Differentiation of
the Chick Midgut
Until embryonic day 7 (E7), the gut tube, with its
inner endodermally derived epithelium and outer

mesenchymal layer, maintains a smooth luminal
surface (Fig. 1A). At E8, as the first layer of
circumferentially oriented smoothmuscle begins
to form, inward buckling of the tube leads to
longitudinal ridges that increase in number until
E13, when the differentiation of this layer is com-
plete (Fig. 1B). At this point, a second longitudi-
nally oriented layer of muscle differentiates just
exterior to the circular layer, while the previ-
ously formed ridges fold into parallel zigzags over
3 days (Fig. 1C). Last, at E16, as a third longitu-
dinally oriented muscle layer differentiates just in-
terior to the circular layer, bulges arise from the
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Fig. 1. Formation of luminal patterns in chick corresponds with dif-
ferentiation of smoothmuscle layers. (Left photos) Transverse sections of
developing chick guts immunostained for nuclei [4 ,́6-diamidino-2-phenylindole
(DAPI), blue] and smooth muscle actin (aSMA, green) during development.
(Middle) Close-ups of left photos, showing muscle layers. (Right) Whole-mount
images of corresponding gut lumen pattern; longitudinal axis runs top to bottom.
Scale bars indicate 100 mm; time is in days past fertilization (e.g., E6). (A) Lumen is
smooth beforemuscle layers form. A, anterior; P, posterior. (B) Longitudinal ridges
form as circularly oriented smooth muscle layer differentiates (arrowhead), and
ridge number increases as this layer develops. (C) Longitudinal muscle develops
exterior to the circular layer (arrowhead) coincident with the formation of zigzags whose periodicity is maintained but with increasing amplitude and compactness over
time. (D) A second longitudinal muscle layer forms, interior to the circular layer (arrowhead), coincident with the formation of villi. (E) Schematic illustrating the process
of muscle differentiation and luminal patterning over time.
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Regularities: symmetries, repetition of units (segments), characteristic lengths, …
• Macroscopic patterns (>mm) emerge from molecular interactions (nm-µm)

Are there general principles underlying the development of patterns? 
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defect (Fig 1A–D), they showed decreased pigmentation of
melanophores, abnormal cardiogenesis, small ears, shortened
and curled tails in later stages (Fig 1E,F; supplementary Fig S1A–D
online), and embryonic lethality. In addition to these defects,
in situ hybridization analysis showed abnormal neural develop-
ment (supplementary Fig S1E–H online).

To identify the gene responsible for this phenotype, we mapped
its chromosomal position (Fig 1G). The kt641 mutation was
mapped to the region between fj13e08 (1.9 cM from the mutation)
and fa66c10 (0.14 cM from the mutation) on linkage group
(LG) 13, and a polymorphism within a contiguous sequence,
BX284673, was found to be near the mutation (1/1,470
recombinants/meioses). Interestingly, a zebrafish homologue of
rtf1 had been located near the suspected mutation. Sequence
analysis of rtf1 in the kt641mutant showed a point mutation—C to T—
at codon 169, which co-segregated with the phenotype. This
mutation produces a termination codon—CAG to TAG—which
yielded a truncated version of the Rtf1 protein (Fig 1H). Injection of
two individual antisense morpholino oligonucleotides (MOs) spe-
cific for rtf1 also resulted in morphological defects similar to those of
the kt641 phenotype (supplementary Table S1 online). Injection of
rtf1 MO1 into kt641 mutants did not enhance the phenotype,
indicating that this is a null mutation (data not shown). Furthermore,
injection of wild-type rtf1 messenger RNA at the one-cell stage
rescued the phenotype, whereas injection of kt641 mutant mRNA
did not (supplementary Table S2 online). Therefore, we conclude
that the gene responsible for the kt641 phenotype is rtf1. In situ
hybridization analysis indicated that the rtf1 transcript was present in

all blastomeres at cleavage stages and in the entire embryo during
early developmental stages (data not shown). Maternal expression of
the transcript was also detected (data not shown).

So far, posterior segmentation defects in zebrafish similar to
those observed in the rtf1 mutant have been reported to be caused
by abnormalities in one of two distinct signalling pathways: Notch
or fibroblast growth factor (FGF). Several mutants in Notch
signalling components—including deltaC, deltaD and notch1a,
and also mib in E3 ubiquitin ligase for Notch ligands—lack somite
boundaries in the posterior region (Holley & Takeda, 2002; Itoh
et al, 2003; Jülich et al, 2005). Zebrafish embryos defective in
her13.2, which is a downstream target of FGF signalling, also
show a similar phenotype, probably resulting from abnormal
regulation of her1, a prominent target of Notch signalling
(Kawamura et al, 2005). To examine whether rtf1 is involved in
either of these signalling pathways, we analysed the expression of
genes involved in Notch or FGF signalling in somite segmentation
at early somite stages, when tail elongation is not yet defected in
rtf1 homozygous embryos. Striped expression of her1, her7 and
deltaC, all of which are regulated by Notch signalling (Holley
et al, 2000; Jiang et al, 2000; Oates & Ho, 2002), was strongly
reduced in rtf1 homozygous embryos at early somite stages
(Fig 2A–E,L) and at later stages (supplementary Fig S2A and B
online). The most anterior expression of these genes also shifted in
the posterior direction, although the reason for this shift was
uncertain (Fig 2A,D,E, arrowheads). By contrast, the expression of
fgf8 and her13.2 in the PSM was normal in rtf1 homozygous
embryos (Fig 2F–I,L), suggesting that Rtf1 is preferentially required
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Fig 1 | Isolation and molecular characterization of a zebrafish rtf1kt641 mutant defective in somite formation. (A–F) Lateral views of wild-type (wt)

(A,B,E) and kt641 homozygotes (C,D,F) at the 17-somite stage (A–D) and at 36 h post-fertilization (E,F). Panels (B) and (D) show views of panels (A)

and (C) respectively, at higher magnification. Somite boundaries are disrupted in the posterior trunk of the kt641 mutant (square bracket in (D)). At

later stages, the kt641 mutation causes reduced pigmentation, limited tail growth and abnormal heart (arrow) and ear (arrowhead) development (F).

(G) Meiotic and physical mapping of the kt641 mutation. Horizontal grey bars represent contiguous sequences deposited in linkage group 13.

(H) Schematic diagrams of zebrafish Rtf1 proteins encoded by wild-type and kt641 alleles.
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Spatial patterns: axis specification and coordinate systems

• Macroscopic patterns (>mm) emerge from molecular interactions (nm-µm)
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XVII] THE COMPARISON OF RELATED FORMS 1057

the carapace conforms to a triangular diagram, more or less curvi-

linear, as in Fig. 513, 4, which represents the genus Paralomis. Here
we can easily see that the posterior border is transversely elongated

as compared with that of Geryon, while at the same time the anterior

,

^

Fig. 513. Carapaces of various crabs. I, Geryon; 2, Corystes; 3, Scyramathia;
4, Paralomis; 5, Lupa; 6, Chorinus.

part is longitudinally extended as compared with the posterior.

A system of slightly curved and converging ordinates, with ortho-

gonal and logarithmically interspaced abscissal hues, as shewn in

the figure, appears to satisfy the conditions.

In an interesting series of cases, such as the genus Chorinus, or

Scyramathia, and in the spider-crabs generally, we appear to have

1. System of coordinates 

2. Transformation between related species via 
deformation of the coordinate system.

3. Mechanical forces (stress) induce 
deformations (strain)

d’Arcy W Thompson, On Growth and Form, 1917Thomas LECUIT   2018-2019

1082 THE THEORY OF TRANSFORMATIONS [ch.

mechanical efficiency and functional modification which we dealt

with in our last chapter. The scapula occupies, as it were, a focus

in'a very important field of force ; and the lines of force converging

on it will be very greatly modified by the varying development of

Fig. 547. Human scapulae (after Dwight). A, Caucasian; B, Negro;

C, North American Indian (from Kentucky Mountains).

the muscles over a large area of the body and of the uses to which

they are habitually put.

Let us now inscribe in our Cartesian coordinates the outline of

a human skull (Fig. 548), for the purpose of comparing it with the

skulls of some of the higher apes. We know beforehand that the

main differences between the human and the simian types depend

12 3 4 5
Fig. 548. Human skull.

upon the enlargement or expansion of the brain and braincase in

man, and the relative diminution or enfeeblement of his jaws.

Together with these changes, the "facial angle" increases from an

oblique angle to nearly a right angle in man, and the configuration

of every constituent bone of the face and skull undergoes an altera-

XVII] THE COMPARISON OF RELATED FORMS 1083

tion. We do not know to begin with, and we are not shewn by the

ordinary methods of comparison, how far these various changes
form part of one harmonious and congruent transformation, or

whether we are to look, for instance, upon the changes undergone
by the frontal, the occipital, the maxillary, and the mandibular

Fig. 549. Coordinates of chimpanzee's skull, as a projection of
the Cartesian coordinates of Fig. 548.

regions as a congeries of separate modifications or independent
variants. But as soon as we have marked out a number of points

in the gorilla's or chimpanzee's skull, corresponding with those which
our coordinate network intersected in the human skull, we find that
these corresponding points may be at once linked up by smoothly
curved lines of intersection, which form a new system of coordinates

Fig. 550. Skull of chimpanzee. Fig. 551. of baboon.

and constitute a simple "projectipn" of our human skull. The
network represented in Fig. 549 constitutes such a projection of

the human skull on what we may call, figuratively speaking, the

"plane" of the chimpanzee; and the full diagram in Fig. 550
demonstrates the correspondence. In Fig. 551 I have shewn the

similar deformation in the case of a baboon, and it is obvious that

the transformation is of precisely the same order, and differs only

Coordinate systems as a descriptive task

• Theory of transformation from d’Arcy Thompson
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Positional information: an intrinsic coordinates system

• Set up a coordinate systems to specify positional identity 
(information)

• Interpret the positional information to produce structures and 
differentiate

• Uncouples information and interpretation at cellular and tissue 
levels

• Mechanisms of positional information are potentially general:
    (ie. may be used in different contexts)

based on the discovery of scaling property of developmental 
processes (e.g. Hans Driesch’s observation of « regulative » 
development in sea urchin: cells are not pre-specified, and 
generate their own coordinate system)

Information

Mechanics
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FIG. 5. Some examples to show some possible implications of  the universality of  
positional information. Consider a rectangular field and two different genotypes. Geno- 
type f r  results in the interpretation of the positional information so that a French Flag 
is formed (a) while genotype us results in the Stars and Stripes (b). If, at an early stage, 
two pieces are interchanged as in (c), and if positional information in the two fields is the 
same, then the results shown in (d) and (e) will follow: that is the cells behave according 
to their genotype and position and are indifferent to the nature of the surrounding tissue. 
Similarly, if two halves of different genotypes are joined as in ( f )  a mosaic as in (g) will 
form (B is blue, W is white, R is red). 
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Positional Information and the Spatial Pattern of 
Cellular Differentiationt 

L. WOLPERT 

Department of Biology as Applied to Medicine, 
The Middlesex Hospital Medical School, London, England 

(Received 1 July 1969) 

The problem of pattern is considered in terms of  how genetic information 
can be translated in a reliable manner to give specific and different spatial 
patterns of  cellular differentiation. Pattern formation thus differs from 
molecular differentiation which is mainly concerned with the control of  
synthesis of  specific macromolecules within cells rather than the spatial 
arrangement of the cells. It is suggested that there may be a universal 
mechanism whereby the translation of  genetic information into spatial 
patterns of  differentiation is achieved. The basis of  this is a mechanism 
whereby the cells in a developing system may have their position specified 
with respect to one or more points in the system. This specification of  
position is positional information. Cells which have their positional 
information specified with respect to the same set of  points constitute a 
field. Positional information largely determines with respect to the cells' 
genome and developmental history the nature of  its molecular differen- 
tiation. The specification of  positional information in general precedes and 
is independent of  molecular differentiation. The concept of  positional 
information implies a co-ordinate system and polarity is defined as the 
direction in which positional information is specified or measured. Rules 
for the specification of  positional information and polarity are discussed. 
Pattern regulation, which is the ability of the system to form the pattern 
even when parts are removed, or added, and to show size invariance 
as in the French Flag problem, is largely dependent on the ability of  the 
cells to change their positional information and interpret this change. 
These concepts are applied in some detail to early sea urchin development, 
hydroid regeneration, pattern formation in the insect epidermis, and the 
development of  the chick limb. It is concluded that these concepts provide 
a unifying framework within which a wide variety of patterns formed 
from fields may be discussed, and give new meaning to classical concepts 
such as induction, dominance and field. The concepts direct attention 
towards finding mechanisms whereby position and polarity are specified, 
and the nature of  reference points and boundaries. More specifically, it is 
suggested that the mechanism is required to specify the position of  about 

$ This work was first presented at the 3rd Serbelloni Meeting on Theoretical Biology, 
Easter, 1968 (see Wolpert, 1969). 
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« Universality » of positional information

genotype fr genotype us

Lewis Wolpert, J. Theoret. Biol. (1969) 25: 1-47
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Positional information: an intrinsic coordinates system
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FIG. 12. Segment specific transformation of antenna into leg in AntpH homoeotic 
antennae. The arrows point from an antenna1 area to the region of the leg which replaces 
it. AZ, II, ZZI, first, second, and third antenna1 segments; Ar, arista; Co, coxa; Fe, femur; 
To 1-5, first to fifth tarsal segments; Z’i, tibia; Tr, trochanter; U, unguis. 

sensilla appeared consistently in a precise relationship to certain 
structures in the second antenna1 segment (Fig. 7). A general proximo- 
distal correspondence in leg-antenna1 chimeras has been noted pre- 
viously (Gehring, 1966b; Gloor and Kobel, 1966; Postlethwait and 
Schneiderman, 1969). 

This proximodistal correspondence is also evident in different an- 
tennal-leg homoeotic mutants. Leg-antenna1 homoeotic mutants seem 
to be of three types. Some transform proximal antenna1 into proximal 
leg, others change primarily the middle of the antenna into the middle 
of the leg and still others change distal antenna into distal leg. The 
first type, 1(4)29 causes coxa and trochanter to replace the first and 
second antenna1 segments (Gehring, 1970). The second type most 
frequently changes the third antenna1 segment into femur and tibia as 
noted in this report (Fig. 5), although in more extreme cases there 

J. Postlethwait and H. Schneiderman, Dev. Biol. (1971) 25:606-640

• Clones of cells carry the Antennapedia mutation
• Cell identity (namely antenna or leg identity) is changed autonomously: see selector gene.
• Invariant property: position along the proximo-distal axis.
• There is an equivalence of different relative positions along limb axis: positional information

Lewis Wolpert, J. Theor. Biol. (1969) 25:1-47

Antennapediawild type
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What is the nature of « morphogenetic information »?

• Genetic information: DNA sequence on chromosomes 
1. Not a simple « blueprint ». More akin to a 

« recipe » (contains the rules of agency/interaction) or to an 
« operating system » than to a « hard disc »: contains a 
prescription of the sequence of operations to be conducted in 
a finite amount of time. 

2. Genetic information acts upon itself (recursion) and encodes 
the means to read itself: an algorithmic machine?

National Genome Research Institute

• environment and history: the outcome of interaction between Genetics and Physics 
1. Geometry/Organisation: how information flows in a cell or a tissue. 

• The cell is not a simple 3D, isotropic solvent. It is organised (discontinuities, dimensionality…) 
2. Epigenetic information: environment (cell composition-chemistry, organism physiology…)
3. History: e.g. cell organisation in the egg at fertilisation and in organism that hosts the egg, evolutionary 

history embedded in DNA sequence 

• but also: 
• physics: Genetic information does not contain a prescription of every 

molecular or cellular position. 
1. Information deployment depends on the nature of the physical world 

(chemical composition),
2. length and time scales, nano-world properties (role of energy conversion 

and of thermal fluctuations), 
3. physical constraints imposed by physical laws acting within cells and 

across tissues, organisms (mechanics, thermodynamics). 
2.

199 
 

It is interesting to observe how many physical processes have energies 
that are similar at the nanometer length scale as depicted in Figure 2. This 
makes the life of biomolecules intriguing as rather than having one major 
process dominating their interactions such as, say, gravitation for 
astronomical length scales, they are governed by an intricate interplay 
between, for example, electrostatic repulsion and attraction forces, 
mechanical deformations, thermal energy and chemical bonds energies.  
 
  

Figure 2: The convergence of the energies associated with many physical 
phenomena to a similar range at the nanometer length scale. Adapted from R. 
Phillips & S. Quake, Physics Today, 38, 2006.  

 

29 
 

 
 
 

Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  

Cell Biology by the Numbers R Milo and R Phillips
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Self-organization 

Modes of biological organisation in space and time

• Two modalities of information flow during morphogenesis



Programme 

• hierarchical, indirect interactions
• modular
• long and short range interactions
• high-wired 
• multiple parameters
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1182 CHAPTER 19. ORGANIZATION OF BIOLOGICAL NETWORKS
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Figure 19.2: Regulatory proteins in the Drosophila embryo. The anterior–
posterior (A–P) patterning of the fruit fly is dictated by genes that are controlled
by spatially varying concentrations of transcription factors. (A) Schematic of
the main transcription factors involved in the regulation of stripe 2 of expres-
sion of the even-skipped gene (eve). (B) Regulatory region of the stripe 2 of the
even-skipped gene where the binding sites for each transcription factor have been
identified. The binding site color on the DNA corresponds to the transcription
factor color in (A). (C) Spatial profile of the morphogen gradients measured us-
ing immunofluorescence. (D) Resulting pattern of expression of the regulatory
region shown in (B). (B, Adapted from Small et al., EMBO J. 11:4047, 1992.;
C, adapted from Myasnikova et al., Bioinformatics 17:3, 2001; D, adapted from
Small et al., Dev. Biol. 175:314, 1996.)

http://courses.biology.utah.edu/bastiani/3230/
DB%20Lecture/Lectures/b10FlyZygotic.html

Rob Philipps, Jane Kondev, Julie Theriot, Hernan G. Garcia.
illustration: Nigel Orme 

Physical Biological of the Cell (Garland Science)

The amount of information required to model/    
encode is very large
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• hierarchical, indirect interactions
• modular
• long and short range interactions
• high-wired 
• multiple parameters
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Rob Philipps, Jane Kondev, Julie Theriot, Hernan G. Garcia.
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Physical Biological of the Cell (Garland Science)
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Turing & Meinhardt
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Kiran Rafiq, Melani S. Cheers, Charles A. Ettensohn
Development 2012 139: 579-590; doi: 10.1242/dev.073049

• hierarchical, indirect interactions
• modular
• long and short range interactions
• high-wired 
• multiple parameters

Programme: gene regulatory networks 



• « Conductors »: organiser, master control gene, selector genes, morphogens etc

Thomas LECUIT   2018-2019

The score: « genomic recipe »

master control gene

Programme 
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Genes control cellular decisions: epigenetic landscape

Conrad Waddington

Cell determination and 
differentiation pathways 
during development (creodes)

The epigenetic landscape of Development

The strategy of the genes. 1957

Zhuo Du, et al, Zhirong Bao . Dev Cell (2015) 34: 1-16

Figure 6. Multiscale Model of Lineage Differentiation
(A) Depiction of a canalized landscape as a directed graph. Each homeotic transformation (dashed box) is interpreted as an alternative trajectory of fate in a

landscape (orange) (left). Canalized trajectories of fate progression are depicted as arrows. Genes causing a homeotic transformation are interpreted as re-

pressors of the alternative trajectory (middle). To simplify the view, an alternative trajectory is not linked to the major node for the corresponding fate but to a small

red node denoting the destination (right).

(B) Concept of multiscale model.

(C) Visualization of the multiscale model. Progenitor cell fates (green boxes) are organized based on the WT lineage. A gene network repressing each alternative

path (light blue boxes) is placed on the corresponding trajectories. Gene networks regulating the execution of cell fate differentiation are placed inside the

corresponding fates. See also Figure S5 and Table S5.

Developmental Cell 34, 1–16, September 14, 2015 ª2015 Elsevier Inc. 11

Please cite this article in press as: Du et al., The Regulatory Landscape of Lineage Differentiation in a Metazoan Embryo, Developmental Cell (2015),
http://dx.doi.org/10.1016/j.devcel.2015.07.014

• Differential gene regulation underlies cellular differentiation pathways during development36 THE STRATEGY OF THE GENES 

development. For instance, if into a population of Drosophila one 
introduces some mutant gene whose main effect is, say, on the legs, 
one nearly always fmds that it is possible by selection to build up 
races in which the leg effect is either strongly or weakly exhibited, 

FIGURE 5 
The complex system of interactions underlying the epigenetic landscape. 
The pegs in the ground represent genes; the strings leading from 
them the chemical tendencies which the genes produce. The 
modelling of the epigenetic landscape, which slopes down from 
above one's head towards the distance, is controlled by the pull 
of these numerous guy-ropes which are ultimately anchored to 

the genes. 

the races not otherwise differing to any noticeable extent. Again, if 
one applies some strong environmental stimulus to a mixed popu-
lation of Drosophila it is usually possible, again by selective breed-
ing, to build up strains which react to this stimulus in defInite and 
different ways. For instance, Bateman (1956), giving temperature 
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Gene activity moulds the 
landscape

Antennapedia: Homeotic transformation antenna to leg
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selector gene

• Differential gene regulation underlies cellular differentiation pathways during 
development

• Garcia Bellido: distinction between selector genes, and cytodifferentiation genes
« Genes of a first group (cyto-differentiation genes) would include those controlling cell behaviour relevant to 
morphogenesis and common to most developing systems: mitotic rate, mitotic orientation, cell recognition and cuticular 
differentiation. 
Those of a second group (selector genes) seem to control developmental pathways and share several operational 
characteristics. A functional scheme is advanced showing how selector genes may become activated and control 
development. We postulate that inductor molecules interfere with the products of activator genes which are selector specific. 
In this way signals extrinsic to the genome become translated into genetic ones. The activation, or repression, of selector 
genes occurs once in development and remains clonally irreversible ».  García-Bellido A. Ciba Found Symp. 1975;0(29):161-82.

Information

Mechanics
Differentiation

Chapter 1. Introduction 15

A B

E-cadherin

Engrailed-lacZ

Figure 1.2: The anteroposterior boundary in the wing of the fruit fly. (A) The adult
fruit fly expressing GFP under control of the engrailed enhancer in all cells of the pos-
terior compartments. In particular we can see the anteroposterior (AP) compartment
boundary in the wing as a sharp interface. The figure is kindly provided by Christian
Dahmann. (B) The AP boundary in the wing imaginal disc at 120h AEL. The scale bar
represents 5µm. The figure is adopted from [4].

Figure 1.3: A cellular clone near the AP compartment boundary in the wing imaginal
disc. The posterior compartment is visualized by green fluorescence (Engrailed-lacZ) and
the clone is visualized by red fluorescence. The clone shows a relatively straight border
along the compartment boundary, but its border is irregular everywhere else. The figure
is kindly provided by Christian Dahmann.

Development as a tree of decisions:

embryo

adult Drosophila

Engrailed

Engrailed

• The embryo as a genetic and cellular automata: each cell division 
marked by decision to activate or repress gene expression
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Development as a tree of decisions

http://www.wormatlas.org/celllineages.html
J .E. Sulston, E. Schierenberg, J. G. White, J. N. Thomson

Caenorhapditis elegans

http://waterston.gs.washington.edu/lineaging.htm

WormBook

• Asymmetric cell fate segregation at cell division
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Hiroki Nishida 

Oikopleura dioica (Tunicate, Urochordate) 

Development as a tree of decisions
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Master control gene: organogenesis

in embryos are in the deutocerebrum and tritocerebrum of the
brain (Hirth et al., 1995; Younossi-Hartenstein et al., 1997), which
probably explains the accompanying change in position of eye-
antennal primordia relative to the brain. Ems expression at the
cellular blastoderm stage seems to overlap with that of Toy, as toy
transcripts are found in the posterior cephalic region in a dorsal
band (Czerny et al., 1999) at a position where Ems protein is also
expressed in a circumferential stripe (Figure S3A). Toy protein is not
observed until stage 8 in a lateral patch, just anterior to the cephalic
furrow (Jacobsson et al., 2009). We have demonstrated, by double
staining, that Toy and Ems expression also overlaps in this region
(Figure S3B). At stage 14 and later embryonic stages Ems is not
expressed in either Toy-expressing cells in the ventral nerve cord or
the primordia of the eye-antennal discs (Figure S3CeD).

We also conclude that in larval antennal discs Ems and Toy
expression patterns can overlap in a stripe of cells in the posterior
margin, but they do not overlap in the eye disc proper.

When Ems is ectopically expressed in the eye disc, Toy is
repressed in anterior clones, but not in posterior clones, indicating
that other factors are involved in the repression. The strong
repression we detected in the eye discs could possibly be due to
tissue-specific mediators or co-repressors.

Interestingly, we detected ectopic Toy expression in the
antennal disc when hth and ct were simultaneously down-
regulated. However, the repressive effects on toy in the antennal
discs can be overcome in dpp-Gal4>UAS-toy larvae and even in dpp-
Gal4>UAS-salm larvae, since both genotypes give rise to ectopic Toy
expression in the antennal disc. In both cases, the presence of Toy
protein is not sufficient to promote ectopic eye formation, indi-
cating that tissue-specific factors strongly resist induction of an
eye-forming pathway in the antenna. Wang and Sun (2012) found
that eliminating Hth and Ct repressors could induce eye formation
on antennas at very low frequencies, but the only effects we
detected were antenna-to-leg transformations.

Our results show that co-expression of Ems specifically re-
presses the capacity of Toy to induce formation of ectopic eyes in
wing and leg discs, since Ey-expressing flies form large ectopic eyes
on legs and wings in both the presence and absence of ectopic Ems.
The findings strengthen the conclusions that Ems specifically re-
presses toy expression or function, both endogenous and ectopic.
The existence of two presumptive Pax6 binding sites, flanking the
canonical transcription start site of toy (Jacobsson et al., 2009)
could indicate that autoregulation is important for toy gene
expression. The repressive mechanism of Ems on Toy might thus be

Fig. 6. Ectopic expression of Oc together with Toy results in larger ectopic eyes. (A) Flies expressing Toy produce ectopic eyes on the legs at 25 !C. (C) At 21 !C ectopic eyes are
smaller. (B and D) Co-activation of Toy and Oc gives rise to larger ectopic eyes at both temperatures. Enlargements of the flies at 21 !C are shown in C0 and D0 .

J. Skottheim Honn et al. / Gene Expression Patterns 20 (2016) 120e129126

Information

Mechanics

• Misexpression of a single gene (Eyeless/Pax6) 
     can elicit formation of a complete new eye. 

Ectopic eye on leg

Ectopic eye on leg

(Necessary and Sufficient)

Halder G, Callaerts P, Gehring WJ. Science. (1995) 267(5205):1788-92.
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Master control gene: cell differentiation
Article

Evolved Repression Overcomes Enhancer
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cuticle interaction. We show that svb directs the expression of
m in trichome cells. Miniature is a single-pass membrane
protein, with a short cytoplasmic tail and a large extracellular
region that contains a conserved Zona Pellucida (ZP) domain
[28]. ZP domains were initially identified in the three major
proteins of the zona pellucida, the extracellular envelope of
mammalian oocytes (see [30] for a recent review), and they
are thought to be components of apical matrices [40]. We
show that Miniature is required for the correct formation of
denticles, revealing a novel aspect of ZP protein function in
the formation of polarized cellular extensions. The absence of
m severely impairs the interaction between the plasma
membrane and cuticle layers in denticle cells, a defect likely
due to a disorganization of the extracellular matrix. In the
embryonic epidermis, Miniature is required for the contin-
uous membrane/cuticle interaction that is specific to den-
ticles, whereas only the tips of microvilli contact cuticle in
naked regions [5]. The accumulation of Miniature at the base
of denticles reveals the existence of a denticle-specific
membrane subdomain, suggesting that additional membrane
proteins might be involved in denticle formation. We found
that two other ZP genes are regulated by svb (Table S1) and
analysis of their individual role in denticle formation is under
way. Our findings shed light on the importance of membrane
proteins and their interaction with extracellular matrices, an
aspect of cell-shape control hardly accessible to cell-culture
approaches. Future analysis of Miniature targeting to the
denticle should help to understand the mechanisms required
for localized cell-shape modification during morphogenesis.

svb also regulates the expression of y, a gene encoding an
apically secreted protein that associates with cuticle and is
required for the production of black pigments [24]. While
pigmentation per se is not related to cell morphogenesis, the
role of Yellow in the catecholamine pathway remains elusive;
it could be involved in denticle hardening, since y mutant
larvae display defects, in the morphology of denticles, that
have been proposed to account for their abnormal locomotor
activity [41]. In addition, svb could directly regulate the local
protein composition of cuticle, as suggested by the identi-
fication of an additional target encoding a putative chitin-
binding protein (Table S1).

Svb Governs a Morphological Module
Experimental evidence suggests that svb is situated at the

bottom of regulatory cascades determining trichome pattern-
ing and is in turn directly responsible for triggering the
cellular program of denticle formation (Figure 8). First, svb
remains the most-downstream regulator determining the
pattern of denticles and dorsal hairs, despite the unprece-
dented extent of genetic screens based upon cuticle
observation (which identified most members of the Wg and
DER pathways). Second, among mutations producing tri-
chome defects, svb mutants display the strongest phenotype,
in which most denticles and dorsal hairs are replaced by
naked cuticle. Third, we show that svb directs the expression
of genes involved in various aspects of denticle formation,
including control of the cytoskeleton, membrane/matrix
organization and cuticle differentiation. Finally, we provide
evidence for a direct control of one of the targets (m). We
have defined a 400-bp m enhancer reproducing the endog-
enous expression pattern of m in the epidermis and show that
the Svb transcription factor binds specifically to this

evolutionarily conserved region. Substituting 2-bp in this
cis-regulatory element preventing Svb binding is sufficient to
abrogate its in vivo enhancer ability, thus suggesting that
direct binding of Svb mediates the control of m epidermal
expression. Several putative svb binding sites have been
detected in evolutionarily conserved regions of other svb
targets. Whether they are all required for svb transcriptional
regulation remains to be tested. Further dissection of the m
enhancer, as well as those of other svb targets, should lead to
the definition of a functional cis-regulatory element respon-
sible for svb control. This outcome should facilitate the
identification by bioinformatic approaches of additional svb
responsive enhancers and target genes.

Figure 8. Model of svb Regulation and Activity during Denticle
Formation

During epidermal differentiation, regulatory regions governing svb
transcription integrate outputs from many signaling pathways (Wg, Hh,
and DER) and positional cues to define the precise subset of epidermal
cells that express svb. The Shavenbaby transcription factor triggers in
turn the expression of different classes of genes encoding cellular
effectors. They are directly involved in distinct aspects of trichome
formation, including the reorganization of actin (singed, forked, wasp, and
shavenoid), extracellular matrix (m) and cuticle (y), likely through
modifying the activity of ubiquitous cellular machineries. Additional
cytoskeletal factors or regulators (independent of svb) might be required
for the fine sculpturing of each kind of trichome, characteristic of a given
body region. Modifications of svb cis-regulatory regions thus provide a
rich source of plasticity to evolve the trichome pattern and generate
morphological diversification throughout species.
DOI: 10.1371/journal.pbio.0040290.g008
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Figure 2. Mangold-Spemann transplantation experiment. Mangold removed the dorsal lip of the blas- 
topore from a donor amphibian embryo (stippled), grafted it to the flank of a host embryo, and thereby 
induced a secondary axis of polarity in the host that eventually developed into a secondary embryo. 

sac-like hydra as a diploblastic gastrula with a ringlet of 
tentacles emanating from the lips surrounding the “blas- 
topore,” her results bear a remarkable resemblance to 
those of the organizer experiments that Spemann and 
Mangold ( 1924) reported 15 years later using amphibian 
embryos. 

Structure and Development of the Diploblastic Hydras 

Before reviewing Browne’s key experiments in detail, 
it is important to understand the basic structure and de- 
velopment of hydras. The hydra is a simple diploblastic 
epithelial animal made up of two cell layers-the ecto- 

Figure 3. Browne transplantation experiment with hydra. Browne 
removed a piece of the hypostome (see Fig. 4) with a single tentacle (as 
a label) from a donor hydra, grafted it to the flank of a host hydra (#I), 
and thereby induced a secondary axis of polarity in the host (#2) which 
eventually developed into a secondary hydranth (see Fig. 4). The figures 
are those of Browne (1909). Figure 4. Diagram of a hydra illustrating its major structures. 

derm and endoderm-separated by a thin basal mem- 
brane called the mesoglea (Fig. 4). At one end of the an- 
imal is the “hydranth,” the part involved in feeding (the 
capture and ingestion of prey). Between the ringlet of ten- 
tacles on the hydranth is the mouth, an opening made up 
of tissue called the hypostome (Fig. 4). 

The hydra can reproduce asexually, by producing a bud 
at about the middle of its tubular body (Fig. 5A). Once 
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INTRODUCTION 

During the winters of 1906-1908, I carried on some experi- 
ments in grafting Hydra viridis for the purpose of throwing more 
light on the factors concerned in regeneration. The work was done 
at the suggestion of Professor Morgan, whom I sincerely thank 
for his kind interest and help. 

In my first series of experiments, which were done with the 
ordinary green hydra, I tried to discover what materialwhen grafted 
would give ,the necessary stimulus to call forth the develop- 
ment of a new hydranth. It was found by experiment that if a 
tentacle with a small bit of peristome tissue at its base was inserted 
into the body of another hydra, the stock would regenerate a whole 
new hydranth at the place of grafting, the grafted tentacle remain- 
ing as one of the new circlet of tenacles. The question arose 
whether the regeneration was due merely to the presence of foreign 
tissue of any kind or whether it was initiated by some special kind 
of material; and if so, what kind of tissue this was. T o  solve this 
problem, tissue was taken from different regions of the body of 
Hydra viridis and grafted into different regions of the body of 
other hydras of the same species. 

In my second series of experiments, I endeavored to find out the 
exact origin of the regenerating material. An excellent opportun- 
ity to decide this question was offered by the discovery of Mr. 
D. D. Whitney that the green color can be entirely removed from 
Hydra viridis by putting the animals in a .5 per cent glycerine solu- 
tion and leaving them for about three weeks. These artificial 
THE JOURNAL OF EXPERIMENTAL ZOOLOGV, VOL. 'VIII, NO. 1. 
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Figure 8. Cover page of reprint of Browne’s 1909 paper found in Spemann’s reprint collection. 

whereas Spemann and Mangold ( 1924) used tissues taken 
from two different species. 

Recently, in a roundabout way, I received conclusive 
evidence that Hans Spemann was aware of Browne’s paper 
as early as a few months after its publication. The infor- 
mation came to my attention as a result of a paper on 
Abraham Trembley published in Scientljic American 
(Lenhoff and Lenhoff, 1988). In response to that paper, 
we received kind letters from a number of scholars, among 
them Professor K. Sander of the Albert-Ludwigs-Univer- 
sitat in Freiberg. Professor Sander is the current Director 
of the University’s Institute for Biology (Zoology), once 
directed by Spemann. In his letter (30 May 1988), Pro- 
fessor Sander stated that, at Spemann’s suggestion, Hilde 
Mangold’s original thesis topic was to repeat Trembley’s 
experiment of turning hydra inside out, then following 
the fate of the ectoderm and endoderm in the inverted 
animals. Spemann, we know, was a biologist of great 

breadth, and, as Viktor Hamburger (1988) has noted, 
Spemann was aware of Trembley’s famous inversion ex- 
periment and wanted to see if, after a hydra was inverted, 
its ectoderm would be converted to endoderm, and vice 
versa. Spemann apparently had no trouble in considering 
hydra’s two cell layers as analogous to the ectoderm and 
endoderm of embryos. It was only after Mangold’s at- 
tempts to invert hydra failed that, according to Hamburger 
( 1988), Spemann suggested that she transplant the dorsal 
lip of one newt gastrula to the flank of another newt gas- 
trula. 

Responding to Sander’s letter, I asked if he could find 
any evidence that Spemann had been aware of Browne’s 
experiments on hydra (i.e., those published in 1909). Pro- 
fessor Sander replied (11 July 1988) with two pages of 
photocopied material. The first shows the cover page of 
Browne’s reprint found in Spemann’s collection (Fig. 8). 
Note that the paper by Browne had a published date of 
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Figure 1. Ethel Browne Harvey (1885-1965). Taken in 1928; from 
the Archives of the Library, Marine Biological Laboratory, Woods Hole, 
Massachusetts. 

Ethel Browne in any way influence the thinking of Spe- 
mann or Mangold? These and related questions are quite 
provocative in light of new information about Spemann’s 
knowledge of Browne’s work. 

I will first discuss the similarities between the Nobel 
Prize experiments of Spemann and Mangold (1924) in 
which the process of embryonic induction (i.e. the orga- 
nizer phenomenon) was demonstrated, and the 1909 work 
of Ethel Browne, in which she showed that a piece of 
hydra mouth tissue grafted to another hydra would induce 
the formation of a secondary axis of polarity in the recip- 
ient. 

Second, I will consider newly discovered evidence 
showing that Spemann was aware of Browne’s work long 
before Hilde Mangold (nee Proescholdt) began her famous 
organizer experiments. In addition, there is the provoc- 
ative information that Mangold had worked on hydra 
immediately before initiating her work on amphibian 
embryos. 

Finally, this case study raises questions about the pos- 
sible interplay of basic prejudices: (1) those of medical 
scientists in general, and the Nobel Committee in partic- 
ular, in using anthropocentric criteria when evaluating 
research in the biological sciences; and (2) those of male 
scientists in evaluating the research of female scientists, 
especially the work of female graduate students or of fe- 
males who have no significant academic rank. 

The Nobel Prize Experiment of Spemann and Mangold 

Mangold’s experiment involved taking a piece of the 
lip of the blastopore of the gastrula stage of the amphibian 
embryo and grafting it to the wall (flank) of another gas- 
trula at a site distant from the host blastopore (Fig. 2). In 
some cases, she actually grafted the lip tissue, and in other 
cases simply slipped the lip tissue into the host’s blastocoel. 
Further, to prove that the transplanted tissue actually in- 
duced changes in those of the host, Mangold took the 
transplant from a pigmented embryo of one species and 
grafted it to an unpigmented embryo of another species. 

The results, of course, were remarkable and unexpected. 
The small piece of grafted tissue “organized” the tissue 
next to it in the host, “inducing” it to develop a secondary 
axis of polarity so that the original tissue of the host de- 
veloped into two embryos rather than one (Fig. 2). 

This discovery rocked the world of embryology. Hilde 
Mangold, in the laboratory of Hans Spemann, had shown 
that a piece of embryonic tissue was capable of inducing 
adjacent tissue to develop in a specific manner. From that 
moment, the search for the nature of “the organizer” was 
on, and for years biologists would carry out a variety of 
imaginative experiments, hoping to identify the organizing 
principle (see Hamburger, 1988). None succeeded until 
recently. It now appears that Melton and his associates 
(e.g., see Ruiz i Altaba and Melton, 1989) have shown 
that peptide growth factors affect homeobox genes. Their 
findings may provide a key to understanding the elusive 
“organizer” in frogs. 

What, then, were the experiments of Ethel Browne 
(1909) and how similar were they to those of Spemann 
and Mangold (1924)? 

Key Discovery of Ethel Browne on Induction in Hydra 

Ethel Browne (1909) described how the hypostomal 
tissue (i.e., the tissue making up the mouth area of a hy- 
dra), when grafted at a certain site in the body wall of 
another hydra, gave “the necessary stimulus to call forth 
the development of a new hydranth” at that site (Fig. 3). 

Although she did not use the word “organizer” in re- 
porting her findings, her experiments describe, for the first 
time, the induction or “organization” of a secondary axis 
of polarity. Furthermore, if we consider the diploblastic, 
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or without the tentacle itself, and by (2) the graft of the material 
of a regenerating hydranth and by (3) the graft of the material 
of a bud. Neither a wound nor the graft of any other kind of 
tissue will stimulate the stock to send out a new hydranth. 

A reversal of polarity may take place in a graft, resulting in 
the production of a heteromorphic structure, if the polarity of the 
stock preponderates over that of the graft. 

5. 

zoiilogical Laboratory 
Columbia University 

Production of New Hydranths i n  Hydra 21 

amount of body wall tissue, or pure tentacle tissue, or pure hypo- 
stome tissue (tissue anterior to the tentacles) or a small amount of 
foot tissue, it is absorbed. If it is tissue lying at the baseof the 
tentacle, whether it includes a tentacle or not, it becomes part of a 
new hydranth which under its stimulation grows out from thestock. 
The fate of a graft depends ( 2 )  on the size of the piece grafted. A 
large piece of body wall tissue with the oral end exposed in a 
lateral graft gives rise to a new hydranth, a small piece is absorbed. 
A large piece from the foot may produce a new hydranth when 
grafted laterally, a small piece is absorbed. The fate of a graft 
depends (3) on the position it occupies in thestock. Ifinthecirclet 
of tentacles, a new hydranth is not produced by the graft of a 
tentacle with peristome tissue at  its base, but in any other region 
of the body a new hydranth may be produced. In the foot region 
this hydranth is very minute; in the middle region it is of normal 
size. If a band 
of tissue is grafted by its aboral end to the oral surface of a half- 
hydra, leaving the oral surface of the graft exposed, a normal hydra 
is produced, the tentacles growing on the exposed oral surface. If 
a band of tissue is reversed and grafted by its oral end to the oral 
surface of a half-hydra, leaving exposed the aboral surface of the 
graft, unless sufficiently small, tentacles grow out at the line of 
union of the two components, and not at the free end. 

No matter how specialized a tissue has become, it can, 
when grafted, be made over into a different kind of tissue and be 
incorporated into the body of the stock. For example, the mate- 
rial that had become differentiated into tentacle tissue can lose 
its differentiation and become body wall tissue and function as 
such. Likewise, differentiated tissue of the stock can, under the 
influence of special grafts, be made over into other kinds of differ- 
entiated tissue. For example, the foot tissue can, under the influ- 
ence of a grafted tentacle with basal tissue attached, be trans- 
formed into the body wall and tentacle tissue of a new hydranth. 

A grafted hydranth and a grafted foot, when not absorbed, 
keep their individuality and do not become one with the stock. 

A new hydranth can be stimulated to grow out from a hydra 
by ( I) thegraft of the peristome tissue at the baseof the tentacle, with 

The fate of a graft depends (4) on its polarity. 

2. 

3. 

4. 

• Developmental « stimulation » can be triggered by certain tissues in Hydra
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Figure 8. Cover page of reprint of Browne’s 1909 paper found in Spemann’s reprint collection. 

whereas Spemann and Mangold ( 1924) used tissues taken 
from two different species. 

Recently, in a roundabout way, I received conclusive 
evidence that Hans Spemann was aware of Browne’s paper 
as early as a few months after its publication. The infor- 
mation came to my attention as a result of a paper on 
Abraham Trembley published in Scientljic American 
(Lenhoff and Lenhoff, 1988). In response to that paper, 
we received kind letters from a number of scholars, among 
them Professor K. Sander of the Albert-Ludwigs-Univer- 
sitat in Freiberg. Professor Sander is the current Director 
of the University’s Institute for Biology (Zoology), once 
directed by Spemann. In his letter (30 May 1988), Pro- 
fessor Sander stated that, at Spemann’s suggestion, Hilde 
Mangold’s original thesis topic was to repeat Trembley’s 
experiment of turning hydra inside out, then following 
the fate of the ectoderm and endoderm in the inverted 
animals. Spemann, we know, was a biologist of great 

breadth, and, as Viktor Hamburger (1988) has noted, 
Spemann was aware of Trembley’s famous inversion ex- 
periment and wanted to see if, after a hydra was inverted, 
its ectoderm would be converted to endoderm, and vice 
versa. Spemann apparently had no trouble in considering 
hydra’s two cell layers as analogous to the ectoderm and 
endoderm of embryos. It was only after Mangold’s at- 
tempts to invert hydra failed that, according to Hamburger 
( 1988), Spemann suggested that she transplant the dorsal 
lip of one newt gastrula to the flank of another newt gas- 
trula. 

Responding to Sander’s letter, I asked if he could find 
any evidence that Spemann had been aware of Browne’s 
experiments on hydra (i.e., those published in 1909). Pro- 
fessor Sander replied (11 July 1988) with two pages of 
photocopied material. The first shows the cover page of 
Browne’s reprint found in Spemann’s collection (Fig. 8). 
Note that the paper by Browne had a published date of 
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organs (FIG. 2a, left). Other treatments that disrupt micro-
tubules, such as nocodazole and low temperature, have
similar outcomes4. The ventralized belly pieces develop
all three germ layers, but the mesoderm is of the ventral
type (lateral plate mesoderm and blood) and the ecto-
derm consists exclusively of epidermis6–8 (FIG. 2b).
Remarkably, these ventralized embryos can be com-
pletely rescued by the microinjection of certain synthet-
ic messenger RNAs. For example, upon a single injec-
tion of chordin mRNA into 4- to 32-cell embryos, the
formation of head, trunk and tail is restored (FIG. 2a,
right), and the rescued embryos contain a variety of dor-
sal tissues, such as central nervous system (CNS) in
ectoderm, and somite, notochord and kidney in meso-
derm (FIG. 2c). The most extraordinary aspect of the
ultraviolet-rescue experiment is that the same result can
be obtained with a large variety of mRNAs that function
in very different signalling pathways (FIG. 2d). Complete
rescue can be caused by the microinjection of mRNAs
that encode Wnts and several downstream effectors of
its pathway, such as β-Catenin and proteins that regulate
β-Catenin degradation9–11, and by microinjection of a
number of Nodal-related factors12 or BMP antagonists,
such as Noggin and Chordin13,14. How can such diverse
molecules all have the same properties in such a simple
ultraviolet-rescue assay? The thesis that we develop in
the following pages is that Wnts, Nodals and anti-BMP
molecules represent sequential steps in a common path-
way leading to dorsal axis development. The ultimate
consequence of activating this pathway in the embryo
would be to generate a region of low BMP signalling
that is required for dorsal differentiation.

Dorsal determinants stabilize β-Catenin
A breakthrough in the study of early dorsal axis establish-
ment was the discovery that β-Catenin is translocated
into the nuclei of cells on the dorsal side of both Xenopus
and zebrafish embryos at the early blastula stage15,16.
Xenopus β-Catenin has been shown to be required for
dorsal axis formation by the inhibition of maternal
mRNAs using antisense oligonucleotides17,18.β-Catenin
protein starts to accumulate in the dorsal cytoplasm as
early as the 2-cell stage and in dorsal nuclei by the 16-cell
stage16.By the midblastula stage,nuclei stain positively for
β-Catenin in the entire dorsal side, including regions that
later give rise to endoderm, mesoderm and ectoderm;
this shows that dorsal signals are present in a much wider
area than was previously thought15.

Another crucial discovery has been that the cortical
microtubules, which extend in parallel arrays from the
sperm entry point to the dorsal side of the embryo, not
only mediate the 30º rotation of the egg cortex with
respect to the underlying cytoplasm, but also transport
membrane vesicles located at the vegetal pole to the
dorsal side19 (FIG. 3a). Importantly, these membrane
vesicles are transported dorsally 90º or more towards
the animal pole, at the extraordinary speed of 25–40
µm min–1 (REF. 19). The membrane vesicles are able to
bind the fusion protein Dishevelled–green fluorescent
protein (Dsh–GFP) and transport it to the dorsal side20.
Dsh is a component of the Wnt signalling pathway and

induction and patterning of the mesodermal germ layer.
During gastrulation, a signalling centre (Spemann’s
organizer) becomes established in the dorsal mesoderm
and expresses numerous organizer-specific genes,
notably secreted proteins that bind to growth factors in
the extracellular space and prevent them from sig-
nalling. These antagonists include molecules such as
Noggin, Chordin, Cerberus, Frzb-1, Crescent and
Dickkopf (DKK). One of the main conclusions from
this research is that cell differentiation in the gastrula
embryo is regulated by inhibitory secreted molecules.
We also address in some detail the Chordin pathway, in
which signalling by BONE MORPHOGENETIC PROTEINS (BMPs)
bound to Chordin is regulated by the combined action
of the protease Xolloid and of another BMP-binding
protein called Twisted-gastrulation (xTsg).

Rescue of the effects of UV irradiation 
The critical function of the dorsal determinants stored
in the Xenopusegg is best illustrated by the experiments
shown in FIG. 2.When fertilized eggs are irradiated at the
vegetal pole with ultraviolet light, which impairs micro-
tubule function by crosslinking GTP to tubulin, the
embryo develops as a belly piece, lacking all dorsal axial

Animal

Oocyte Fertilized egg Blastula

Gastrula Neurula Tailbud

Vegetal

Neural plate

Dorsal
blastopore lip

Sperm
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Ectoderm
(animal cap)

Blastocoel

Mesoderm
(marginal
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Endoderm
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CNS
Epidermis
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Figure 1 | The anatomy of Xenopus development. The ovarian oocyte is radially
symmetrical and is divided into an animal and a vegetal domain. One hour after fertilization, 
an unpigmented dorsal crescent is formed in the fertilized egg opposite the sperm entry point.
As the embryo rapidly divides into smaller and smaller cells, without intervening growth
(cleavage), a cavity called the blastocoel is formed, which defines the blastula stage. By the
late blastula stage (9 h of development), the three germ layers become defined. The ectoderm,
or animal cap, forms the roof of the blastocoel. The mesoderm is formed in a ring of cells in 
the marginal zone, located between the ectoderm and endoderm. At the gastrula stage (10 h),
involution of the mesoderm towards the inside of the embryo starts at the dorsal blastopore
lip. The morphogenetic movements of gastrulation lead to the formation of the vertebrate
body plan, patterning the ectoderm, mesoderm and endoderm. At the neurula stage (14 h),
the neural plate, or future central nervous system (CNS), becomes visible in dorsal ectoderm.
By the tailbud stage (24–42 h), a larva with a neural tube located between the epidermis and
the notochord has formed. The blastopore gives rise to the anus, and the mouth is generated
by secondary perforation.

BONE MORPHOGENETIC
PROTEINS
(BMPs). Molecules of the 
TGF-β family that can induce
bone formation and ventralize
the vertebrate embryo. In
zebrafish, a mutation in either
BMP-2b or BMP-7 has a similar
effect, suggesting that they work
as heterodimers; either
mutation also inhibits
transcription of BMP-4.

© 2000 Macmillan Magazines Ltd

embryonic morphogenetic field organ-differentiation pro-
grams, giving rise to well-differentiated forebrain, eye, crys-
talline lens and olfactory placodes (Fig. 6A). All these
secondary CNS differentiations can be blocked if the initial
MAPK activation is inhibited with UO126, a chemical that
blocks MEK/MAPKK, the enzyme that phosphorylates and
activates MAPK/Erk (Fig. 6B).

The finding of heterologous neural inducers brought down
the edifice that Spemann had built. Concomitantly, the awe-
some power of the Drosophila genetics pioneered by Thomas
H. Morgan became the dominant force in experimental biol-

ogy. By the time I was a developmental biologist in training

during the 1970s, our professors would teach us that Hans
Spemann had set back developmental biology by fifty years.
Experimental embryology seemed dead.

2.3. Hamburger to the rescue

In 1988 a remarkable little book by Viktor Hamburger ap-
peared (Hamburger, 1988). He wrote a wonderful memoir
about his graduate student days in the Spemann laboratory
as a contemporary of Hilde Mangold. Hamburger’s book re-
vived interest in the organizer phenomenon and inspired

work in our laboratory and others. Hamburger was well

Fig. 4 – The Spemann–Mangold experiment reproduced in Xenopus laevis. A graft of albino dorsal lip was transplanted into
the ventral side of the gastrula (bottom right). Signals emanating from this small graft were able to divide the embryonic
morphogenetic field of the host into two almost equal parts, which formed a Siamese twin. Note that the D–V and A–P axes
are perfectly integrated; this can be seen, for example, in the perfect alignment of somites (segments) of the duplicated axes.
Reprinted, with permission, from the Annual Review of Cell and Developmental Biology, Volume 20 (c) 2004 by Annual
Reviews www.annualreviews.org.

Fig. 5 – Sand (SiO2) particles serve as heterologous neural inducers in ectodermal explants of the American salamander
Ambystoma maculatum. (A) A single grain of sand sandwiched between two ectodermal explants induces neural tissue
marked by Sox3 mRNA. (B) Multiple sand particles cause patches of Cytokeratin-negative cells, which correspond to neural
tissue. (C) Ectodermal explants cultured without sand particles, showing that the normal fate of these cells is to form
Cytokeratin-epidermal positive cells. Reproduced from Hurtado and De Robertis, 2007, with permission.
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RNA polymerase and microinjected into 
African clawed frog embryos. Those with 
biological activity were then sub-selected 
until a single clone was identified. Many 
interesting genes have been isolated using 
this powerful method15. Microinjected 
noggin mRNA was found to induce neural 
tissue in explants of ectodermal cells16. It 
was subsequently found that follistatin, yet 
another secreted molecule that is specific 
to Spemann’s organizer, was also a neural 
inducer17.

Spemann’s organizer secretes many 
antagonists. Many secreted proteins that are 
specific to Spemann’s organizer have been 
isolated from the African clawed frog gas-
trula through extensive molecular screens. 
The expectation was that new growth 
factors would be identified, but, instead, 
Spemann’s organizer was discovered to 
signal mainly by secreting a cocktail of bone 
morphogenic protein (Bmp; these proteins 
are members of the transforming growth 
factor (Tgf)β superfamily) and Wnt antago-
nists18,19. The new components and molecular 

mechanisms that scientists had  hoped to 
find were discovered in abundance, but 
the fact that these new components were 
antagonists of growth factors was a great 
surprise. Of all the organizer molecules 
shown in BOX 2, only anti-dorsalizing mor-
phogenic protein (Admp) is a growth factor. 
Admp is a member of the Bmp family that 
is expressed in the dorsal organizer20,21. This 
localization is paradoxical because Bmps, 
including Admp, induce ventral develop-
ment and also because Spemann’s organizer 
normally arises in a region of low Bmp 
signalling (see below).

The ventral-centre factors. The realization 
is now emerging that a second signalling 
centre is formed in the ventral side of the 
gastrula19 (BOX 2). At early stages of devel-
opment, the expression of ventral-centre 
genes tends to be diffuse and therefore the 
existence of this signalling centre was over-
looked. The ventral-centre region marks 
the highest levels of signalling by Bmp4 and 
Bmp7. These growth factors bind to mem-
brane Bmp receptors, which subsequently 

phosphorylate the end of a transcription 
factor known as Smad1, causing it to 
migrate into the nucleus and activate certain 
subsets of genes. Ventral-centre genes are 
coordinately activated by high Smad1 activ-
ity, and are part of what had been designated 
earlier as the Bmp4 synexpression group 
(that is, a group of genes that are coordi-
nately activated during development)22. 
What is striking is that many components 
that are expressed in the ventral centre, 
and that are transcribed when Bmp signals 
are high, have counterparts in the dorsal 
centre, in which they are transcribed when 
Bmp signals are low. So, ventral Bmp4 and 
Bmp7 are matched dorsally by Admp, and 
ventral crossveinless-2 (Cv2) and sizzled are 
matched dorsally by chordin and crescent, 
respectively. This arrangement, in which 
proteins of similar biochemical activities are 
expressed at opposite poles of the embryo, 
provides a molecular framework for under-
standing embryonic self-regulation.

Bmp inhibition and neural induction
The demise of Spemann’s organizer. One of 
the properties of the Spemann’s organizer 
experiment that captured the imagination of 
embryologists was that dorsal-lip mesoderm 
induced the development of a complete 
central nervous system (CNS), the most 
complex and intricate of all organ systems. 
Spemann distinguished this phenomenon 
as the ‘primary embryonic induction’1. 
Eventually, however, the fixation with 
neural induction would bring the edifice of 
experimental embryology down. In 1932, it 
was discovered that boiled (and, therefore, 
dead) tissue from Spemann’s organizer could 
induce neural tissue if sandwiched between 
layers of ectoderm or implanted into the 
blastula cavity23. Identifying the chemical 
substance that caused neural induction 
became the Holy Grail and attracted some 
of the best names in embryology such as J. 
Needham, C. Waddington, J. Brachet and 
J. Holtfreter. Many ‘heterologous inducers’ 
were found in tissue extracts, in purified 
fractions such as ribosomes (nucleopro-
teins), in fatty acids and sterols, and in 
clearly non-physiological substances such 
as methylene blue and even sand particles24. 
These discoveries became a funeral march 
for the field, as researchers realized that 
ectodermal explants of the salamander (but 
not the African clawed frog) embryo could 
be caused to differentiate into neural tissue 
very easily. The final blow came in the 1940s 
when Barth and Holtfreter discovered that 
ectodermal cells of Amblystoma maculatum 
(a close relative of the axolotl, or Mexican 

Box 1 | The Spemann–Mangold organizer experiment in 1924 

The photograph shows that when a small region of the embryo, the dorsal lip (albino cells in this 
case), is grafted to the opposite (ventral) side of a host gastrula embryo (see embryo on the left; 
note that the host’s dorsal lip can also be seen), the resulting Xenopus laevis tadpole develops a 
Siamese twin 3 days later. X. laevis is an African clawed frog that is favoured in modern research 
because it lays eggs year-round. Hilde Mangold (neé Proescholdt), a graduate student with Hans 
Spemann at Freiburg University, Germany, used salamander eggs of species that differed in their 
pigmentation. Because the fate of the transplanted cells could therefore be traced during 
development, Spemann and Mangold5 were able to demonstrate that the graft became notochord, 
yet induced neighbouring cells to change fates. These neighbouring cells adopted differentiation 
pathways that were more dorsal, and produced tissues such as the central nervous system, somites 
and kidneys. Note that the transplanted cells ‘organize’ a perfect dorsal–ventral and antero–
posterior pattern in the induced tissues. The Spemann–Mangold experiment firmly established the 
key importance of cell–cell inductions during animal development. Hilde Proescholdt married 
embryologist Otto Mangold, had a baby boy, and died tragically a few months later at the age of 
only 26, just before her landmark paper was published. For photographs of Hans Spemann and 
Hilde Mangold and a re-enactment of their transplantation experiment as carried out by the author, 
see Supplementary information S1 (movie). The image is reproduced, with permission, from REF. 19 
© (2004) Annual Reviews.
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Facsimile reproduction of the cover of an original reprint of the 1924 article by Hans
Spemann and Hilde Mangold, with a handwritten dedication by H. Spemann which

reads "With best regards, H.S."
(Courtesy of K. Sander, Freiburg).

Hilde Mangold Hans Spemann

1924

E. de Robertis. Nature Rev. Mol. Cell Biol.  (2006) 7:297-302.

• Embryonic axis duplication is 
induced by a graft from the dorsal 
region of an amphibian embryo
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TGF-β factors, such as Xnrs, is required for endodermal
differentiation57. In addition, the initial expression of
Xnr-1,Xnr-2 and Xnr-4 in the endoderm requires the β-
Catenin pathway39.

In conclusion, signals triggered by the dorsal deter-
minants pattern all three germ layers.β-Catenin acti-
vates genes such as siamoisand bozozok, and the expres-
sion of Nodal-related factors, which subsequently
cooperate in several parallel pathways as effectors of
dorsal development52,58,59. Detailed studies on promot-
ers, such as that of goosecoid, are gradually providing an
understanding of how these many pathways are brought
together at the level of transcriptional regulation of
organizer-specific genes.

The organizer secretes antagonists
At the gastrula stage, the main dorsalizing centre of the
embryo is Spemann’s organizer, which is located in the
dorsal mesoderm (FIG. 4). Its molecular exploration
proved a productive fishing ground for the discovery of
new genes (see supplementary information online, FIG.
S2) and produced unexpected findings. The main sur-
prise was that the organizer is a source of secreted antag-
onists that bind to growth factors in the extracellular
space and prevent them from binding to their cognate
receptors. These novel antagonists can be classified
according to the growth factors that they inhibit (FIG. 5).

BMP antagonists. The BMP antagonists Chordin,
Noggin and Follistatin do not share any common struc-
tural elements13,14,60; however, a single ventral injection
of mRNAs of any of these proteins leads to the forma-
tion of twinned axes, recapitulating the effects of graft-
ing Spemann’s organizer. When BMP antagonists are
overexpressed ubiquitously, embryos become radially
dorsalized, mimicking the phenotype caused by lithium
chloride (LiCl) treatment during early cleavage. LiCl
transforms the entire mesoderm into Spemann’s orga-
nizer and acts through the inhibition of GSK-3, a 
serine/threonine kinase that phosphorylates β-Catenin
and targets it for degradation61,62 (FIG. 3a). So these anti-
BMP activities mimic those caused by increased 
β-Catenin signalling. Transcription of noggin and
chordin is induced radially by treatment with LiCl and

gene bozozok, which is related to goosecoid, and is
required for the dorsal repression of BMP-2b/4 tran-
scription in the dorsal marginal zone47,48.

In the mesoderm, even after the initial induction has
taken place, β-Catenin and TGF-β signals (probably
Nodal-related) are integrated at the level of promoter
DNA to trigger transcription of the organizer-specific
gene goosecoid49–51. In Xenopus, β-Catenin can also
directly activate transcription of the homeobox genes
siamoisand xtwin8. These two closely related homeobox
genes are transcriptional activators and therefore are
different from bozozok and goosecoid in zebrafish, which
are considered to be transcriptional repressors52. The
goosecoid promoter in Xenopus contains two distinct
DNA regulatory elements (see supplementary informa-
tion online, FIG. S1). Xtwin/Siamois binds to the proxi-
mal element, thereby relaying the β-Catenin signal. The
distal element contains binding sites for a mesendoder-
mal homeodomain protein, Mixer, and for a het-
erodimer of Smad2 and Smad4. Transcription of mixer
is activated, and nuclear translocation of the
Smad2/Smad4 heterodimer is stimulated by the TGF-
β/Xnr signal that, in this way, is transduced to the
goosecoid promoter51. In the promoters of other TGF-β-
inducible genes, the function of Mixer is carried out by
the Forkhead-related protein FAST-1 (REF. 53). The Wnt
and TGF-β pathways might even be integrated in the
absence of separate promoter elements, as in the case of
the xtwin promoter54,55 (see supplementary information
online, FIG. S1).

In the endoderm, inhibition of β-Catenin signalling
by ultraviolet irradiation blocks the induction of
XlHbox-8, a marker of dorsal endoderm, which can be
restored by microinjection of TGF-β factors56. Cell-dis-
sociation experiments have shown that the secretion of

Midblastula

β-Catenin-Catenin
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VegT, Vg1
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Nodal-related
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Ventral mesoderm

Nodal-
related
molecules

Nieuwkoop
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Ventral
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Ectoderm

Ventral
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CNS
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Spemann's
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Mesoderm
induction
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Figure 4 | Two-step model of mesoderm induction in Xenopus. At the midblastula 
stage, higher β-Catenin levels on the dorsal side of the embryo, together with the vegetally
located transcription factor VegT and the maternal TGF-β-family growth factor Vg1, generate 
a gradient of Nodal-related molecules expressed in the endoderm. In turn, this gradient
induces the formation of overlying mesoderm: low doses of Nodal-related molecules (Xnrs)
lead to the formation of ventral mesoderm, whereas high doses lead to the establishment 
of Spemann’s organizer. Nieuwkoop’s centre is the region of dorsal endoderm that induces
organizer tissue. At the gastrula stage, the organizer secretes a cocktail of factors that refine
the initial patterning. Note that β-Catenin is widely distributed on the dorsal side, including in
derivatives of the three germ layers. (CNS, central nervous system.)
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Wnts Xwnt-8   Xnrs   BMPs BMPs TGF-β/Nodal
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Figure 5 | Spemann’s organizer is a source of secreted
growth factor antagonists. The organizer secretes
proteins that bind to different growth factors in the
extracellular space and block signalling through their 
cognate receptors. Crescent, Frzb-1 and Dickkopf-1 are 
Wnt antagonists. Cerberus is a multivalent inhibitor that
antagonizes Xwnt-8, Xnrs and BMPs. Chordin, Noggin and
Follistatin bind to and inhibit bone morphogenetic proteins
(BMPs). Lefty/Antivin blocks Nodal signalling through a
different mechanism, by binding to the TGF-β/Nodal receptor
and acting as a competitive inhibitor.
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salamander) could differentiate into neural 
tissue without the need for any organizer 
or inducing substance, simply by culturing 
explants in sub-optimal saline solutions25,26. 
This brought an era of research to an end. 
By the time I was a student in the 1970s, 
it was common to hear comments such as 
“Spemann’s organizer set developmental 
biology back by 50 years.”

The revival of Spemann’s organizer. 
Experimental embryology had a renais-
sance when the endogenous factors 
from Spemann’s organizer were cloned. 
Surprisingly, it was discovered that the 
neural induction by chordin, noggin and 
follistatin could be counteracted by the 
injection of Bmp4 mRNA27. Subsequently, in 
biochemical assays, these three antagonists 
were found to bind Bmp4 directly28–30.

Antisense morpholino oligos provide a 
powerful technology that allows the deple-
tion of individual gene products31. Using 
these gene-specific inhibitors, it was found 
that chordin expression was absolutely 
required for the inductive activity of organ-
izer transplants, but not for CNS formation 
in intact embryos32. In the mouse (Mus 
musculus), the knockout of both noggin and 
chordin is required before defects in fore-
brain development become apparent33. In 
the African clawed frog, triple knockdown 
of follistatin, chordin and noggin34, or of 
cerberus, chordin and noggin35, caused a 
catastrophic loss of CNS structures. So, the 
endogenous cocktail of Bmp antagonists that 
is secreted by tissue from Spemann’s organ-
izer is required for neural induction.

And what about the heterologous neural 
inducers that had paralysed the field for 
many decades? Work in the African clawed 
frog had shown that neural induction could 
also be obtained by simply dissociating ecto-
dermal cells for a few hours36,37. Recently, it 
has been discovered that cell dissociation 
triggers the sustained activation of mitogen-
activated protein kinase (Mapk), which, in 
turn, causes the phosphorylation of Smad1 
at sites that inhibit the activity of this tran-
scription factor38. In the course of normal 
development, phosphorylation of Smad1 by 
Mapk transmits signals from receptor tyro-
sine kinases such as fibroblast growth factor 
(Fgf) and insulin-like growth factor (Igf) 
receptors39,40. Mapk activation counteracts 
the activating effects of Bmp signalling on 
Smad1, thereby inhibiting epidermal fate 
and enhancing neural differentiation. Mapk 
is activated by many non-specific cellular 
stimuli — its activation probably explains 
the effects of heterologous inducers38.

Molecular self-regulation
Ubiquitous neural induction. Embryonic 
development has in-built redundancy 
to ensure that the process is error-free 
and reproducible from individual to 
individual. When Bmp2, Bmp4 and Bmp7 
were knocked down simultaneously, 
African clawed frog embryos displayed 
larger dorsal structures but were found to 

still retain a significant dorsal–ventral pat-
tern41. Surprisingly, in embryos that lacked 
Spemann’s organizer (which were generated 
using tricks such as irradiating the egg with 
ultraviolet light or surgically preparing 
ventral half-embryos) the effects were much 
greater, with the depletion of Bmp2, Bmp4 
and Bmp7 causing massive brain differentia-
tions that lacked a dorsal–ventral pattern. 

Box 2 | Proteins secreted by the dorsal and ventral signalling centres in the gastrula

The factors from Spemann’s organizer chordin, noggin and follistatin are bone morphogenic 
protein (Bmp) antagonists, whereas Frzb1, secreted frizzled-related protein-2 (sFrp2), crescent and 
dickkopf-1 are Wnt antagonists19. Cerberus is a multivalent antagonist of Wnt, Bmps and 
transforming growth factor (Tgf)β–nodal signalling that induces head structures; its discovery led 
to the realization that head development is induced by anterior endoderm52,53. Most of these 
secreted antagonists work by binding to growth factors in the extracellular space, thereby 
preventing them from binding to membrane receptors. Dickkopf-1 works in a different way54: 
it binds to the Wnt transmembrane co-receptor low-density-lipoprotein-receptor-related 
protein-5/6 (Lrp5/6) and, together with another transmembrane protein that is known as kremen, 
induces endocytosis of the Wnt co-receptor and depletes it from the cell surface55. Anti-dorsalizing 
morphogenic protein (Admp) is a Bmp-like molecule that is, paradoxically, transcribed in regions 
where Bmp levels are low.

Chordin, a molecule with a key role in embryonic self-regulation, has an intricate mechanism of 
action. It contains four cysteine-rich domains that serve as Bmp-binding modules in many 
extracellular proteins that are involved in Bmp–Tgfβ signalling18,19. Chordin binds both to Bmp and 
to twisted-gastrulation (Tsg), forming a diffusible ternary complex that cannot bind to Bmp 
receptors18,56. Bmps are probably bound to Tsg most of the time, so that the overall effect of Tsg in 
zebrafish (Danio rerio) is to promote Bmp signalling, as shown by loss-of-function experiments57,58. 
Chordin activity is regulated by tolloids (known as xolloids in the African clawed frog (Xenopus 
laevis)) — zinc metalloproteinases that have pro-Bmp effects because they cleave chordin at two 
specific sites — which release Bmp that can then signal through Bmp receptors43.

Ventral-centre proteins19 include: first, the growth factors Bmp4 and Bmp7; second, 
crossveinless-2 (Cv2), a molecule that contains five Bmp-binding modules similar to those of 
chordin; third, sizzled, a molecule with the structure of an sFrp that functions as a feedback 
inhibitor of Bmp signalling46–48 indirectly by binding to and inhibiting metalloproteinases that 
degrade the Bmp antagonist chordin45; fourth, bambi (Bmp and activin membrane-bound inhibitor), 
a natural dominant-negative Bmp receptor that lacks the catalytic intracellular domain59; fifth, 
xolloid-related (Xlr), a zinc metalloproteinase that cleaves chordin very effectively43,44; and sixth, 
Tsg, a protein that binds both to chordin and Bmp56.
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The Spemann’s organiser produces inhibitors of 
several signalling pathways
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Specification of positional information by morphogens

• Case study: antero-posterior axis specification in the Drosophila embryo
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Positional information: Morphogen gradient
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Figure 20.3: French flag model of positional information. A morphogen gradient
is present along the long (anterior–posterior) axis of the embryo. When the
concentration of the morphogen exceeds a first threshold, cells are in the “blue”
state, while when they are below the first threshold but above a second threshold
they adopt the “white” state. (Adapted from L. Wolpert et al., Principles of
Development, 3rd ed., New York, Oxford University Press, 2007)
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Figure 3. The hcd Gradient Controls the Pattern of Activation of Both the HBtHSZ and hb Genes 
(B), (C), (D), (E), and (F) show the pattern of /acZ expression generated by the H6263 gene in embryos derived from mothers carrying zero, one, 
two, four, and six copies of the bed gene; similarly (H), (I), (J), (K), and (L) show the patterns of endogenous hb protein expression in their sibling 
embryos, respectively. Note that the boundaries of expression of both genes shift posteriorly as the bed gene dosage rises. Note also that the HB263 
gene is not active in embryos derived from mothers lacking functional copies of the bed gene (B), despite the fact that such embryos express the 
endogenous hb gene under independent genetic control via a different promoter (G, H). (G) shows an earlier syncytial blastoderm derived from 
a mutant bed embryo expressing hb protein derived solely from maternal hb transcripts. By the late cellular blastoderm stage (H), this maternally 
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nucleus, which should be proportional to the protein con-
centration. To establish the constant of proportionality we
bathe the embryo in a solution of purified GFP with known
concentration and thus compare fluorescence levels of
the same moiety under the same optical conditions (see
Experimental Procedures).

Some of the observed fluorescence is contributed by
molecules other than the Bcd-GFP, and we estimate this
background by imaging wild-type embryos under exactly
the same conditions. As shown in Figure 2B, this back-
ground is almost spatially constant and essentially equal
to the level seen in the Bcd-GFP flies at the posterior
pole, consistent with the idea that the Bcd concentration
is nearly zero at this point.

Figure 2B shows the concentration of Bcd-GFP in nuclei
as a function of their position along the anterior-posterior
axis. The maximal concentration near the anterior pole,
corrected for background, is cmax = 55 ± 3 nM, while the
concentration in nuclei near the midpoint of the embryo,
near the threshold for activation of hb expression (at a po-
sition x/L!48% from the anterior pole), is c = 8 ± 1 nM. This
is close to the disassociation constants measured in vitro

for binding of Bcd to its target sequences in the hb en-
hancer (Ma et al., 1996; Burz et al., 1998; Zhao et al., 2002).

Physical Limits to Precision
Our interest in the precision of the readout mechanism for
the Bcd gradient is heightened by the theoretical difficulty
of achieving precision on the !10% level. To begin, note
that 1 nM corresponds to 0:6molecules=mm3, so that the
concentration of Bcd in nuclei near the midpoint of the em-
bryo is c = 4.8 ± 0.6 molecules/mm3 or 690 total molecules
in the nucleus during nuclear cycle 14. A 10% difference in
concentration thus amounts to changes of!70 molecules.

Berg and Purcell (1977) emphasized, in the context of
bacterial chemotaxis, that the physical limit to concentra-
tion measurements is set not by the total number of avail-
able molecules but by the dynamics of their random arrival
at their target locations. Consider a receptor of linear size a
and assume that the receptor occupancy is integrated for
a time T. Berg and Purcell argued that the precision of
concentration measurements is limited to

dc

c
! 1ffiffiffiffiffiffiffiffiffiffiffiffi

DacT
p ; (2)

where c is the concentration of the molecule to which the
system is responding and D is its diffusion constant in the
solution surrounding the receptor. Recent work shows
that the Berg-Purcell result really is a lower limit to the
noise level (Bialek and Setayeshgar, 2005, 2006): the com-
plexities of the kinetics describing the interaction of the re-
ceptor with the signaling molecule just add extra noise but
cannot reduce the effective noise level below that in Equa-
tion 2. These theoretical results encourage us to apply this
formula to understand the sensitivity of cells not just to
external chemical signals (as in chemotaxis) but also to
internal signals, including morphogens such as Bcd.

Here we estimate the parameters that set the limiting
accuracy in Equation 2; for details see Supplemental
Data. The total concentration of Bcd in nuclei is c = 4.8 ±
0.6 molecules/mm3 near the point where the ‘‘decision’’ is
made to activate Hb (Figure 2B). Bicoid diffuses slowly
through the dense cytoplasm surrounding the nuclei with
a diffusion constant D<1mm2=s (Gregor et al., 2007), which
is similar to that observed in bacterial cells (Elowitz et al.,
1999), and we take this as a reasonable estimate of the ef-
fective diffusion constant for Bcd in the nucleus. Receptor
sites for eukaryotic transcription factors are!10 base pair
segments of DNA with linear dimensions a! 3 nm. The re-
maining parameter, which is unknown, is the amount of
time T over which the system averages in determining
the response to the Bcd gradient; the longer the averaging
time, the lower the noise level. Putting together the param-
eters above, we have
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c
! ½DacT #$1=2

=
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Figure 2. Absolute Concentration of Bcd
(A) Scanning two-photon microscope image of a Drosophila embryo

expressing a Bcd-GFP fusion protein (Gregor et al., 2007); scale bar

50mm. The embryo is bathed in a solution of GFP with concentration

36 nM. We identify individual nuclei and estimate the mean Bcd-GFP

concentration by the ratio of fluorescence intensity to this standard.

(B) Apparent Bcd-GFP concentrations in each visible nucleus plotted

versus anterior-posterior position x (reference line in [A]) in units of

the egg length L; red and blue points are dorsal and ventral, respec-

tively. Repeating the same experiments on wild-type flies which do

not express GFP, we find a background fluorescence level shown by

the black points with error bars (standard deviation across four

embryos). In the inset we subtract the mean background level to

give our best estimate of the actual Bcd-GFP concentration in the

nuclei near the midpoint of the embryo. Points with error bars show

the nominal background, now at zero on average.

Cell 130, 153–164, July 13, 2007 ª2007 Elsevier Inc. 155

Thomas Gregor, D. Tank, E. Wieschaus and B. Bialek
Cell 130:153 (2007)

R. Philipps, J. Kondev, J. Theriot, H. G. Garcia (ill. N. Orme)
Physical Biological of the Cell (Garland Science)

• Gradient of concentration/activity of a molecule
• Activity thresholds induce gene transcription at different position
• Concentration of morphogen is a positional information

Lewis Wolpert, J. Theoret. Biol. (1969) 25: 1-47
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Figure 20.3: French flag model of positional information. A morphogen gradient
is present along the long (anterior–posterior) axis of the embryo. When the
concentration of the morphogen exceeds a first threshold, cells are in the “blue”
state, while when they are below the first threshold but above a second threshold
they adopt the “white” state. (Adapted from L. Wolpert et al., Principles of
Development, 3rd ed., New York, Oxford University Press, 2007)
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Figure 20.7: Establishment of the Hunchback profile. (A) Bicoid gradient along
the anterior-posterior axis. (B) Amount of hunchback gene expressed as a func-
tion of the concentration of Bicoid. [Hb]/[Hb]max is identified with pon, which
is given by eqn 20.17 where we assumed ✏on � ✏o↵ = 5kBT , and Kd is chosen to
correspond to the concentration of Bicoid at x/L = 0.5, i.e., Kd = 0.08[Bcd]max.
(Experiments find that the Hunchback step occurs at roughly the midpoint be-
tween the anterior and the posterior end of the embryo.) The inset shows the six
known Bicoid binding sites responsible for Hunchback expression at this stage
of development. (C) Concentration of Hunchback protein along the anterior-
posterior axis is obtained by using the Bicoid gradient, eqn 20.18 as input into
eqn 20.17.
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this analysis is that the concentrations of the various species of interest must
be promoted to full functions of space and time. For example, in the case of
Bicoid, we introduce the field [Bcd](r, t). For simplicity, we imagine that the
concentration profile is one-dimensional (that is, consider a one-dimensional fly
embryo) so that the concentration can be written as [Bcd](x, t). Further, the
only “reaction” to which Bicoid is subjected is that it can decay over time. (As
we will see in the next section, the idea of pattern formation by reacting and
di↵using molecular species can be generalized to include more than a single dif-
fusing species and more than one kind of reaction among them; these additional
complexities will enable the formation of much more complex patterns.)

A Reaction-Di↵usion Mechanism Can Give Rise to an Exponential
Concentration Gradient

The rate equation for the concentration of Bicoid along the anterior–posterior
axis is

@[Bcd]

@t
= D

@2[Bcd]

@x2
� 1

⌧
[Bcd]. (20.1)

Here D is the di↵usion constant of the protein, while ⌧ is the mean lifetime.
The second term on the right-hand side of the equation is a “sink” term and
accounts for the fact that even in the absence of di↵usion, the concentration
of Bicoid can change simply by virtue of decay processes characterized by the
mean lifetime ⌧ . Since the anterior region (x = 0) of the embryo acts as a source
of Bicoid we expect a steady state to develop, characterized by a concentration
profile which does not change in time. In this case the Bicoid concentration
satisfies the equation

D
d2[Bcd]

dx2
� 1

⌧
[Bcd] = 0, (20.2)

which has the solution
[Bcd] = [Bcd]maxe

�x/� (20.3)

where [Bcd]max is the concentration at the anterior end, while � =
p
D⌧ is the

characteristic length over which the concentration decays by a factor of 1/e.
How does this predicted exponential profile correspond to what is seen exper-

imentally, and how well does the predicted value of � accord with its measured
value? As seen in Figure 20.4, careful experiments have made it possible to mea-
sure the Bicoid gradients in a number of di↵erent species of fly. Figure 20.4(B)
reveals the concentration profiles for Bicoid which are well described by an ex-
ponential distribution like that derived above. Further, Figure 20.4(C) shows
the measured values of the decay constant � which for Drosophila melanogaster
has a characteristic value of roughly � ⇡ 100 µm.

Though there remains uncertainty about the parameters D and ⌧ , the di↵u-
sion constant for Bicoid appears to lie in the range 5�10 µm2/s. Measurements
of the degradation time yield approximately ⌧ ⇡ 50 min or ⌧ ⇡ 3000 s. As a
result, we estimate

� ⇡
p

5 µm2/s⇥ 3000 s ⇡ 120 µm, (20.4)
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Physical Biological of the Cell (Garland Science)
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Non-linear induction 

of target genes

• Position specific expression of morphogen target: 

Positional information: Morphogen gradient concentration

1312CHAPTER 20. BIOLOGICAL PATTERNS: ORDER IN SPACE AND TIME

of nuclei and their possible impact on gradient establishment. A simple toy
model makes the assumption that Bicoid only decays inside nuclei. In that
case the e↵ective degradation rate 1/⌧eff is the product of the degradation
rate when the Bicoid is in the nucleus, 1/⌧ , and the probability that the
molecule finds itself in the nucleus, pnuc. Assuming that the Bicoid molecules
are uniformly distributed within a volume V , the probability of any given one
being found in a nucleus can be expressed as pnuc = Nnucv/V where Nnuc is
the number of nuclei, while v is the volume of an individual nucleus. Putting
all this together we obtain a simple formula for the e↵ective degradation rate,
namely,

1

⌧eff
=

Nnucv

V

1

⌧
, (20.12)

which leads to a formula for the decay length,

� =
p
D⌧eff =

r
D⌧V

Nnucv
. (20.13)

One of the particularities of the embryos of di↵erent fly species shown in
Figure 20.4 is that they all have the same number of nuclei, which are spread
out in a volume V = Al, where A is the surface area of the embryo and l
is the thickness of the syncytial layer where the nuclei are located. Given
that l is relatively constant between species we only need to worry about how
A changes between them. An interesting extra piece of information is that,
though di↵erent species can have embryos that vary dramatically in size, the
aspect ratio of the embryos is relatively constant. Given this observation, we
can write the embryo surface area as

A = 2⇡RL = ⇡↵L2, (20.14)

whereR is the radius of the embryo, ↵ = 2R/L is the aspect ratio of the embryo
width to embryo length, and we have assumed a cylindrical geometry for the
embryo. As a result, we expect the decay length to be proportional to embryo
length. In particular, using eqn 20.14 to compute V and then substituting
this result into the formula for the decay length given in eqn 20.13 leads to
the result

� =

r
D⌧

⇡↵l

Nnucv
L. (20.15)

Hence, the simple idea that Bicoid degradation occurs within nuclei leads
to a prediction for how the decay length should scale with the embryo size,
which appears to be consistent with the experimental observation shown in
Figure 20.4(C).

We can test this argument by performing a numerical solution of the
reaction-di↵usion equation with nonuniform degradation. To simplify mat-
ters, instead of considering the two-dimensional geometry of the cortical layer
of the embryo, we once again simplify our analysis to a one-dimensional em-
bryo. In this case, the same line of reasoning as above, leads to an e↵ective
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Fig. 1. Mirror image duplication can
be induced by an ectopic source of
the morphogen molecule. (A) A
model for morphogen signaling. A
morphogen emanating from the
expressing cell (S) sets the positional
value of a cell by forming a
concentration gradient across the
developmental field in which the cell
resides; the value of the gradient at
each point in the field is a function of
the distance of the receiving cell from
the morphogen-secreting cells (left).
Introduction of an ectopic source (Sʹ)
of morphogen can induce mirror
image duplication (underline; right).
(B) Wing imaginal disc (red) of third
instar Drosophila larva. The imaginal
disc is a two-sided sac comprising a
columnar cell layer that contains
presumptive wing blade (wb) and
thorax (t) regions, and an overlying
squamous peripodial membrane
(pm); it is set aside from the
embryonic epidermis and develops at
the larval stage. The imaginal disc is
subdivided into anterior (A) and
posterior (P) compartments along the
anteroposterior axis. hedgehog (hh) is
expressed in the posterior
compartment; hh mRNA is
visualized with in situ hybridization
(left). Schematic on right modified
with permission from Bryant and
Levinson (Bryant and Levinson,
1985). (C) Ectopic expression of hh,
by making a clone of cells expressing
hh, induces a mirror image
duplication of the anterior wing
structure. Hh produced in the P
compartment is secreted into the A
compartment (top). A clone of cells
ectopically expressing hh in the A
compartment induces a complete
mirror image duplication of the A
compartment (bottom). Wing veins I-
V are indicated. Reproduced with
permission from Tabata (Tabata,
2001). (D) Ectopic production of
Shh, induced by implanting shh-
expressing cells into the anterior limb
bud, induces a mirror image
duplication of the wing structure. shh
is expressed in the region
corresponding to the ZPA in the wing
bud (top). Implanted cells that
ectopically produce Shh in the
anterior of the limb bud induce a
mirror image duplication of the wing
structure (bottom). Digits (II, III and
IV) are labeled on the schematic, and
radius (R), ulna (U) and humerus (H)
are labeled in the photographs on the
right. Reproduced with permission
from Riddle et al. (Riddle et al.,
1993). Photographs courtesy of C.
Tabin.
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• Axis duplication in limbs can induced by specific secreted molecules
• The developmental induction acts non-autonomously: it influences cells at a distance 

(>100µm)

The concept of Organiser: axis duplication
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Mode of organisation: Morphogen gradient
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diffuses away and is degraded over time, the 
steady-state concentration of the molecule 
decreases exponentially with a length constant 
given by λ = √(D/k), in which k is the rate 
of degradation28,29 (FIG. 1a). The length con-
stant in this case is the average distance the 
molecul e moves before it is degraded.

There are several examples of reaction–
diffusion gradients. One is the gradient of 
activity of the small GTPase Ran, which 
regulates the assembly of the mitotic spin-
dle30,31. The source of active Ran is chroma-
tin, where a guanine nucleotide exchange 
factor catalyses the conversion of inactive 
RanGDP into active RanGTP. The global 
sink is the cytoplasm, where a soluble Ran 
GTPase-activating protein converts RanGTP 
back into the inactive GDP-bound form. The 
length constant is ≈5 μm, and the localized 
activity of Ran restricts the desequestration 
of spindle assembly factors to the immediate 
vicinity of the spindle.

Another example of a reaction–diffusion 
source–sink process is the gradient of the 
morphogen Decapentaplegic (DPP), which 

controls growth and patterning in the devel-
oping fly wing32 (FIG. 1b). The gradien t forms 
by a combination of randomly directed 
movement away from a source and deg-
radation in the tissue; the length constant 
is ≈20 μm (FIG. 1c). Although the diffusion 
coefficient of DPP (0.1 μm2 s–1, measured 
by photobleaching and recovery32) is low 
enough to be consistent with thermal dif-
fusion, its movement within and between 
epithelial cells is thought to be active and to 
require endocytosis (however, an alternative 
hypothesis does exist33). Thus, unlike the 
case of the RanGTP gradient, the DPP gra-
dient is thought to rely on active diffusion. 
By contrast, a gradient of the morphogen 
fibroblast growth factor in the zebrafish 
embryo, the length constant of which is 
≈200 μm, is established by rapid thermal 
diffusion through the extracellular space 
(D ≈100 μm2 s–1, measured by fluorescence 
correlation spectroscopy) and exocytosis-
dependent removal in the tissue34. These 
examples show that the gradients of mor-
phogens in tissues can vary considerably in 

Figure 1 | Patterning of biochemical species by reaction–diffusion mechanisms. a | Schematic of 
a local source–global sink mechanism. Morphogens (green dots) are released at a point and degrade 
as they diffuse away. The steady-state concentration of the molecule decreases exponentially, with 
a length constant given by λ = √(D/k), in which D is the diffusion coefficient and k is the rate constant 
of degradation. b,c | Green fluorescent protein (GFP)-tagged Decapentaplegic (DPP) patterning in a 
developing fly wing (b). DPP diffuses away from the source, the vertical line along which the intensity 
is highest, and is degraded in the tissue to give an exponential gradient32 (c). d,e | Schematic of a 
‘Turing pattern’ (d) featuring two chemical species (activator shown in green and inhibitor in red), 
with the reaction scheme in e. As a result of self-amplification, a peak in activator and inhibitor con-
centration grows. Because the inhibitor diffuses away from a peak more quickly than the activator, it 
has higher concentrations relative to the activator on either side of the peak, thereby restricting the 
width to which the peak may spread. The distance between the peaks in the pattern, λ, is a compli-
cated function of the diffusion coefficients and rate constants defined in e. At the onset of pattern 
formation, λ is given by the formula shown in d, in which λ

a
 = √(D

a
/k

a
) and λ

h
 = √(D

h
/k

h
); ‘a’ represents 

the activator and ‘h’ represents the inhibitor. f | The stripes on a zebrafish are thought to be generated 
by a Turing mechanism41. Images in parts b and c are modified, with permission, from REF. 32 © (2007) 
The American Association for the Advancement of Science. Image in part f is reproduced, with 
permissio n, from REF. 41 © (2009) National Academy of Sciences.

length scale, which in these cases is deter-
mined primarily by variation in the diffusion 
coefficients. Interestingly, in these examples, 
the active diffusion is slower than thermal 
diffusion; perhaps active processes allow 
tighter control of morphogen spread.

Surprisingly, the mechanism underlying 
the BCD protein gradient in the D. mela-
nogaster embryo is not settled, despite BCD 
being the first morphogen to be discovered4. 
Local source–global sink models35,36 have 
proposed that BCD diffuses away from its 
site of synthesis at the anterior pole (the 
local source, in this case bcd mRNA) and is 
degraded throughout the tissue (the global 
sink). However, photobleaching and recov-
ery experiments indicate a very small diffu-
sion coefficient of 0.3 μm2 s–1; this is too low 
to explain a BCD gradient with a character-
istic length of ≈100 μm. This is because the 
diffusion time (λ2/(2D) = 16,000 s) is longer 
than the time that it takes to establish the 
protein gradient in vivo (5,000 s)37. An alter-
native to a reaction–diffusion mechanism 
is that BCD is nearly immobile and remains 
near to where it is synthesized, leading to a 
protein localization that reflects bcd mRNA 
gradient38. However, a large diffusion coef-
ficient of 7 μm2 s–1 has been measured by 
fluorescence correlation spectroscopy39; this 
is high enough to explain the formation of 
a BCD protein gradient by a reaction–dif-
fusion mechanism. This example illustrates 
both the difficulty of doing quantitative 
measurements in developing tissues and 
the importance of these measurements in 
understanding patternin g mechanisms.

Patterns generated by a Turing mechanism. 
Historically, a ‘Turing pattern’ refers to a 
time-invariant pattern with a well-defined 
wavelength (length scale) produced by 
a reaction–diffusion system containing 
two or more chemical species with dis-
tinct diffusion coefficients. Turing pat-
terns (FIG. 1d,e) have been used to model 
regeneration in hydra1,2, the patterns on 
seashells40 and the striped pigmentation in 
fish41 (FIG. 1f). In the case of zebrafish, there 
is good evidence for short-range activation 
and long-range inhibition, which are the 
requirements for a Turing pattern; however, 
the identities of the activator and inhibitor 
are not known. In other systems, candidate 
inhibitor and activator molecules have been 
identified, but whether a Turing mecha-
nism is responsible for generating the pat-
tern is not clear5. To prove that a Turing 
mechanism underlies pattern formation, it 
will be important to measure rates of dif-
fusion and reaction and show that they can 
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• Gradient of concentration/activity of a molecule
• Activity thresholds
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Fig. 1. Mirror image duplication can
be induced by an ectopic source of
the morphogen molecule. (A) A
model for morphogen signaling. A
morphogen emanating from the
expressing cell (S) sets the positional
value of a cell by forming a
concentration gradient across the
developmental field in which the cell
resides; the value of the gradient at
each point in the field is a function of
the distance of the receiving cell from
the morphogen-secreting cells (left).
Introduction of an ectopic source (Sʹ)
of morphogen can induce mirror
image duplication (underline; right).
(B) Wing imaginal disc (red) of third
instar Drosophila larva. The imaginal
disc is a two-sided sac comprising a
columnar cell layer that contains
presumptive wing blade (wb) and
thorax (t) regions, and an overlying
squamous peripodial membrane
(pm); it is set aside from the
embryonic epidermis and develops at
the larval stage. The imaginal disc is
subdivided into anterior (A) and
posterior (P) compartments along the
anteroposterior axis. hedgehog (hh) is
expressed in the posterior
compartment; hh mRNA is
visualized with in situ hybridization
(left). Schematic on right modified
with permission from Bryant and
Levinson (Bryant and Levinson,
1985). (C) Ectopic expression of hh,
by making a clone of cells expressing
hh, induces a mirror image
duplication of the anterior wing
structure. Hh produced in the P
compartment is secreted into the A
compartment (top). A clone of cells
ectopically expressing hh in the A
compartment induces a complete
mirror image duplication of the A
compartment (bottom). Wing veins I-
V are indicated. Reproduced with
permission from Tabata (Tabata,
2001). (D) Ectopic production of
Shh, induced by implanting shh-
expressing cells into the anterior limb
bud, induces a mirror image
duplication of the wing structure. shh
is expressed in the region
corresponding to the ZPA in the wing
bud (top). Implanted cells that
ectopically produce Shh in the
anterior of the limb bud induce a
mirror image duplication of the wing
structure (bottom). Digits (II, III and
IV) are labeled on the schematic, and
radius (R), ulna (U) and humerus (H)
are labeled in the photographs on the
right. Reproduced with permission
from Riddle et al. (Riddle et al.,
1993). Photographs courtesy of C.
Tabin.

Mode of organisation: Morphogen gradient

• Gradient of concentration/activity of a molecule (Shh)
• Activity thresholds

Rolf Zeller et al. Nature Reviews Genetics 10:45–858 (2009)



Programme 

• hierarchical, indirect interactions
• modular
• long and short range interactions
• high-wired 
• multiple parameters
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The amount of information required to model/    
encode is very large
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Figure 19.2: Regulatory proteins in the Drosophila embryo. The anterior–
posterior (A–P) patterning of the fruit fly is dictated by genes that are controlled
by spatially varying concentrations of transcription factors. (A) Schematic of
the main transcription factors involved in the regulation of stripe 2 of expres-
sion of the even-skipped gene (eve). (B) Regulatory region of the stripe 2 of the
even-skipped gene where the binding sites for each transcription factor have been
identified. The binding site color on the DNA corresponds to the transcription
factor color in (A). (C) Spatial profile of the morphogen gradients measured us-
ing immunofluorescence. (D) Resulting pattern of expression of the regulatory
region shown in (B). (B, Adapted from Small et al., EMBO J. 11:4047, 1992.;
C, adapted from Myasnikova et al., Bioinformatics 17:3, 2001; D, adapted from
Small et al., Dev. Biol. 175:314, 1996.)

http://courses.biology.utah.edu/bastiani/3230/
DB%20Lecture/Lectures/b10FlyZygotic.html

Rob Philipps, Jane Kondev, Julie Theriot, Hernan G. Garcia.
illustration: Nigel Orme 

Physical Biological of the Cell (Garland Science)



Thomas LECUIT   2018-2019

Self-organization 

• few rules and parameters
• local and direct interactions

Complexity emerges from very simple rules
The amount of information required to model/encode
is very small

Scott Camazine, J-L Deneubourg, NR. Franks, J. Sneyd, G. Theraulaz and E. Bonabeau
Self-Organisation in Biological Systems
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• Ants (Lasius niger) form pellets, move them around and deposit 
them.

• The form pillars evenly spaced

• Once pillars reach a certain height, ants form roofs that bridge 
pillars. 

Self-organization 

• few rules and parameters
• local and direct interactions



Self-organization 

Thomas LECUIT   2018-2019
Anaïs Khuong et al, and Guy Theraulaz. PNAS  113:1303-1308. 2016

• few rules and parameters

Two kinds of local and direct interactions:

1. stigmergic-based interactions: local amplification of soil 
deposition is dependent on pheromone concentration added by 
ants. Pheromone life-time depends on temperature

> controls the spacing of pillars

2. template-based interaction between ant’s body and built 
structure: depends on length of animal

• local and direct interactions

>controls the height of roof

and Fig. S6). Fig. 3A suggests that PðdropjnÞ increases with the
number of previously deposited pellets.
As the number of depositions increased on the chamber’s

floor, we observed that ants also pick up pellets on the existing
piles, thus remodeling the built structures. To determine the
probability PðpickjnÞ that an ant picks up a pellet on a pile of n
previously deposited pellets, we need to estimate both the con-
tact rate of unloaded ants with a pile of size n and the rate of
change of that pile after a contact with an ant (SI Materials and
Methods). Fig. 3B suggests that PðpickjnÞ decreases with the
number of previously deposited pellets (see SI Materials and
Methods for the computation of the individual picking-up and
deposition rates associated with these probabilities).
As the amount of building material already deposited in some

places increases, the deposition of pellets in those places is en-
hanced, leading to the emergence of pillars. Then, as soon as the
pillars reach some critical height, workers stop adding pellets on
top of pillars and start to build extensions on the sides. To better
understand this behavior, we performed an additional set of
experiments in which we used artificial pillars made of wood (SI
Materials and Methods). These pillars were about the same di-
ameter as the ones built by ants but higher (15 mm). We mea-
sured the height at which the pellets were fastened on these
pillars and found that it corresponded to the mean body length
of an ant worker [Fig. 3C; minimum height: 4.02 ± 0.33 mm (n =
13); maximum height: 8.46 ± 0.64 mm (n = 13); mean ant body
length: 4.1 ± 0.14 mm]. This result suggests that workers used
their body size as a template to decide at which height they will
stop to pile up pellets on an existing pillar and start to build a
roof from that pillar.
We also checked whether any secretion was added to the

pellets by ants during their manipulations. In termites, it has
been shown that a volatile chemical substance called “cement
pheromone” originating from a worker’s salivary gland was
added to the building material and stimulated the deposition of
soil pellets (30–32). A similar pheromone might also be used by
ants and could play a role in the coordination of building actions.
If a chemical marking exists, it would increase an ant’s rate to
drop material at the sites with the most recent deposits, thus
enhancing the accumulation of an increasing number of pellets.
To test this hypothesis, we performed a series of experiments in
which we analyzed the behavior of ants when they came into
contact with two pillars: one control pillar made with fresh
building material that had never been in contact with ants and
one with material that had been recently manipulated by ants (SI
Materials and Methods). Fig. 3D shows that within a few minutes
after the ants’ introduction in the experimental arena, there was
a highly significant proportion of ants in a circular area of 6 cm2

around the pillar made with freshly manipulated material in

comparison with the same area around the control pillar. These
results clearly reveal the existence of a chemical compound in
the material manipulated by ants that has a retention effect on
the ants. This effect, which has recently been described in ter-
mites (33), may concentrate workers carrying pellets in some
locations and hence lead to a concentration of depositions at

Fig. 2. Quantification of the construction dynamics. The black and dashed lines are the mean and SD of experimental data (n = 11 experiments). The red
curves indicate the model predictions (over 10 simulations with a group of 500 ants and 1/ηm = 1,200 s). (A) Dynamics of pillar density (pillar per cm–2).
(B) Dynamics of average nearest-neighbor distance between pillars (mm). (C) Dynamics of the fraction of surface (in %) covered by structures exceeding 3 mm
(0 mm corresponds to the average height of the initial disk of construction material). (D) Distribution of nearest-neighbor distances between pillars after 96 h.
(E) Pair correlation function (pcf) of the pillars’ positions (derivative of the Ripley’s K function, the reduced second moment function of the point process),
showing a clear exclusion within the first 10 mm (pcf < 1). Beyond this distance, the locations of pillars are randomly distributed in space (pcf ≅ 1).

Fig. 3. Quantification of individual behavior. (A and B) The rates of deposition
ηd(n) of (A) and picking up ηp(n) (B) a pellet as a function of the number of
deposited pellets (solid dots) and the fitted parametric functions used in the
simulation model (red line). The spontaneous dropping rate could not be
measured directly; we therefore set it to the linear extrapolation at n = 0,
ηd,0 = 0.025 s−1. (A and B, Insets) The corresponding probabilities of depositing
and picking up a soil pellet as a function of the number of previously deposited
pellets encountered within a radius of 0.5 mm as estimated from experiments.
(C) Height distribution of pellets deposited along vertical wood pillars (black
bars) and the fitted skew normal distribution function (red line). (C, Inset) The
cumulated distribution function F(h) used to modulate the probability of de-
positing a building particle as a function of the vertical location of ants.
(D) Test for the presence of pheromone in the material manipulated by ants in
a binary choice experiment containing the two types of pillars in the same Petri
dish. Dynamics of the fraction of ants around the test pillar made withmaterial
recently manipulated by ants (red line ± SE) and the control pillar made with
material that has never been in contact with ants (orange line ± SE). The dots
indicate the times when the fractions were measured (every 5 min).
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those places. However, because the chemical compound evapo-
rates with time, this effect has only a limited duration.

Computational Model. A stochastic, spatially explicit individual-
based model (IBM) was developed to understand the respective
roles of the individual behavioral rules and the building phero-
mone in the emergence and characteristics of tridimensional
structures built by groups of ants. In the model, the 3D discrete
space is defined by a 200 × 200 × 200 cubic lattice with a unit side
length Δl= 0.5 mm. The building material is made of particles
whose elementary size corresponds to that of a single cell. Ants
are mobile agents, and each of them also occupies a single cell.
Because the density of ants remains quite low in the experimental
setup, one can consider that there is no cluttering effect that could
prevent the workers having access to any potential building site
(Movie S1). This condition is in sharp contrast to digging behavior.
In that case, the dug galleries and the workers have often the same
width, thus limiting an easy access to the digging fronts (34). Hence,
although real ants are much larger than the particles of material
that they pick up, transport, and deposit, we represented each ant as
occupying a single cell in the cubic lattice. One may consider that a
cell corresponds to the location of the head of the ant where it
performs its building behavior. Each ant can only perceive its 26
neighboring cells in 3D space (hereafter denoted as V26).

In line with previous models of nest building behavior (17, 19),
our model also incorporates logistic constraints imposed by the
built structures on the motion of ants. Namely, ants move
according to a random walk, but they are constrained to stay in
contact with the surface of the built structure and cannot walk
through cells that are already occupied either by building ma-
terial or by other ants. Moreover, ants can only move to adjacent
locations (i.e., to the six orthogonal locations around the ants’
current position). When ants come into contact with the
boundaries of the lattice, their motion is randomly reoriented in
a direction facing away from these boundaries. The deposition
behavior is also conditioned by physical constraints: a building
particle can be deposited only at locations where it can share a
common face with another particle. Finally, a particle can be
deposited in a cell only if there exists an empty adjacent cell
where an ant can move after the deposition (see SI Materials and
Methods for details).
During one time step, agents move as described above, and

then they can either (i) choose to pick up a particle from the ground
if they are not already carrying one with a probability ePðpickÞ, (ii)
deposit a particle with a probability ePðdropÞ, or (iii) simply keep
walking. The decision process is local and Markovian: ePðpickÞ and
ePðdropÞ only depend on the number of particles present in V26.
There is no effect of the amount of time an ant has spent either
moving unloaded on ePðpickÞ or carrying a particle on ePðdropÞ.
An ant can pick up any particle on the bottom layer of V26 and
deposit a pellet on the ant’s current position, both as a function
of previously deposited pellets in V26 ½ePðpickÞ= ePðpickjnÞ and
ePðdropÞ= ePðdropjnÞ$. The model also includes the body-tem-
plate effect that leads to the lateral depositions of pellets on the
sides of pillars that are tall enough. Thus, ePðdropjnÞ is modulated
by the height of the empty space below the current ant’s position
[simply by multiplying ePðdropjnÞ by the cumulative density function
in the Inset of Fig. 3C].
Experiments also suggest that ant workers add a pheromone to

the building material that may enhance further depositions of
pellets at the locations where pheromone intensity is high
enough. We have included the chemical marking of building
material in the model: once it has been deposited, a particle is
labeled by the time of its deposition. As a first approximation, we
consider that the diffusion of the pheromone was negligible. We
assume that the pheromone decay rate ηm (i.e., the inverse of
the mean lifetime of the pheromone) is exponential. Thus, the
pheromone provides the ants with local information about the

time elapsed since a particle was deposited at a given location.
The ants’ response to the pheromone is an increase of ePðdropjnÞ
with the total amount of pheromone in the surrounding building
material as follows:

ePðdropjn, τmÞ= 1− eð−ηdðnÞ ·Δt · e
ð−τm · ηmÞÞ,   [1]

where τm is the time elapsed since the latest deposition event in
V26, and ηdðnÞ is the instantaneous deposition rate (Eq. S3 in SI
Materials and Methods). Model simulations were done with a
group of 500 ants and updated every Δt = 1 s.

Estimation of Model Parameters. All parameters of individual ant
behaviors were estimated from the experimental data with the
exception of the lifetime of the pheromone (1=ηm), which de-
pends on many parameters such as temperature and humidity (SI
Materials and Methods). Pheromone lifetime was the only free
parameter of the model, and we investigated how it affects the
construction dynamics.

Simulation Results and Comparisons with Experimental Data. We
investigated the effect of pheromone lifetime on the growth and
form of structures built by ants (Fig. 4 A and B and Fig. S7). Our
simulation results show that without the dynamics induced by
pheromone marking, no structure can be built (Movie S4). The

Fig. 4. Effect of the pheromone on the growth and form of built patterns
observed in the simulations. (A) Distribution of nearest-neighbor distances
between pillars after 96 h, measured in the experiments and in the model
for different values of pheromone lifetime. The red dots indicate the median
of the nearest-neighbor distance between pillars. (B) The average density of
pillars built as a function of the pheromone lifetime. The red curve indicates
the mean of experimental data, and the gray dashed line indicates the SD
(n= 11). For each value of the pheromone lifetime, 10 numerical simulations
were performed with a group of 500 ants.

1306 | www.pnas.org/cgi/doi/10.1073/pnas.1509829113 Khuong et al.
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Self-organization vs Programme in development

• Case study: branching morphogenesis

expression of genes needed in the later
branching events. Thus, although each stage
of branching is morphologically and geneti-
cally distinct, a core set of genes is used
repeatedly while stage-specific genes are
called into play at the appropriate times.

Establishing the Tracheal Sacs
Before branching begins, trachealess selects
the tracheal primordia in the embryonic ec-
toderm and drives the conversion of these
planar epithelial regions into sacs (9 ). The
gene turns on in the tracheal primordia 1 to 2
hours before sac formation, and the basic
helix-loop-helix (bHLH)–PAS domain tran-
scription factor forms a complex with Tango
(10 ), a broadly expressed bHLH-PAS protein
homologous to mammalian ARNT. The Tra-
chealess-Tango heterodimer presumably reg-
ulates target genes encoding cytoskeletal and
cell surface proteins responsible for sac for-
mation. It also readies the sacs for the branch-
ing events that follow by triggering expres-
sion of genes required for branching (9 , 10 ).
These targets include breathless, a Drosoph-
ila homolog of mammalian fibroblast growth
factor (FGF) receptors that is turned on
throughout the sacs (11).

Patterning of Tracheal Branching by
an FGF Pathway
A single gene, branchless, is the critical de-
terminant of the tracheal branching pattern
(12 ). Just before primary branching begins,
branchless turns on in clusters of cells ar-
rayed around the tracheal sacs, at positions
where primary branches will bud (Fig. 2A).
The secreted Branchless FGF binds the
Breathless FGF receptor on nearby tracheal

cells, stimulating the receptor’s tyrosine ki-
nase activity and downstream signal trans-
duction cascades involving Ras, Raf, and a
cytoplasmic protein encoded by stumps (Dof )
(11, 13 ). This signaling guides the migration
of the tracheal cells as the primary branches
bud (Fig. 2B).

Expression of branchless is highly dy-
namic. As each primary branch grows toward
the nearby cluster of branchless-expressing
cells, expression of the gene turns off and the
branch stops growing. In some cases, another
patch of branchless expression turns on at a
more distant site and the branch continues to
grow toward the new patch. Misexpressing
the gene in novel positions causes ectopic
branch outgrowth to the new sites. Thus, the
pattern of branchless expression sets the pat-
tern of primary branching.

Several hours after primary branches bud,
secondary branches begin to sprout. The sec-
ondary budding pattern is also controlled by
Branchless and Breathless, but by a different
molecular mechanism. As primary branches
extend toward the Branchless FGF signaling
centers, cells at the growing end are exposed
to high levels of the signal (Fig. 2B). This
induces expression of secondary branch
genes such as pointed (6 , 12 ), an ETS domain
transcription factor (14 ), which drive forma-
tion of secondary branches. Paradoxically,
Branchless also induces a potent inhibitor of
branching called sprouty in the cells closest
to the signaling center (15 ). Sprouty protein
blocks Branchless signaling to more distant
tracheal cells, thereby limiting secondary
branch sprouting to positions closest to the
FGF signaling sources.

Terminal branches bud several hours after

the secondary branches and throughout larval
life. The structure of these fine branches dif-
fers dramatically from that of previous gen-
erations of branches, and the pattern of
branching is not rigidly fixed but variable and
regulated by tissue oxygen need (6 , 16 ). Nev-
ertheless, terminal branching is also con-
trolled by the Branchless pathway (17 ). New
genes come into play at this stage that change
the expression pattern of the FGF ligand (ren-
dering it oxygen-sensitive) and the tracheal
cells’ response to it. One of these genes is
blistered ( pruned ), which encodes the Dro-
sophila Serum Response Factor (18 ), a
MADS domain protein proposed to function
with a ternary complex factor as part of an
FGF-activated transcription complex that
regulates other terminal branch genes. The
blistered gene turns on just before terminal
branching begins, triggered by FGF signaling
in the previous round of branching (6 , 12 ).

Thus, a core FGF pathway is used repeat-
edly to pattern each generation of tracheal
branches. But at each stage, the mechanisms
controlling expression or activity of the li-
gand are changed, and the signaling pathways
downstream of the receptor are altered, re-
sulting in different branching outcomes.
Some of the changes are triggered by previ-
ous FGF signaling events: Thus, the different
stages of the developmental program are cou-
pled in a regulatory cascade that ensures that
branching occurs in the proper sequence and
generates distinct patterns at each stage.

Control of the Early Stages of Lung
Branching by an FGF Pathway
Development of the mouse lung, although
less well understood than the Drosophila tra-

Fig. 1. Structure and
formation of branch-
ing networks. (A) Latex
cast of a human lung
(39). There are 20 or
more generations of
branches. (B) Mandel-
brot’s model (5) of a
branching network gen-
erated by 10 rounds of
dichotomous branching.
(C) Immunostain of the
developing tracheal sys-
tem in a 15-hour-old
Drosophila embryo. In
each segment, 6 prima-
ry and about 25 sec-
ondary branches have
formed, and hundreds
of terminal (3°) branch-
es will sprout during lar-
val life. (D) Schematic
of Drosophila tracheal
development. A portion
of an epithelial sac is
shown sprouting one
primary, two secondary, and many terminal (3°) branches. Mutations
in different genes block or cause misregulation of theprocess at the

indicated steps. TCF, ternary complex factor. Bar is !3 cm in (A) and
15 "m in (C).
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expression of genes needed in the later
branching events. Thus, although each stage
of branching is morphologically and geneti-
cally distinct, a core set of genes is used
repeatedly while stage-specific genes are
called into play at the appropriate times.

Establishing the Tracheal Sacs
Before branching begins, trachealess selects
the tracheal primordia in the embryonic ec-
toderm and drives the conversion of these
planar epithelial regions into sacs (9 ). The
gene turns on in the tracheal primordia 1 to 2
hours before sac formation, and the basic
helix-loop-helix (bHLH)–PAS domain tran-
scription factor forms a complex with Tango
(10 ), a broadly expressed bHLH-PAS protein
homologous to mammalian ARNT. The Tra-
chealess-Tango heterodimer presumably reg-
ulates target genes encoding cytoskeletal and
cell surface proteins responsible for sac for-
mation. It also readies the sacs for the branch-
ing events that follow by triggering expres-
sion of genes required for branching (9 , 10 ).
These targets include breathless, a Drosoph-
ila homolog of mammalian fibroblast growth
factor (FGF) receptors that is turned on
throughout the sacs (11).

Patterning of Tracheal Branching by
an FGF Pathway
A single gene, branchless, is the critical de-
terminant of the tracheal branching pattern
(12 ). Just before primary branching begins,
branchless turns on in clusters of cells ar-
rayed around the tracheal sacs, at positions
where primary branches will bud (Fig. 2A).
The secreted Branchless FGF binds the
Breathless FGF receptor on nearby tracheal

cells, stimulating the receptor’s tyrosine ki-
nase activity and downstream signal trans-
duction cascades involving Ras, Raf, and a
cytoplasmic protein encoded by stumps (Dof )
(11, 13 ). This signaling guides the migration
of the tracheal cells as the primary branches
bud (Fig. 2B).

Expression of branchless is highly dy-
namic. As each primary branch grows toward
the nearby cluster of branchless-expressing
cells, expression of the gene turns off and the
branch stops growing. In some cases, another
patch of branchless expression turns on at a
more distant site and the branch continues to
grow toward the new patch. Misexpressing
the gene in novel positions causes ectopic
branch outgrowth to the new sites. Thus, the
pattern of branchless expression sets the pat-
tern of primary branching.

Several hours after primary branches bud,
secondary branches begin to sprout. The sec-
ondary budding pattern is also controlled by
Branchless and Breathless, but by a different
molecular mechanism. As primary branches
extend toward the Branchless FGF signaling
centers, cells at the growing end are exposed
to high levels of the signal (Fig. 2B). This
induces expression of secondary branch
genes such as pointed (6 , 12 ), an ETS domain
transcription factor (14 ), which drive forma-
tion of secondary branches. Paradoxically,
Branchless also induces a potent inhibitor of
branching called sprouty in the cells closest
to the signaling center (15 ). Sprouty protein
blocks Branchless signaling to more distant
tracheal cells, thereby limiting secondary
branch sprouting to positions closest to the
FGF signaling sources.

Terminal branches bud several hours after

the secondary branches and throughout larval
life. The structure of these fine branches dif-
fers dramatically from that of previous gen-
erations of branches, and the pattern of
branching is not rigidly fixed but variable and
regulated by tissue oxygen need (6 , 16 ). Nev-
ertheless, terminal branching is also con-
trolled by the Branchless pathway (17 ). New
genes come into play at this stage that change
the expression pattern of the FGF ligand (ren-
dering it oxygen-sensitive) and the tracheal
cells’ response to it. One of these genes is
blistered ( pruned ), which encodes the Dro-
sophila Serum Response Factor (18 ), a
MADS domain protein proposed to function
with a ternary complex factor as part of an
FGF-activated transcription complex that
regulates other terminal branch genes. The
blistered gene turns on just before terminal
branching begins, triggered by FGF signaling
in the previous round of branching (6 , 12 ).

Thus, a core FGF pathway is used repeat-
edly to pattern each generation of tracheal
branches. But at each stage, the mechanisms
controlling expression or activity of the li-
gand are changed, and the signaling pathways
downstream of the receptor are altered, re-
sulting in different branching outcomes.
Some of the changes are triggered by previ-
ous FGF signaling events: Thus, the different
stages of the developmental program are cou-
pled in a regulatory cascade that ensures that
branching occurs in the proper sequence and
generates distinct patterns at each stage.

Control of the Early Stages of Lung
Branching by an FGF Pathway
Development of the mouse lung, although
less well understood than the Drosophila tra-

Fig. 1. Structure and
formation of branch-
ing networks. (A) Latex
cast of a human lung
(39). There are 20 or
more generations of
branches. (B) Mandel-
brot’s model (5) of a
branching network gen-
erated by 10 rounds of
dichotomous branching.
(C) Immunostain of the
developing tracheal sys-
tem in a 15-hour-old
Drosophila embryo. In
each segment, 6 prima-
ry and about 25 sec-
ondary branches have
formed, and hundreds
of terminal (3°) branch-
es will sprout during lar-
val life. (D) Schematic
of Drosophila tracheal
development. A portion
of an epithelial sac is
shown sprouting one
primary, two secondary, and many terminal (3°) branches. Mutations
in different genes block or cause misregulation of theprocess at the

indicated steps. TCF, ternary complex factor. Bar is !3 cm in (A) and
15 "m in (C).
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Supplemental Figures

OriginOrigin

Figure S1. Whole-Gland Reconstructions Reveal the Dynamics of Fat Pad Invasion and Branching Morphogenesis, Related to Figure 1
(A) Whole-gland imaging (K14 staining in white) of fourth mammary glands of 3.5w, 5w and 8w old mice. Pubertal morphogenesis starts from a rudimentary tree

around 3.5w and is complete around 8w.

(B) Post-reconstruction outlines of the 5w old mammary glands seen in (A).

(C) Post-reconstruction outlines of the 8w old mammary gland seen in (A).

(D) Post-reconstruction outlines of another 8w old fourth mammary gland reveals the heterogeneity and stochasticity underlying mammary gland formation and

structure.

(E) Post-reconstruction outlines of a 5w old fifth mammary gland shows a similar structure and organization compared to fourth mammary glands. Gland origin

indicated in each panel by red arrow.

Scale bars: 5 mm.
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cheal system, provides an instructive compar-
ison. Like the Drosophila tracheal system,
the mammalian lung develops by sequential
rounds of branching. Beginning on embryon-
ic day 9 in mouse (about day 25 in humans),
one or two epithelial buds sprout from the gut
into the surrounding mesenchyme to form the
trachea and left and right primary bronchi.
The primary bronchi grow and sprout second-
ary bronchi, which sprout tertiary bronchi,
and so on. Branching continues for a total of
6 to 8 generations in the mouse and for about
20 generations in humans, forming the esti-
mated 17 million branches of the human lung
(3 ). Buds appear in a characteristic order and
branch at characteristic locations (19 ), indi-
cating that as in Drosophila , the early stages
of branching are under fixed developmental
control. Also, successive branches progres-
sively diminish in size, and the histological
structure of the epithelium and surrounding
support layers change.

An isolated lung bud explant in culture
develops into an extensively branched struc-
ture of apparently normal pattern (19 ). All of
the patterning information is therefore con-
tained in the several thousand cells of the
pulmonary epithelium and surrounding mes-
enchyme that compose the explant. Experi-
ments in which different portions of epitheli-
um and mesenchyme were recombined in
culture demonstrated that the mesenchyme is
not only required for epithelial branching but
also plays an important role in the patterning
process (19 , 20 ). This suggested that the mes-
enchyme might contain spatially restricted
cues that direct branching of the epithelium.

FGF10, one of 18 mammalian FGFs, was
recently identified as a mesenchyme-derived
factor that plays a critical role in patterning
the early branching events. Fgf10 knockout
mice show a striking phenotype—the absence
of lungs with just a blind-ended trachea re-
maining (21). A dramatic inhibition of bron-
chial branching is also seen in transgenic
mice expressing a dominant negative form of
an FGF10 receptor (Fgfr2-IIIb) in the pul-
monary epithelium (22), indicating that the
actions of FGF10 may be mediated through
this receptor. As in the Drosophila tracheal
system, the FGF receptor is initially ex-
pressed throughout the epithelium (23 )
while the ligand turns on in the surrounding
tissue (24 ). Fgf10 is expressed in a com-
plex and dynamic pattern in the mesen-
chyme near the positions where primary,
secondary, and tertiary bronchi bud. The
buds grow toward areas of Fgf10 expres-
sion (Fig. 2C), and when an FGF10-soaked
bead is implanted, ectopic branches grow
out and target the bead (24 ). Thus, FGF10
appears to direct early bronchial branching
much as the Branchless FGF controls the
initial branching events in Drosophila .
Also like Drosophila , the FGF appears to

be used repeatedly to pattern successive
rounds of branching.

In addition to its chemoattractant func-
tion, FGF10 has another function in lung
branching that parallels the situation in Dro-
sophila : It induces later programs of gene
expression in the growing branches (Fig. 2C).
Bmp4 expression is induced by FGF10 (25 ,
26), and the expression patterns of genes that
encode Sonic hedgehog (Shh) (27 ) and
mouse Sprouty homologs (28 , 29 ) suggest
that they are induced in the same way. Thus,
the tips of growing bronchial branches them-
selves become active signaling centers, with
each secondary signal serving a different
function. Bmp4 inhibits proliferation of the
epithelium and hence may limit branch

growth (26 ), and Sprouty2 functions like
Drosophila Sprouty to limit branch formation
(28 ).

Retrograde Signals from Epithelium to
Mesenchyme
Another function of the secondary signals,
one not required in the Drosophila tracheal
system, is to pattern the surrounding mesen-
chyme. As the pulmonary epithelium branch-
es, the mesenchyme grows and differentiates
into support structures of the airway walls
(cartilage, smooth muscle) and blood vessels.
These processes must be coordinated with
epithelial branching because the support
structures ensheath the epithelial tubes, and
pulmonary blood vessels follow their branch-

Fig. 2. FGF control of branching morphogenesis. (A) Five domains of branchless FGF mRNA
expression (blue) surrounding a tracheal sac (trachealess expression, brown) at about 6 hours of
development. Primary branches bud at these five positions and a sixth position of branchless
expression deep to the focal plane. The schematic representation (right) shows the register of
branchless and trachealess expression domains with the gridlike pattern of positional values set by
the anterior-posterior (A-P) and dorsal-ventral (D-V) patterning hierarchies. Modified from (12, 32).
[Photomicrograph reproduced with permission from Cell Press] (B) Model of Branchless patterning
of tracheal branching. Secreted Branchless FGF (blue) guides the migration of tracheal cells as they
form primary branches. High levels of Branchless induce secondary branch genes such as pointed
in the cells at the end of the primary branches (green), which reprogram these cells to form
secondary branches. Another induced gene, sprouty, encodes an FGF pathway inhibitor that limits
the range of FGF signaling (green inhibitory arrows) and restricts secondary branch formation to
cells closest to the FGF signaling center. (C) Model of FGF10 patterning of mouse lung branching.
FGF10 (blue) secreted by the mesenchyme guides bronchial branch outgrowth. It also induces new
gene expression in the cells at the ends of the bronchial branches (green). Shh is proposed to
function as a feedback inhibitor of Fgf10 expression (green inhibitory arrows), which splits the
Fgf10 expression domain and promotes the next round of branching.
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expression of genes needed in the later
branching events. Thus, although each stage
of branching is morphologically and geneti-
cally distinct, a core set of genes is used
repeatedly while stage-specific genes are
called into play at the appropriate times.

Establishing the Tracheal Sacs
Before branching begins, trachealess selects
the tracheal primordia in the embryonic ec-
toderm and drives the conversion of these
planar epithelial regions into sacs (9 ). The
gene turns on in the tracheal primordia 1 to 2
hours before sac formation, and the basic
helix-loop-helix (bHLH)–PAS domain tran-
scription factor forms a complex with Tango
(10 ), a broadly expressed bHLH-PAS protein
homologous to mammalian ARNT. The Tra-
chealess-Tango heterodimer presumably reg-
ulates target genes encoding cytoskeletal and
cell surface proteins responsible for sac for-
mation. It also readies the sacs for the branch-
ing events that follow by triggering expres-
sion of genes required for branching (9 , 10 ).
These targets include breathless, a Drosoph-
ila homolog of mammalian fibroblast growth
factor (FGF) receptors that is turned on
throughout the sacs (11).

Patterning of Tracheal Branching by
an FGF Pathway
A single gene, branchless, is the critical de-
terminant of the tracheal branching pattern
(12 ). Just before primary branching begins,
branchless turns on in clusters of cells ar-
rayed around the tracheal sacs, at positions
where primary branches will bud (Fig. 2A).
The secreted Branchless FGF binds the
Breathless FGF receptor on nearby tracheal

cells, stimulating the receptor’s tyrosine ki-
nase activity and downstream signal trans-
duction cascades involving Ras, Raf, and a
cytoplasmic protein encoded by stumps (Dof )
(11, 13 ). This signaling guides the migration
of the tracheal cells as the primary branches
bud (Fig. 2B).

Expression of branchless is highly dy-
namic. As each primary branch grows toward
the nearby cluster of branchless-expressing
cells, expression of the gene turns off and the
branch stops growing. In some cases, another
patch of branchless expression turns on at a
more distant site and the branch continues to
grow toward the new patch. Misexpressing
the gene in novel positions causes ectopic
branch outgrowth to the new sites. Thus, the
pattern of branchless expression sets the pat-
tern of primary branching.

Several hours after primary branches bud,
secondary branches begin to sprout. The sec-
ondary budding pattern is also controlled by
Branchless and Breathless, but by a different
molecular mechanism. As primary branches
extend toward the Branchless FGF signaling
centers, cells at the growing end are exposed
to high levels of the signal (Fig. 2B). This
induces expression of secondary branch
genes such as pointed (6 , 12 ), an ETS domain
transcription factor (14 ), which drive forma-
tion of secondary branches. Paradoxically,
Branchless also induces a potent inhibitor of
branching called sprouty in the cells closest
to the signaling center (15 ). Sprouty protein
blocks Branchless signaling to more distant
tracheal cells, thereby limiting secondary
branch sprouting to positions closest to the
FGF signaling sources.

Terminal branches bud several hours after

the secondary branches and throughout larval
life. The structure of these fine branches dif-
fers dramatically from that of previous gen-
erations of branches, and the pattern of
branching is not rigidly fixed but variable and
regulated by tissue oxygen need (6 , 16 ). Nev-
ertheless, terminal branching is also con-
trolled by the Branchless pathway (17 ). New
genes come into play at this stage that change
the expression pattern of the FGF ligand (ren-
dering it oxygen-sensitive) and the tracheal
cells’ response to it. One of these genes is
blistered ( pruned ), which encodes the Dro-
sophila Serum Response Factor (18 ), a
MADS domain protein proposed to function
with a ternary complex factor as part of an
FGF-activated transcription complex that
regulates other terminal branch genes. The
blistered gene turns on just before terminal
branching begins, triggered by FGF signaling
in the previous round of branching (6 , 12 ).

Thus, a core FGF pathway is used repeat-
edly to pattern each generation of tracheal
branches. But at each stage, the mechanisms
controlling expression or activity of the li-
gand are changed, and the signaling pathways
downstream of the receptor are altered, re-
sulting in different branching outcomes.
Some of the changes are triggered by previ-
ous FGF signaling events: Thus, the different
stages of the developmental program are cou-
pled in a regulatory cascade that ensures that
branching occurs in the proper sequence and
generates distinct patterns at each stage.

Control of the Early Stages of Lung
Branching by an FGF Pathway
Development of the mouse lung, although
less well understood than the Drosophila tra-

Fig. 1. Structure and
formation of branch-
ing networks. (A) Latex
cast of a human lung
(39). There are 20 or
more generations of
branches. (B) Mandel-
brot’s model (5) of a
branching network gen-
erated by 10 rounds of
dichotomous branching.
(C) Immunostain of the
developing tracheal sys-
tem in a 15-hour-old
Drosophila embryo. In
each segment, 6 prima-
ry and about 25 sec-
ondary branches have
formed, and hundreds
of terminal (3°) branch-
es will sprout during lar-
val life. (D) Schematic
of Drosophila tracheal
development. A portion
of an epithelial sac is
shown sprouting one
primary, two secondary, and many terminal (3°) branches. Mutations
in different genes block or cause misregulation of theprocess at the

indicated steps. TCF, ternary complex factor. Bar is !3 cm in (A) and
15 "m in (C).
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Self-organization vs Programme in development

• Branching morphogenesis as a controlled programme

1. Stereotypical sequence of branching
2. Tube growth driven by FGF signalling
3. Dynamic pattern of FGF expression controls branching
4.    FGF expression under complex upstream control

Clemens Cabernard, M. Neuman and Markus Affolter. J Appl Physiol 97: 2347–2353, (2004)

R. Metzger and M. Krasnow, Science 1999.  

in surrounding epithelial cells (29), whereas bnl/FGF encodes
the FGF ligand of Btl/FGFR and is expressed in individual
cells or cell clusters surrounding the invaginating tracheal
placode (50). Gain-of-function and loss-of-function studies
(50) combined with live imaging (46) revealed that the Bnl/
FGF ligand induces a migratory behavior by promoting cy-
toskeletal dynamics in a few cells at the tip of the tracheal
branches (see Fig.1, K–N). The stalk cells appear to follow
these tip cells passively; during branch formation, all tracheal
cells maintain their epithelial character and remain attached to
each other via their subapical adherens junctions (AJ).

It is not clear yet whether Bnl/FGF acts as a true chemoat-
tractant or as a motogen. A function as a chemoattractant is
supported by the finding that bnl/FGF expression in ectopic
positions induces branch outgrowth toward such sites (49, 50).
However, it was shown that the direction of migration is
influenced by other signaling systems, such as Dpp/BMP (46,
52). In the absence of Dpp/BMP signaling, prospective dorsal
branch cells start to migrate dorsally but ultimately reintegrate
into the dorsal trunk and thus never form a definitive dorsal
branch (for nomenclature, see Fig. 1I) (46). Conversely, ec-
topic Dpp/BMP signaling is able to direct cells from migration
along the anterior-posterior axis toward migration along the
dorsal-ventral axis (52). How Dpp/BMP influences the direc-
tion of migration is not known and remains to be investigated.

What are the molecular consequences of FGF signaling in
tracheal cells, or, in other words, how are cells instructed to
become motile and follow directions under the control of
Bnl/FGF? Genetic studies have led to the identification of a
mutation in a gene called downstream-of-FGFR (dof), which
displays a tracheal phenotype identical to bnl/FGF and btl/
FGFR (25, 40, 53). Dof turns out to be a cytoplasmic signaling

adaptor protein, present in only those cells of the embryo that
express FGF receptors. Dof interacts constitutively with the
Drosophila FGF receptors and becomes phosphorylated by the
latter on activation, leading to the recruitment of the Corkscrew
phosphatase (44, 59). Corkscrew recruitment represents an
essential step in Bnl/FGF-induced cell migration and in the
activation of the Ras/MAPK pathway. However, it appears that
Ras activation is not sufficient to activate the migration ma-
chinery in tracheal cells (44). Additional proteins binding
either to the FGFRs, to Dof, or to Corkscrew appear to be
crucial for a migratory response, and it will be important to
identify these missing links. Somewhat surprisingly, tracheal
cells also migrate properly when the spatial information of
Bnl/FGF ligand expression is transmitted to the cell interior by
the kinase domain of a different receptor tyrosine kinase; this
was shown via the expression of chimeric receptor molecules
carrying the extracellular domain of Btl/FGFR and the intra-
cellular kinase domain of unrelated receptor tyrosine kinases,
such as epidermal growth factor receptor or Torso (16). These
results demonstrate that tracheal cells respond with directed
migration to receptor tyrosine kinase signaling (whereas other
cells in the developing embryos respond differently). There-
fore, it will be important to decipher the regulatory program
that leads to the determination of epithelial cells toward the
tracheal fate; identification and characterization of genes that
are specifically activated or repressed in tracheal cells might
shed light on why and how tracheal cells respond to FGF
signaling with migration.

These studies on the formation of the tracheal tree provide
the first insights into molecular events of guided cell migration
controlled by FGF signaling. However, the developing embryo
of Drosophila is not an ideal model system to investigate these

Fig. 1. Tracheal development in the Drosophila embryo. A–D:
development of the embryonic tracheal system. The tracheal
system arises from 10 placodes on each side of the embryo that
bud in from the epidermis. On invagination of the tracheal cells
and after 2 rounds of cell division, the individual tracheal
metameres consist of !80 cells (A). From this placode, 6
branches grow out into different directions (B–D). Subse-
quently, some of these branches fuse to form a continuous
network that will be used for oxygen supply in the hatching
larva. E–H: schematic drawing of the development of an indi-
vidual (boxed) tracheal metamere. Lateral views show the
stereotyped branching pattern of the tracheal epithelium (TR;
red) as well as the expression of the fibroblast growth factor
(FGF) ligand bnl (blue). Light blue indicates fading bnl/FGF
expression. Top views (e–h) indicate the connection to the
epidermis (EP) and the flattening of the tracheal sac on pro-
gression of development. Note that embryonic branching mor-
phogenesis does not rely on cell division but on cell migration,
cell intercalation, and cell shape changes. I: nomenclature of the
tracheal branches. DB, dorsal branch; DTa/p, dorsal trunk
anterior/posterior; VB, visceral branch; SB, spiracular branch;
LTa/p, lateral trunk anterior/posterior. K–N: live images of a
dorsal branch expressing actin tagged with green fluorescent
protein. Branch outgrowth is driven by Bnl/FGF, which induces
filopodia in tracheal tip cells (arrows). During branch out-
growth, the cells are rearranged from a side-by-side (K) to an
end-to-end (N) arrangement, visualized here by the rearrange-
ment of the nuclei (*).
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lateral branches (Fig. 1b). The spacing of branches in each row and the
order in which rows trigger (Fig. 2c) are the same as in the L lineage,
but the proximal–distal positions at which rows initiate and the

number of branches in each row are not. For example, the first
dorsal branch (RCd.D1) forms proximal to the first lateral branch
(RCd.L1), whereas in the L lineage the first dorsal branch (L.D1)
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Figure 1 | Branching morphogenesis of the mouse bronchial tree. a, Whole-
mount lungs (ventral view) at the embryonic day indicated immunostained
for E-cadherin (green) to show the airway epithelium. Dotted lines show the
right cranial (RCr), right middle (RMd), accessory (RAc), right caudal (RCd)
and left (L) lobes. Scale bar, 500mm. b, Reconstructing branching dynamics
using three E12 specimens ,3 h apart in age. Lateral secondary branches
L1–3 (dots in b, c) sprout in a proximal-to-distal order from the left (L)

primary branch, as do the lateral secondary branches L1 (box in b, c) and L2
from the distal (RCd) portion of the right (R) primary branch. Scale bar,
200mm. c, Branch lineage diagram for the oldest lung in b. Branch names
indicate the lineage, for example, RCd.L1 is first lateral secondary branch
off RCd. d, Lineage diagram of RCd.L1 showing 250 descendant branches
at E15 (box in a). A, anterior; D, dorsal; L, lateral; M, medial; P, posterior;
V, ventral; asterisk, orientation can vary.
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Figure 2 | Branching modes in lung development.
a–c, Domain branching. a, Schematics of lateral and
dorsal secondary branches budding from L. Lateral
secondary branches (L1–5) bud in proximal-to-
distal order. Proximal-to-distal branching begins
again in the second domain (projecting into the
plane of the figure) to form a row of dorsal
secondary branches (D1–4, dashed circles). Right
panel, E14 schematic rotated 90u to show dorsal
branches. b, Lineage diagram of secondary branches
from L. Branches form in four domains: lateral (L),
dorsal (D), medial (M) and ventral (V), indicated by
blue bars. c, Schematic cross sections through L and
the three other branches indicated, showing
positions of domains and the order (arrows) in
which domains are used. d, Planar bifurcation.
Ventral view of the branch L.L2 in a series of fixed
specimens from E13 to E16, showing sequential
bifurcations along the A–P axis. E15 and E16
specimens were stained with anti-smooth muscle
a-actin to highlight early branch generations, which
are surrounded by smooth muscle. Dotted lines
outline bifurcations. Right panel, lineage of L.L2
descendants formed by planar bifurcation;
branches not yet formed in the E16 specimen are in
grey. Scale bar, 100mm. e, Orthogonal bifurcation.
End-on (dorsal) views of branches indicated in a
developmental series of E13 and E14 specimens.
L.D2 bifurcates along the L–M axis, and its
daughters along the A–P axis, whereas RCd.D1
bifurcates along the A–P axis and its daughters
along the L–M axis. Scale bar, 100mm. f, Schematics
of branching modes. The first bifurcation in a series
is classified retrospectively based on the orientation
of the subsequent bifurcation. Icons show
patterning and morphogenesis operations inferred
for each mode: proximal–distal periodicity
generator, circumferential domain specifier, branch
bifurcator, and bifurcation plane rotator.
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lateral branches (Fig. 1b). The spacing of branches in each row and the
order in which rows trigger (Fig. 2c) are the same as in the L lineage,
but the proximal–distal positions at which rows initiate and the

number of branches in each row are not. For example, the first
dorsal branch (RCd.D1) forms proximal to the first lateral branch
(RCd.L1), whereas in the L lineage the first dorsal branch (L.D1)
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Figure 1 | Branching morphogenesis of the mouse bronchial tree. a, Whole-
mount lungs (ventral view) at the embryonic day indicated immunostained
for E-cadherin (green) to show the airway epithelium. Dotted lines show the
right cranial (RCr), right middle (RMd), accessory (RAc), right caudal (RCd)
and left (L) lobes. Scale bar, 500mm. b, Reconstructing branching dynamics
using three E12 specimens ,3 h apart in age. Lateral secondary branches
L1–3 (dots in b, c) sprout in a proximal-to-distal order from the left (L)

primary branch, as do the lateral secondary branches L1 (box in b, c) and L2
from the distal (RCd) portion of the right (R) primary branch. Scale bar,
200mm. c, Branch lineage diagram for the oldest lung in b. Branch names
indicate the lineage, for example, RCd.L1 is first lateral secondary branch
off RCd. d, Lineage diagram of RCd.L1 showing 250 descendant branches
at E15 (box in a). A, anterior; D, dorsal; L, lateral; M, medial; P, posterior;
V, ventral; asterisk, orientation can vary.
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Figure 2 | Branching modes in lung development.
a–c, Domain branching. a, Schematics of lateral and
dorsal secondary branches budding from L. Lateral
secondary branches (L1–5) bud in proximal-to-
distal order. Proximal-to-distal branching begins
again in the second domain (projecting into the
plane of the figure) to form a row of dorsal
secondary branches (D1–4, dashed circles). Right
panel, E14 schematic rotated 90u to show dorsal
branches. b, Lineage diagram of secondary branches
from L. Branches form in four domains: lateral (L),
dorsal (D), medial (M) and ventral (V), indicated by
blue bars. c, Schematic cross sections through L and
the three other branches indicated, showing
positions of domains and the order (arrows) in
which domains are used. d, Planar bifurcation.
Ventral view of the branch L.L2 in a series of fixed
specimens from E13 to E16, showing sequential
bifurcations along the A–P axis. E15 and E16
specimens were stained with anti-smooth muscle
a-actin to highlight early branch generations, which
are surrounded by smooth muscle. Dotted lines
outline bifurcations. Right panel, lineage of L.L2
descendants formed by planar bifurcation;
branches not yet formed in the E16 specimen are in
grey. Scale bar, 100mm. e, Orthogonal bifurcation.
End-on (dorsal) views of branches indicated in a
developmental series of E13 and E14 specimens.
L.D2 bifurcates along the L–M axis, and its
daughters along the A–P axis, whereas RCd.D1
bifurcates along the A–P axis and its daughters
along the L–M axis. Scale bar, 100mm. f, Schematics
of branching modes. The first bifurcation in a series
is classified retrospectively based on the orientation
of the subsequent bifurcation. Icons show
patterning and morphogenesis operations inferred
for each mode: proximal–distal periodicity
generator, circumferential domain specifier, branch
bifurcator, and bifurcation plane rotator.
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lateral branches (Fig. 1b). The spacing of branches in each row and the
order in which rows trigger (Fig. 2c) are the same as in the L lineage,
but the proximal–distal positions at which rows initiate and the

number of branches in each row are not. For example, the first
dorsal branch (RCd.D1) forms proximal to the first lateral branch
(RCd.L1), whereas in the L lineage the first dorsal branch (L.D1)

E11
E12

E13
E14

E15

E16

L

RAc

RCd

RMd

RCr

Cr Md

LA1

L1 L2 L1 L3L2

RCd

Tr

1

3

R L

Ac2

a

c 0

d

A

V1

P

V2 A P

A

V1

P V1 D1

A P

A P

A

D3 V1 V2 V3 P

P

RCd.L1

3

4

5

6

2

B
ro

nc
hi

al
ge

ne
ra

tio
n

B
ro

nc
hi

al
ge

ne
ra

tio
n

AA

V1

D

L

D VV

M

P

D

L

D VV

M

A

V2

D

L

D VV

M

P

D

L

D VV

M

A

V3

D

L

D VV

M

P

D

L

D VV

M

A

D1

D

L

D VV

M

P

D

L

D VV

M

A

D2

D

L

D VV

M

P

D

L

D VV

M

A

D3

D

L

D VV

M

P

D

L

D VV

M

A

D4

D

L

D VV

M

P

D

L

D VV

M

V4

L

A

L MM

P D1

L

A

L MM

P

D2

L

A

L MM

P A P A P

7

V1

******************************** **************** ************************************************

L1
L2
L3L2

R
Tr
L

L1Cr
Md

RCd
Ac

b
L1

L2
L1

LA1

L1

Figure 1 | Branching morphogenesis of the mouse bronchial tree. a, Whole-
mount lungs (ventral view) at the embryonic day indicated immunostained
for E-cadherin (green) to show the airway epithelium. Dotted lines show the
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200mm. c, Branch lineage diagram for the oldest lung in b. Branch names
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off RCd. d, Lineage diagram of RCd.L1 showing 250 descendant branches
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the three other branches indicated, showing
positions of domains and the order (arrows) in
which domains are used. d, Planar bifurcation.
Ventral view of the branch L.L2 in a series of fixed
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specimens were stained with anti-smooth muscle
a-actin to highlight early branch generations, which
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outline bifurcations. Right panel, lineage of L.L2
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daughters along the A–P axis, whereas RCd.D1
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along the L–M axis. Scale bar, 100mm. f, Schematics
of branching modes. The first bifurcation in a series
is classified retrospectively based on the orientation
of the subsequent bifurcation. Icons show
patterning and morphogenesis operations inferred
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generator, circumferential domain specifier, branch
bifurcator, and bifurcation plane rotator.
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The branching programme of mouse
lung development
Ross J. Metzger1{, Ophir D. Klein2{, Gail R. Martin2 & Mark A. Krasnow1

Mammalian lungs are branched networks containing thousands to millions of airways arrayed in intricate patterns that are
crucial for respiration. How such trees are generated during development, and how the developmental patterning
information is encoded, have long fascinated biologists and mathematicians. However, models have been limited by a lack of
information on the normal sequence and pattern of branching events. Here we present the complete three-dimensional
branching pattern and lineage of the mouse bronchial tree, reconstructed from an analysis of hundreds of developmental
intermediates. The branching process is remarkably stereotyped and elegant: the tree is generated by three geometrically
simple local modes of branching used in three different orders throughout the lung. We propose that each mode of branching
is controlled by a genetically encoded subroutine, a series of local patterning and morphogenesis operations, which are
themselves controlled by a more global master routine. We show that this hierarchical and modular programme is genetically
tractable, and it is ideally suited to encoding and evolving the complex networks of the lung and other branched organs.

Many organs are composed of highly ramified tubular networks, each
with a distinct architecture tailored to its physiological function. The
bronchial tree of the human lung has more than 105 conducting and
107 respiratory airways arrayed in an intricate pattern crucial for
oxygen flow1–4. Classical studies of lung structure5–8 raise the question
of how the information required to generate a tree of such complexity
is biologically encoded9. Individually configuring thousands or
millions of branches would require a tremendous amount of pattern-
ing information, far more than is biologically plausible, to specify
when and where each branch forms during development, and the
size, shape and direction of outgrowth of each branch. One possibi-
lity is that the process is not precisely controlled; for example, if
branching occurs randomly to fill available space. Another is that
control is precise but coding is simplified by repeated use of a branch-
ing mechanism, as in Mandelbrot’s fractal model and other elegant
algorithms10–17.

Even with these attractive models and recent progress in identify-
ing lung development genes18, understanding of the programme that
directs branching remains rudimentary. This is largely due to the
complexity of the bronchial tree, which makes it difficult to follow
branching dynamics beyond the earliest events19–21. Although
branching of the lung and other organs can occur in culture22–25, it
is unlikely that these recapitulate the full pattern. Here we describe
the complete in vivo pattern of branching and branch lineage of the
mouse bronchial tree, and show that it is generated using three
geometrically distinct local modes of branching coupled in three
different sequences.

The branch lineage of the mouse bronchial tree

The bronchial tree develops by branching of the airway epithelium
into surrounding mesenchyme. Although the process cannot be
visualized in living embryos with current techniques, we reasoned
we could reconstruct the branching sequence from fixed specimens,
provided that the process is stereotyped. An immunostaining

procedure was developed to visualize the full three-dimensional
structure of the bronchial tree in fixed lungs (Fig. 1a). Examination
of hundreds of wild-type CD1 specimens collected between embr-
yonic day (E)11 and E15 revealed that the branching pattern is
remarkably stereotyped. This allowed us to reconstruct the sequence
of events—where, when and in what order branches form—from
finely staged specimens (Fig. 1b). This information was used to
construct a lineage diagram representing the developmental history
of the ,5,000 branches of the bronchial tree (Fig. 1c, d and
Supplementary Fig. 1). We found that there are three branching
modes used repeatedly throughout the lung, which we call domain
branching, planar bifurcation and orthogonal bifurcation.

Domain branching

In domain branching, daughter branches form in rows (‘domains’) at
different positions around the circumference of the parent branch,
like the rows of bristles on a bottle brush (Fig. 2f). In the left primary
bronchus (L) lineage, the first secondary branch (L.L1, abbreviated
L1) buds off the lateral aspect of the founder branch L late on E11
(Fig. 1b). Over the next two days, additional branches sprout distal to
L1, creating a row of lateral secondary branches numbered in the
proximal–distal sequence in which they form (L1, L2, and so on;
Figs 1b and 2a). As these sprout, another row begins to form along
the dorsal surface of L. The first dorsal branch (D1) buds just distal to
the level of L1, and others bud sequentially in proximal-to-distal
order (Fig. 2a, b). As this domain develops, a third row begins to
sprout from the medial surface of L, and then a fourth from the
ventral surface (Fig. 2b, c). This ventral domain often consisted of
just a single branch (V1) located distally, and sometimes there were
none. Although rudimentary, this is a bona fide domain because we
found rare wild-type variants and a mutant that form more complete
rows (see below).

Secondary branches off RCd (the distal portion of the R primary
branch) also arise by domain branching, beginning with a row of

1Department of Biochemistry and HHMI, Stanford University School of Medicine, Stanford, California 94305-5307, USA. 2Department of Anatomy and Program in Developmental
Biology, School of Medicine, University of California at San Francisco, San Francisco, California 94158-2324, USA. {Present addresses: Department of Anatomy, School of Medicine,
University of California at San Francisco, California 94158-2517, USA (R.J.M.); Departments of Orofacial Sciences and Pediatrics, and Institute of Human Genetics, Schools of Dentistry
and Medicine, University of California at San Francisco, San Francisco, California 94143-0442, USA (O.D.K.).
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forms distal to the first lateral branch (L.L1). Although the timing
and spacing of branch budding within a row was regular and
stereotyped, these parameters were not tightly coupled between rows.
Thus, each row appears to comprise an independently patterned
domain.

The results imply there are two patterning systems controlling
domain branching: a proximal–distal system including a periodicity
generator that controls the sequence of branching within each
domain, and a circumferential system that specifies the positions of
domains and the order in which domains are used (Fig. 2f). Also,
because domains differ in number of branches and the position at
which branching initiates, the proximal–distal system must also set
the initiating position and register of each domain.

Planar and orthogonal bifurcation

Although many tertiary branches also form by domain branching
(Fig. 2c and Supplementary Fig. 1), some tertiary and later-
generation branches form by a different mode in which the tip
expands and bifurcates. In the L.L2 lineage (Fig. 2d), the founder
branch bifurcates along the anterior–posterior axis to form a pair of
tertiary branches, which bifurcate again in a similar orientation to
form four quaternary branches. The process repeats, creating planar
arrays of fourteen or more branches by E16. We call such series of two
or more tip divisions, all of which occur in the same plane, planar
bifurcation (Fig. 2f).

Other tertiary and most later-generation branches form by a third
branching mode called orthogonal bifurcation (Fig. 2e). Branches
bifurcate at their tips, as in planar bifurcation. However, between
each round of branching there is a ,90u rotation in the bifurcation
plane, so that the four granddaughters are arranged in a rosette
(Fig. 2f). Typically, this alternating sequence continues with the
bifurcation plane rotating ,90u in each round, as in the
RCd.L1.V1 lineage, which undergoes at least four rounds and
generates a cluster of 30 branches (Fig. 1d).

The anatomical orientation of each round of orthogonal bifurca-
tion is generally stereotyped and can be distinct for different
branches. For example, L.D2 first bifurcates along the lateral–medial
and then the anterior–posterior axis, whereas RCd.D1 does the
reverse (Fig. 2e). However, orientation control appears to deteriorate
over time because the orientations of late generations in the
RCd.L1.V1 and other lineages were less stereotyped, although they
were always oriented orthogonal to the preceding bifurcation.

Pattern of deployment of the local branching modes

The three branching modes are used at many different times and
positions and account for nearly all branching events in the first
five days of lung development (Supplementary Fig. 1). Pseudo-
colouring branches according to the mode by which they form
revealed that each mode is associated with a specific aspect of lung
design (Fig. 3a). Domain branching is used first and generates the
central scaffold of each lobe, setting its overall shape (for example,
trigonal pyramidal for RAc). Planar bifurcation forms the thin edges
of lobes, and orthogonal bifurcation creates lobe surfaces and fills the
interior.

There is no global transition from one branching mode to another.
At many developmental stages all three modes are used concurrently
(Fig. 3a), and even individual branches can use more than one mode
(Fig. 3b). Furthermore, branching proceeds at different and somewhat
variable rates in different lineages (see below). Thus, deployment of
the branching modes is not controlled by a global developmental or a
generational clock. Rather, each lineage proceeds independently
through a characteristic sequence of branching modes.

With three branching modes and seven or more generations of
branches, there are thousands of possible sequences in which branch-
ing modes could be used. However, only three were observed
(Fig. 3c). In sequence 1, a founder branch (for example, L.D2)
formed by domain branching switches immediately and permanently
to orthogonal bifurcation (Fig. 2e). In sequence 2, a founder branch
formed by domain branching (for example, L.L2; Fig. 3b) forms some
daughters (for example, L.L2.D1) by domain branching, which
switch permanently to orthogonal bifurcation, as in sequence 1
(dotted box in Fig. 3c). However, the founder forms other daughters
by planar bifurcation (for example, L.L2.A and L.L2.P). These daugh-
ters continue to undergo planar bifurcation at their tips, and also
form domain branches along their length. These domain branches
switch permanently to orthogonal bifurcation. In sequence 3, a
founder and some of its descendants recapitulate sequence 2 (right
half of sequence 3; Fig. 3c). However, the founder also forms daugh-
ters that themselves follow sequence 2 (dotted box, left half of
sequence 3).

Figure 3d shows where each of the three sequences are used and
the lineages that they generate. These three sequences of deployment
of the three branching modes describe the complete lineage of the
bronchial tree.
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subroutine—a series of discrete patterning and morphogenesis
events (Figs 2f and 6). Domain branching requires a proximal–distal
‘periodicity generator’ that sets the timing and spacing of branches
within a domain, and a circumferential ‘domain specifier’ that dic-
tates the positions of domains around the parent branch and the
order in which domains trigger. Planar and orthogonal bifurcation
require a branch ‘bifurcator’, and orthogonal bifurcation requires a
‘rotator’ that reorients the bifurcation plane by 90u between events.
All subroutines require a ‘branch generator’. Some of these steps may
themselves be modular and shared among subroutines (Fig. 6).

Because the pattern of deployment of the branching modes is
complex but stereotyped we infer that there is higher order, perhaps
emergent, patterning information—‘the master routine’—which

calls subroutines at specific times and positions in the lung develop-
ment programme. The three different sequences in which branching
modes are combined (Fig. 3d) are each simple variants of a general
coupling scheme (Fig. 6). Thus, the master routine need only encode
the three variants, and specify where each is used. Coding is further
simplified because most or all branches within a domain use the same
scheme (Fig. 3d).

Although the sequences of subroutine use are rigidly specified,
temporal variability in the programme (Supplementary Fig. 2)
implies that the master routine does not function as a control centre
that calls subroutines individually in a fixed global order. Rather, it
appears to set the coupling scheme for each lineage early and then
allow each lineage to proceed through its sequence independently.
The programme is also regulative because branching continues
normally after suffering errors (Fig. 4).

Because there are stereotyped local differences in the branching
modes, such as the number of branches in a domain and the absolute
orientation of orthogonal bifurcation, the master routine must also
encode position-specific modifications in the subroutines, which we
represent as local input parameters (P, Fig. 6). Setting these local
parameters may be the most computationally intensive part of the
programme.
Elucidating the genetic basis of the branching programme. A
critical challenge ahead is to determine the genetic and molecular
basis of the master routine, three subroutines and the local para-
meters. With the lineage in hand, functions can now be assigned with
unprecedented precision to the dozens of extant lung development
genes18,31–34. We found that Spry2 regulates the site of initiation and
number of branches in specific domains (P1, Fig. 6), and shifty con-
trols the proximal–distal register of entire domains (P2, Fig. 6). It will
be particularly important to identify genes that underlie the peri-
odicity generator, domain specifier, bifurcator and rotator, because
they are central to the distinctive geometries of the branching modes
and are likely to involve novel patterning processes.

Airway branching is one of many processes required to build a
lung. Others include airway size control, airway cell differentiation,
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lateral branches (Fig. 1b). The spacing of branches in each row and the
order in which rows trigger (Fig. 2c) are the same as in the L lineage,
but the proximal–distal positions at which rows initiate and the

number of branches in each row are not. For example, the first
dorsal branch (RCd.D1) forms proximal to the first lateral branch
(RCd.L1), whereas in the L lineage the first dorsal branch (L.D1)

E11
E12

E13
E14

E15

E16

L

RAc

RCd

RMd

RCr

Cr Md

LA1

L1 L2 L1 L3L2

RCd

Tr

1

3

R L

Ac2

a

c 0

d

A

V1

P

V2 A P

A

V1

P V1 D1

A P

A P

A

D3 V1 V2 V3 P

P

RCd.L1

3

4

5

6

2

B
ro

nc
hi

al
ge

ne
ra

tio
n

B
ro

nc
hi

al
ge

ne
ra

tio
n

AA

V1

D

L

D VV

M

P

D

L

D VV

M

A

V2

D

L

D VV

M

P

D

L

D VV

M

A

V3

D

L

D VV

M

P

D

L

D VV

M

A

D1

D

L

D VV

M

P

D

L

D VV

M

A

D2

D

L

D VV

M

P

D

L

D VV

M

A

D3

D

L

D VV

M

P

D

L

D VV

M

A

D4

D

L

D VV

M

P

D

L

D VV

M

V4

L

A

L MM

P D1

L

A

L MM

P

D2

L

A

L MM

P A P A P

7

V1

******************************** **************** ************************************************

L1
L2
L3L2

R
Tr
L

L1Cr
Md

RCd
Ac

b
L1

L2
L1

LA1

L1

Figure 1 | Branching morphogenesis of the mouse bronchial tree. a, Whole-
mount lungs (ventral view) at the embryonic day indicated immunostained
for E-cadherin (green) to show the airway epithelium. Dotted lines show the
right cranial (RCr), right middle (RMd), accessory (RAc), right caudal (RCd)
and left (L) lobes. Scale bar, 500mm. b, Reconstructing branching dynamics
using three E12 specimens ,3 h apart in age. Lateral secondary branches
L1–3 (dots in b, c) sprout in a proximal-to-distal order from the left (L)

primary branch, as do the lateral secondary branches L1 (box in b, c) and L2
from the distal (RCd) portion of the right (R) primary branch. Scale bar,
200mm. c, Branch lineage diagram for the oldest lung in b. Branch names
indicate the lineage, for example, RCd.L1 is first lateral secondary branch
off RCd. d, Lineage diagram of RCd.L1 showing 250 descendant branches
at E15 (box in a). A, anterior; D, dorsal; L, lateral; M, medial; P, posterior;
V, ventral; asterisk, orientation can vary.

P

A

LM
D

V

V

D

ML RCd

V

D

LM L

A

DPVP

c

A

DV L.L1R.Ac

e

d

A

P

L1 L1

L2

L3

L1

L2

L3

L1

L2

L4

L3

L1

L2

L4

L5

L1 32 4 5 6

Lb

L2

M

M

L

L

L.D2

PA

L Y

L2
A

P

L2

A

P

A

P

L2

A

P

D1 32 4 M1 32 V1

PA

M

RCd.D1

LM

A

LM

P

A A

P P

MLD2

D1

f

Y

Distal

Planar bifurcation

Orthogonal bifurcation End view

D1

D2

D3

D4

L1

L2

L4

L5

L3

90º

L.L2
lineage

a Domain branching

D1

D2

D3

D4

D1

D2

D3

D1

Lateral viewVentral view

E12

E13

E14 E14

E13

E15

E14

E14E13

A

A

A

P

P
P

P

A

A

A
P

P

P
A

A

P

L2

E16

L lineage

Bifurcator Rotator

YPeriodicity
generator

Domain
specifier

Proximal

Planar bifurcation

Orthogonal bifurcation

Domain branching

L.L2

PA PA

PA

PA PA PA PA

APAPA PAPAPAPAPAP

RCd.D1 lineage

L.D2 lineage

Figure 2 | Branching modes in lung development.
a–c, Domain branching. a, Schematics of lateral and
dorsal secondary branches budding from L. Lateral
secondary branches (L1–5) bud in proximal-to-
distal order. Proximal-to-distal branching begins
again in the second domain (projecting into the
plane of the figure) to form a row of dorsal
secondary branches (D1–4, dashed circles). Right
panel, E14 schematic rotated 90u to show dorsal
branches. b, Lineage diagram of secondary branches
from L. Branches form in four domains: lateral (L),
dorsal (D), medial (M) and ventral (V), indicated by
blue bars. c, Schematic cross sections through L and
the three other branches indicated, showing
positions of domains and the order (arrows) in
which domains are used. d, Planar bifurcation.
Ventral view of the branch L.L2 in a series of fixed
specimens from E13 to E16, showing sequential
bifurcations along the A–P axis. E15 and E16
specimens were stained with anti-smooth muscle
a-actin to highlight early branch generations, which
are surrounded by smooth muscle. Dotted lines
outline bifurcations. Right panel, lineage of L.L2
descendants formed by planar bifurcation;
branches not yet formed in the E16 specimen are in
grey. Scale bar, 100mm. e, Orthogonal bifurcation.
End-on (dorsal) views of branches indicated in a
developmental series of E13 and E14 specimens.
L.D2 bifurcates along the L–M axis, and its
daughters along the A–P axis, whereas RCd.D1
bifurcates along the A–P axis and its daughters
along the L–M axis. Scale bar, 100mm. f, Schematics
of branching modes. The first bifurcation in a series
is classified retrospectively based on the orientation
of the subsequent bifurcation. Icons show
patterning and morphogenesis operations inferred
for each mode: proximal–distal periodicity
generator, circumferential domain specifier, branch
bifurcator, and bifurcation plane rotator.
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forms distal to the first lateral branch (L.L1). Although the timing
and spacing of branch budding within a row was regular and
stereotyped, these parameters were not tightly coupled between rows.
Thus, each row appears to comprise an independently patterned
domain.

The results imply there are two patterning systems controlling
domain branching: a proximal–distal system including a periodicity
generator that controls the sequence of branching within each
domain, and a circumferential system that specifies the positions of
domains and the order in which domains are used (Fig. 2f). Also,
because domains differ in number of branches and the position at
which branching initiates, the proximal–distal system must also set
the initiating position and register of each domain.

Planar and orthogonal bifurcation

Although many tertiary branches also form by domain branching
(Fig. 2c and Supplementary Fig. 1), some tertiary and later-
generation branches form by a different mode in which the tip
expands and bifurcates. In the L.L2 lineage (Fig. 2d), the founder
branch bifurcates along the anterior–posterior axis to form a pair of
tertiary branches, which bifurcate again in a similar orientation to
form four quaternary branches. The process repeats, creating planar
arrays of fourteen or more branches by E16. We call such series of two
or more tip divisions, all of which occur in the same plane, planar
bifurcation (Fig. 2f).

Other tertiary and most later-generation branches form by a third
branching mode called orthogonal bifurcation (Fig. 2e). Branches
bifurcate at their tips, as in planar bifurcation. However, between
each round of branching there is a ,90u rotation in the bifurcation
plane, so that the four granddaughters are arranged in a rosette
(Fig. 2f). Typically, this alternating sequence continues with the
bifurcation plane rotating ,90u in each round, as in the
RCd.L1.V1 lineage, which undergoes at least four rounds and
generates a cluster of 30 branches (Fig. 1d).

The anatomical orientation of each round of orthogonal bifurca-
tion is generally stereotyped and can be distinct for different
branches. For example, L.D2 first bifurcates along the lateral–medial
and then the anterior–posterior axis, whereas RCd.D1 does the
reverse (Fig. 2e). However, orientation control appears to deteriorate
over time because the orientations of late generations in the
RCd.L1.V1 and other lineages were less stereotyped, although they
were always oriented orthogonal to the preceding bifurcation.

Pattern of deployment of the local branching modes

The three branching modes are used at many different times and
positions and account for nearly all branching events in the first
five days of lung development (Supplementary Fig. 1). Pseudo-
colouring branches according to the mode by which they form
revealed that each mode is associated with a specific aspect of lung
design (Fig. 3a). Domain branching is used first and generates the
central scaffold of each lobe, setting its overall shape (for example,
trigonal pyramidal for RAc). Planar bifurcation forms the thin edges
of lobes, and orthogonal bifurcation creates lobe surfaces and fills the
interior.

There is no global transition from one branching mode to another.
At many developmental stages all three modes are used concurrently
(Fig. 3a), and even individual branches can use more than one mode
(Fig. 3b). Furthermore, branching proceeds at different and somewhat
variable rates in different lineages (see below). Thus, deployment of
the branching modes is not controlled by a global developmental or a
generational clock. Rather, each lineage proceeds independently
through a characteristic sequence of branching modes.

With three branching modes and seven or more generations of
branches, there are thousands of possible sequences in which branch-
ing modes could be used. However, only three were observed
(Fig. 3c). In sequence 1, a founder branch (for example, L.D2)
formed by domain branching switches immediately and permanently
to orthogonal bifurcation (Fig. 2e). In sequence 2, a founder branch
formed by domain branching (for example, L.L2; Fig. 3b) forms some
daughters (for example, L.L2.D1) by domain branching, which
switch permanently to orthogonal bifurcation, as in sequence 1
(dotted box in Fig. 3c). However, the founder forms other daughters
by planar bifurcation (for example, L.L2.A and L.L2.P). These daugh-
ters continue to undergo planar bifurcation at their tips, and also
form domain branches along their length. These domain branches
switch permanently to orthogonal bifurcation. In sequence 3, a
founder and some of its descendants recapitulate sequence 2 (right
half of sequence 3; Fig. 3c). However, the founder also forms daugh-
ters that themselves follow sequence 2 (dotted box, left half of
sequence 3).

Figure 3d shows where each of the three sequences are used and
the lineages that they generate. These three sequences of deployment
of the three branching modes describe the complete lineage of the
bronchial tree.
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Figure 3 | Deployment of branching modes. a, Lungs from Fig. 1a with
branches pseudocoloured blue (domain branching), green (planar
bifurcation) or red (orthogonal bifurcation) to indicate the branching mode
used to form the branch. b, Close-up of L.L2 (dorsal view, lateral at the right)
pseudocoloured as in a. Lineage diagrams are also coloured to indicate the
branching mode. Branching mode can switch between generations, and a
single branch (for example, L.L2) can form daughters by more than one
mode. Scale bar, 100mm. c, Sequences of branching mode use. DB, domain

branching; OB, orthogonal bifurcation; PB, planar bifurcation. Sequence 2
includes a lineage formed by sequence 1 (dotted box), and sequence 3
includes a lineage formed by sequence 2 (dotted box). d, Diagram showing
the sequence in c used to generate each lineage off the lobar branches (R.Cr,
R.Md, R.Ac, RCd, L; see Supplementary Fig. 1). Lineages are named after the
founder branch: for example, lineages AL1, AL2 and AL3 arise from
R.Cr.AL1, R.Cr.AL2 and R.Cr.AL3, respectively. Most or all lineages within a
domain use the same sequence.
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• Branching morphogenesis as a controlled programme

1. Stereotypical branching pattern 
comprising:

2. 3 modes of branching
3. organised in 3 sequences (order)

4. Suggests a deterministic programme,
5. with a hierarchical and modular 

organisation

6. Propose that this is controlled by a 
genetically encoded subroutine 
and a global master routine 

7.   Space-filling strategy

Modes Sequences

Self-organization vs Programme in development

R. Metzger et al., G. Martin, M. Krasnow. Nature  453:745. 2008
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• Branching morphogenesis as a self-organised process

Self-organization vs Programme in development

1. Tip of growing branches follow local rules: tip 
branching, tip elongation or tip termination.

2. Statistical rules operating at the population level, 
but not local deterministic rule: no exponential 
growth but balance of tip bifurcation by tip 
termination. 

3. Phenomenology well predicted by a Branching 
Annihilating Random Walk. 

4. Gives rise to a density dependent feedback (    )

manifestation of a ‘‘two-species Fisher-KPP equation’’ (Fisher,
1937) (Method Details):
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where a(x,t) and i(x,t) denote, respectively, the local concentra-
tion of active (tip) and inactive (duct) segments or ‘‘particles.’’
Referring to the description of the model dynamics above, active
particles diffuse with diffusion constant D while producing inac-
tive segments at rate re (reflecting the process of ductal elonga-
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Figure 2. A Model Based on Branching and
Annihilating Random Walks Predicts Quan-
titatively Mammary Branching Morpho-
genesis
(A) Schematic of the model. Active ductal tips

choose between ductal elongation, stochastic

branching through tip bifurcation, or termination

when in proximity to a neighboring duct.

(B) Comparison between the experimental and

theoretical structure of mammary glands.

(C) Comparison between the experimental and

theoretical topology of the trees, displaying large

heterogeneity, with different subtrees (defined as

parts of the tree starting at level 6, delineated as

dashed line, with a black box showing an example

of a subtree) growing to widely different sizes.

(D–F) The BARW model predicts quantitatively the

evolution of the probability for tips to terminate (D),

the cumulative distribution of subtree size (E), and

the subtree persistence to a given branch gener-

ation number (F). Data from Scheele et al. (2017).

Shaded area and error bars in (E and F) represent

mean ± 1 SD confidence intervals. Error bars in (D)

represent mean and SEM. Black represents ex-

periments and green theoretical predictions from

simulations.

See also Figure S2 and Movie S1.

tion), branch at rate rb, and annihilate
when they meet another particle (reflect-
ing the process of tip inactivation), giving
rise to a logistic growth term saturating at
a total steady-state density, n 0 (for details
of how Equation 1 emerges from the sto-
chastic model and can be related to bio-
logical signaling pathways, see Method
Details). Within this framework, both
theory and numerical simulations pre-
dict that, during expansion, active tips
become self-organized into a narrow
pulse at the growing front of the devel-
oping epithelium, traveling at constant
speed as a solitary wave and leaving in
its wake an inactive ductal network of
constant density (Figures 3A, 3B, and
S4D–S4I; Movie S1).

From a biological perspective, this behavior provides a natu-
ral explanation for the constant speed of invasion, a robust
feature of mammary morphogenesis (Paine et al., 2016). At
the same time, the theory predicts that ducts should be
spatially patterned at a constant density (Figures 1A and 1B),
while active tips should localize in a predictable pulse-shape
distribution at the edge of the invading front. To test these
predictions quantitatively, we performed EdU-pulse labeling
of mice at 5 weeks of age (approximately the mid-point of
branching morphogenesis of the mammary gland) and used
whole gland reconstruction to both quantify the morphology
of the network (Figures 3C and S4J) and define the regional
localization of active tips (defined as proliferative tips with
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Annihilating Random Walks Predicts Quan-
titatively Mammary Branching Morpho-
genesis
(A) Schematic of the model. Active ductal tips

choose between ductal elongation, stochastic

branching through tip bifurcation, or termination

when in proximity to a neighboring duct.

(B) Comparison between the experimental and

theoretical structure of mammary glands.

(C) Comparison between the experimental and

theoretical topology of the trees, displaying large

heterogeneity, with different subtrees (defined as

parts of the tree starting at level 6, delineated as

dashed line, with a black box showing an example

of a subtree) growing to widely different sizes.

(D–F) The BARW model predicts quantitatively the

evolution of the probability for tips to terminate (D),

the cumulative distribution of subtree size (E), and

the subtree persistence to a given branch gener-

ation number (F). Data from Scheele et al. (2017).

Shaded area and error bars in (E and F) represent

mean ± 1 SD confidence intervals. Error bars in (D)

represent mean and SEM. Black represents ex-

periments and green theoretical predictions from

simulations.

See also Figure S2 and Movie S1.

tion), branch at rate rb, and annihilate
when they meet another particle (reflect-
ing the process of tip inactivation), giving
rise to a logistic growth term saturating at
a total steady-state density, n 0 (for details
of how Equation 1 emerges from the sto-
chastic model and can be related to bio-
logical signaling pathways, see Method
Details). Within this framework, both
theory and numerical simulations pre-
dict that, during expansion, active tips
become self-organized into a narrow
pulse at the growing front of the devel-
oping epithelium, traveling at constant
speed as a solitary wave and leaving in
its wake an inactive ductal network of
constant density (Figures 3A, 3B, and
S4D–S4I; Movie S1).

From a biological perspective, this behavior provides a natu-
ral explanation for the constant speed of invasion, a robust
feature of mammary morphogenesis (Paine et al., 2016). At
the same time, the theory predicts that ducts should be
spatially patterned at a constant density (Figures 1A and 1B),
while active tips should localize in a predictable pulse-shape
distribution at the edge of the invading front. To test these
predictions quantitatively, we performed EdU-pulse labeling
of mice at 5 weeks of age (approximately the mid-point of
branching morphogenesis of the mammary gland) and used
whole gland reconstruction to both quantify the morphology
of the network (Figures 3C and S4J) and define the regional
localization of active tips (defined as proliferative tips with
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Annihilating Random Walks Predicts Quan-
titatively Mammary Branching Morpho-
genesis
(A) Schematic of the model. Active ductal tips

choose between ductal elongation, stochastic

branching through tip bifurcation, or termination

when in proximity to a neighboring duct.

(B) Comparison between the experimental and

theoretical structure of mammary glands.

(C) Comparison between the experimental and

theoretical topology of the trees, displaying large

heterogeneity, with different subtrees (defined as

parts of the tree starting at level 6, delineated as

dashed line, with a black box showing an example

of a subtree) growing to widely different sizes.

(D–F) The BARW model predicts quantitatively the

evolution of the probability for tips to terminate (D),

the cumulative distribution of subtree size (E), and

the subtree persistence to a given branch gener-

ation number (F). Data from Scheele et al. (2017).

Shaded area and error bars in (E and F) represent

mean ± 1 SD confidence intervals. Error bars in (D)

represent mean and SEM. Black represents ex-

periments and green theoretical predictions from

simulations.

See also Figure S2 and Movie S1.

tion), branch at rate rb, and annihilate
when they meet another particle (reflect-
ing the process of tip inactivation), giving
rise to a logistic growth term saturating at
a total steady-state density, n 0 (for details
of how Equation 1 emerges from the sto-
chastic model and can be related to bio-
logical signaling pathways, see Method
Details). Within this framework, both
theory and numerical simulations pre-
dict that, during expansion, active tips
become self-organized into a narrow
pulse at the growing front of the devel-
oping epithelium, traveling at constant
speed as a solitary wave and leaving in
its wake an inactive ductal network of
constant density (Figures 3A, 3B, and
S4D–S4I; Movie S1).

From a biological perspective, this behavior provides a natu-
ral explanation for the constant speed of invasion, a robust
feature of mammary morphogenesis (Paine et al., 2016). At
the same time, the theory predicts that ducts should be
spatially patterned at a constant density (Figures 1A and 1B),
while active tips should localize in a predictable pulse-shape
distribution at the edge of the invading front. To test these
predictions quantitatively, we performed EdU-pulse labeling
of mice at 5 weeks of age (approximately the mid-point of
branching morphogenesis of the mammary gland) and used
whole gland reconstruction to both quantify the morphology
of the network (Figures 3C and S4J) and define the regional
localization of active tips (defined as proliferative tips with
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tion), branch at rate rb, and annihilate
when they meet another particle (reflect-
ing the process of tip inactivation), giving
rise to a logistic growth term saturating at
a total steady-state density, n 0 (for details
of how Equation 1 emerges from the sto-
chastic model and can be related to bio-
logical signaling pathways, see Method
Details). Within this framework, both
theory and numerical simulations pre-
dict that, during expansion, active tips
become self-organized into a narrow
pulse at the growing front of the devel-
oping epithelium, traveling at constant
speed as a solitary wave and leaving in
its wake an inactive ductal network of
constant density (Figures 3A, 3B, and
S4D–S4I; Movie S1).

From a biological perspective, this behavior provides a natu-
ral explanation for the constant speed of invasion, a robust
feature of mammary morphogenesis (Paine et al., 2016). At
the same time, the theory predicts that ducts should be
spatially patterned at a constant density (Figures 1A and 1B),
while active tips should localize in a predictable pulse-shape
distribution at the edge of the invading front. To test these
predictions quantitatively, we performed EdU-pulse labeling
of mice at 5 weeks of age (approximately the mid-point of
branching morphogenesis of the mammary gland) and used
whole gland reconstruction to both quantify the morphology
of the network (Figures 3C and S4J) and define the regional
localization of active tips (defined as proliferative tips with
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manifestation of a ‘‘two-species Fisher-KPP equation’’ (Fisher,
1937) (Method Details):
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Referring to the description of the model dynamics above, active
particles diffuse with diffusion constant D while producing inac-
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Figure 2. A Model Based on Branching and
Annihilating Random Walks Predicts Quan-
titatively Mammary Branching Morpho-
genesis
(A) Schematic of the model. Active ductal tips

choose between ductal elongation, stochastic

branching through tip bifurcation, or termination

when in proximity to a neighboring duct.

(B) Comparison between the experimental and

theoretical structure of mammary glands.

(C) Comparison between the experimental and

theoretical topology of the trees, displaying large

heterogeneity, with different subtrees (defined as

parts of the tree starting at level 6, delineated as

dashed line, with a black box showing an example

of a subtree) growing to widely different sizes.

(D–F) The BARW model predicts quantitatively the

evolution of the probability for tips to terminate (D),

the cumulative distribution of subtree size (E), and

the subtree persistence to a given branch gener-

ation number (F). Data from Scheele et al. (2017).

Shaded area and error bars in (E and F) represent

mean ± 1 SD confidence intervals. Error bars in (D)

represent mean and SEM. Black represents ex-

periments and green theoretical predictions from

simulations.

See also Figure S2 and Movie S1.

tion), branch at rate rb, and annihilate
when they meet another particle (reflect-
ing the process of tip inactivation), giving
rise to a logistic growth term saturating at
a total steady-state density, n 0 (for details
of how Equation 1 emerges from the sto-
chastic model and can be related to bio-
logical signaling pathways, see Method
Details). Within this framework, both
theory and numerical simulations pre-
dict that, during expansion, active tips
become self-organized into a narrow
pulse at the growing front of the devel-
oping epithelium, traveling at constant
speed as a solitary wave and leaving in
its wake an inactive ductal network of
constant density (Figures 3A, 3B, and
S4D–S4I; Movie S1).

From a biological perspective, this behavior provides a natu-
ral explanation for the constant speed of invasion, a robust
feature of mammary morphogenesis (Paine et al., 2016). At
the same time, the theory predicts that ducts should be
spatially patterned at a constant density (Figures 1A and 1B),
while active tips should localize in a predictable pulse-shape
distribution at the edge of the invading front. To test these
predictions quantitatively, we performed EdU-pulse labeling
of mice at 5 weeks of age (approximately the mid-point of
branching morphogenesis of the mammary gland) and used
whole gland reconstruction to both quantify the morphology
of the network (Figures 3C and S4J) and define the regional
localization of active tips (defined as proliferative tips with
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tion), branch at rate rb, and annihilate
when they meet another particle (reflect-
ing the process of tip inactivation), giving
rise to a logistic growth term saturating at
a total steady-state density, n 0 (for details
of how Equation 1 emerges from the sto-
chastic model and can be related to bio-
logical signaling pathways, see Method
Details). Within this framework, both
theory and numerical simulations pre-
dict that, during expansion, active tips
become self-organized into a narrow
pulse at the growing front of the devel-
oping epithelium, traveling at constant
speed as a solitary wave and leaving in
its wake an inactive ductal network of
constant density (Figures 3A, 3B, and
S4D–S4I; Movie S1).

From a biological perspective, this behavior provides a natu-
ral explanation for the constant speed of invasion, a robust
feature of mammary morphogenesis (Paine et al., 2016). At
the same time, the theory predicts that ducts should be
spatially patterned at a constant density (Figures 1A and 1B),
while active tips should localize in a predictable pulse-shape
distribution at the edge of the invading front. To test these
predictions quantitatively, we performed EdU-pulse labeling
of mice at 5 weeks of age (approximately the mid-point of
branching morphogenesis of the mammary gland) and used
whole gland reconstruction to both quantify the morphology
of the network (Figures 3C and S4J) and define the regional
localization of active tips (defined as proliferative tips with

Cell 171, 242–255, September 21, 2017 245

active tip
inactive tip

E Hannezo et al. B. Simons. Cell  (2017) 171, 242–255



Thomas LECUIT   2018-2019

• Branching morphogenesis as a self-organised process

Self-organization vs Programme in development

>50% of EdU+ cells, Figures S4J and S4K). Importantly, we
found good qualitative agreement between experiment and
theory, with active tips present at the edge of the growing front
and a remarkably constant density of trailing ducts (Figure 3D).
Quantitatively, analysis of the spatial profile at the growing front
showed that the density of active tips decayed exponentially

both ahead and behind the front, with the decay length of the
former larger than the latter by a factor of ð

ffiffiffi
2
p
" 1Þ, all key

and non-trivial predictions of the Fisher-KPP dynamics (Figures
S4F–S4I; Method Details).

Together, these results suggest that the global spatiotem-
poral dynamics of mammary ductal morphogenesis can be

B

CA

D

Figure 3. Branching and Annihilating Random Walks Reproduce the Kinetics of Mammary Invasion
(A) Numerical simulation of the model at different developmental time points with ducts shown in black and active tips in red.

(B) Theory predicts a self-organized solitary pulse of active tips positioned at the growing edge of the network, leaving behind a trail of inactive ducts of constant

density.

(C) 3D reconstruction of a fourth mammary gland following an EdU pulse at 5 weeks showing the position of active tips. Active tips are localized preferentially at

the invasion front, mirroring qualitatively the prediction of the model.

(D) Density profiles of ducts (black) and fully proliferative tips (red), averaged over n = 4 glands, alongside theory (red and black lines, respectively) revealing good

quantitative agreement. Error bars represent mean and SEM. Scale bar, 5 mm.

See also Figure S3.

246 Cell 171, 242–255, September 21, 2017

>50% of EdU+ cells, Figures S4J and S4K). Importantly, we
found good qualitative agreement between experiment and
theory, with active tips present at the edge of the growing front
and a remarkably constant density of trailing ducts (Figure 3D).
Quantitatively, analysis of the spatial profile at the growing front
showed that the density of active tips decayed exponentially

both ahead and behind the front, with the decay length of the
former larger than the latter by a factor of ð

ffiffiffi
2
p
" 1Þ, all key

and non-trivial predictions of the Fisher-KPP dynamics (Figures
S4F–S4I; Method Details).

Together, these results suggest that the global spatiotem-
poral dynamics of mammary ductal morphogenesis can be

B

CA

D

Figure 3. Branching and Annihilating Random Walks Reproduce the Kinetics of Mammary Invasion
(A) Numerical simulation of the model at different developmental time points with ducts shown in black and active tips in red.

(B) Theory predicts a self-organized solitary pulse of active tips positioned at the growing edge of the network, leaving behind a trail of inactive ducts of constant

density.

(C) 3D reconstruction of a fourth mammary gland following an EdU pulse at 5 weeks showing the position of active tips. Active tips are localized preferentially at

the invasion front, mirroring qualitatively the prediction of the model.

(D) Density profiles of ducts (black) and fully proliferative tips (red), averaged over n = 4 glands, alongside theory (red and black lines, respectively) revealing good

quantitative agreement. Error bars represent mean and SEM. Scale bar, 5 mm.

See also Figure S3.

246 Cell 171, 242–255, September 21, 2017

understood as a process of self-organization following from a
program of stochastic tip bifurcation arrested by tip termination
at the intersection with neighboring ducts.

Giant Density Fluctuations and Self-Organized
Directional Invasion during Mammary Morphogenesis
Although the proposed mechanism of branching morphogen-
esis can ensure a uniform density of ducts, statistical fluctua-
tions during growth generate large spatial variations in the
distribution of active EdU+ tips (Figure 3C). Indeed, the EdU-
pulse assay reveals duct-depleted regions formed either by
chance mass termination of tips (Figure S5A) or locally ‘‘diver-
gent’’ flows of active tips randomly exploring other regions
(Figure S5B), both behaviors being well-reproduced in the
numerical simulations of the model dynamics. Importantly, ac-
cording to the rules of the model dynamics, the trailing distribu-
tion of newly formed ducts is frozen or ‘‘quenched’’ in the fat
pad. Therefore, we expect that the statistical fluctuations of
epithelial density should persist in the mature network. Thus,
in addition to the prediction of the average density profiles of
active tips and mature ducts, the model makes further key
quantitative predictions on the statistical properties of spatial
density fluctuations.

We thus quantified these fluctuations by defining the spatial
average, nL, and SD, (Dn)L, of duct volume in boxes of viable
size L (see Figure 4A for a schematic). For systems at equilibrium
(in which each elemental process is equilibrated by its reverse,
the property of detailed balance), the central limit theorem re-
quires that ðDnÞL = na

L with the exponent a = 1/2. By contrast, in
systems characterized by non-equilibrium fluctuations, a can
take values larger than 1/2 (Ramaswamy et al., 2003; Narayan
et al., 2007)—the phenomenon of giant number fluctuations.
Indeed, using the same parameter set as before, model simula-

tions revealed a robust power law dependence of (Dn)L (Fig-
ure 4B, green line), with an exponent atheory z 0.66, that
increased with decreasing branching rate (Figure S5C).

Turning to previous mammary gland reconstructions at
8 weeks of age, we found many instances of large spatial den-
sity fluctuations that could not be accounted for by boundary
effects, or by the presence of obstacles such as lymph nodes.
We therefore applied the same statistical approach to deter-
mine experimentally the quantitative dependence of (Dn)L
and nL (n = 14 glands from 7 mice). Strikingly, this analysis re-
vealed a robust power law dependence over more than three
orders of magnitude (black dots, Figure 4B), with an exponent
of aexp. z 0.65 ± 0.02 (mean ± SEM), consistent with giant
number fluctuations in vivo. Moreover, the experimental data
collapsed on the theoretical curve with extremely high preci-
sion (Figures 4B and S5D), emphasizing the robustness of
the model prediction (R2 = 0.90, R2

log = 0:99). Overall, this anal-
ysis uncovers an unexpected out-of-equilibrium feature of
branching morphogenesis in vivo and serves as a strong test
of the validity and predictive power of the BARW model.
In particular, this shows that, while the proposed mechanism
enforces (in a self-organized manner) a robust and constant
averaged epithelial density, the local density is, as a result,
only weakly regulated.

A further ubiquitous feature of mammary gland morphogen-
esis is the appearance of directional biases in the growth of
the ductal network, suggestive of a mechanism that guides
tips distally (Figures S5E–S5J). Indeed, quantification of the dis-
tribution of angles q between a given branch and the horizontal
proximal-distal axis (Figures 4C and S5K) revealed a 2-fold
bias toward a proximal-to-distal orientation (Figure 4D). A puzzle
in the field has been the lack of identification of any large-scale
gradient that could cause this anisotropy (Gjorevski and Nelson,
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Figure 4. Self-Organized Properties of
BARWs Predict Both Giant Density Fluctua-
tions and Emergent Directional Bias of
Ducts
(A and B) Experimental variance (y axis) versus

average (x axis) of duct volume in boxes of

increasing size, L (A). The variance in density of the

gland at different length scales grows as a power

law (B, black bars), with an exponent larger than

1/2 (B, thin and dashed black lines represent

exponents of 1/2 and 1, respectively), indicative

of giant number fluctuations, and quantitatively

predicted by the BARW model (green line).

(C and D) Self-organized directional invasion pro-

ceeds from local negative interactions. (C) Repre-

sentative example of the outline of an 8-week

fourth mammary gland (same as Figure 2B), where

the angle q of each branch segment is calculated

relative to the AP-axis. (D) Experimental (black

bars) and theoretical (green line) distributions

showing probabilities of finding a branch growing

with a given angle q. The experimental distribution

is predicted quantitatively by the model even in the

absence of a large-scale directional gradient. Error

bars indicate mean and SEM.

See also Figures S4 and S5.
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understood as a process of self-organization following from a
program of stochastic tip bifurcation arrested by tip termination
at the intersection with neighboring ducts.

Giant Density Fluctuations and Self-Organized
Directional Invasion during Mammary Morphogenesis
Although the proposed mechanism of branching morphogen-
esis can ensure a uniform density of ducts, statistical fluctua-
tions during growth generate large spatial variations in the
distribution of active EdU+ tips (Figure 3C). Indeed, the EdU-
pulse assay reveals duct-depleted regions formed either by
chance mass termination of tips (Figure S5A) or locally ‘‘diver-
gent’’ flows of active tips randomly exploring other regions
(Figure S5B), both behaviors being well-reproduced in the
numerical simulations of the model dynamics. Importantly, ac-
cording to the rules of the model dynamics, the trailing distribu-
tion of newly formed ducts is frozen or ‘‘quenched’’ in the fat
pad. Therefore, we expect that the statistical fluctuations of
epithelial density should persist in the mature network. Thus,
in addition to the prediction of the average density profiles of
active tips and mature ducts, the model makes further key
quantitative predictions on the statistical properties of spatial
density fluctuations.

We thus quantified these fluctuations by defining the spatial
average, nL, and SD, (Dn)L, of duct volume in boxes of viable
size L (see Figure 4A for a schematic). For systems at equilibrium
(in which each elemental process is equilibrated by its reverse,
the property of detailed balance), the central limit theorem re-
quires that ðDnÞL = na

L with the exponent a = 1/2. By contrast, in
systems characterized by non-equilibrium fluctuations, a can
take values larger than 1/2 (Ramaswamy et al., 2003; Narayan
et al., 2007)—the phenomenon of giant number fluctuations.
Indeed, using the same parameter set as before, model simula-

tions revealed a robust power law dependence of (Dn)L (Fig-
ure 4B, green line), with an exponent atheory z 0.66, that
increased with decreasing branching rate (Figure S5C).

Turning to previous mammary gland reconstructions at
8 weeks of age, we found many instances of large spatial den-
sity fluctuations that could not be accounted for by boundary
effects, or by the presence of obstacles such as lymph nodes.
We therefore applied the same statistical approach to deter-
mine experimentally the quantitative dependence of (Dn)L
and nL (n = 14 glands from 7 mice). Strikingly, this analysis re-
vealed a robust power law dependence over more than three
orders of magnitude (black dots, Figure 4B), with an exponent
of aexp. z 0.65 ± 0.02 (mean ± SEM), consistent with giant
number fluctuations in vivo. Moreover, the experimental data
collapsed on the theoretical curve with extremely high preci-
sion (Figures 4B and S5D), emphasizing the robustness of
the model prediction (R2 = 0.90, R2

log = 0:99). Overall, this anal-
ysis uncovers an unexpected out-of-equilibrium feature of
branching morphogenesis in vivo and serves as a strong test
of the validity and predictive power of the BARW model.
In particular, this shows that, while the proposed mechanism
enforces (in a self-organized manner) a robust and constant
averaged epithelial density, the local density is, as a result,
only weakly regulated.

A further ubiquitous feature of mammary gland morphogen-
esis is the appearance of directional biases in the growth of
the ductal network, suggestive of a mechanism that guides
tips distally (Figures S5E–S5J). Indeed, quantification of the dis-
tribution of angles q between a given branch and the horizontal
proximal-distal axis (Figures 4C and S5K) revealed a 2-fold
bias toward a proximal-to-distal orientation (Figure 4D). A puzzle
in the field has been the lack of identification of any large-scale
gradient that could cause this anisotropy (Gjorevski and Nelson,
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fourth mammary gland (same as Figure 2B), where
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relative to the AP-axis. (D) Experimental (black
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showing probabilities of finding a branch growing
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• The Branching Annihilating Random 
Walk model predicts:

1. Pulse of active tips at front and steady 
concentration of ducts behaind.

2. Fluctuation scaling law (giant 
fluctuations) characteristic of non-
equilibrium.

3. Intrinsic polarity of growing network 
from isotropic local statistical rule (due 
to density dependent feedback).

4. There is no need for genetically 
encoded deterministic sequence of a 
programme

5. Strategy that optimises expansion rate 
of network (at the expense of space 
filling). 
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understood as a process of self-organization following from a
program of stochastic tip bifurcation arrested by tip termination
at the intersection with neighboring ducts.

Giant Density Fluctuations and Self-Organized
Directional Invasion during Mammary Morphogenesis
Although the proposed mechanism of branching morphogen-
esis can ensure a uniform density of ducts, statistical fluctua-
tions during growth generate large spatial variations in the
distribution of active EdU+ tips (Figure 3C). Indeed, the EdU-
pulse assay reveals duct-depleted regions formed either by
chance mass termination of tips (Figure S5A) or locally ‘‘diver-
gent’’ flows of active tips randomly exploring other regions
(Figure S5B), both behaviors being well-reproduced in the
numerical simulations of the model dynamics. Importantly, ac-
cording to the rules of the model dynamics, the trailing distribu-
tion of newly formed ducts is frozen or ‘‘quenched’’ in the fat
pad. Therefore, we expect that the statistical fluctuations of
epithelial density should persist in the mature network. Thus,
in addition to the prediction of the average density profiles of
active tips and mature ducts, the model makes further key
quantitative predictions on the statistical properties of spatial
density fluctuations.

We thus quantified these fluctuations by defining the spatial
average, nL, and SD, (Dn)L, of duct volume in boxes of viable
size L (see Figure 4A for a schematic). For systems at equilibrium
(in which each elemental process is equilibrated by its reverse,
the property of detailed balance), the central limit theorem re-
quires that ðDnÞL = na

L with the exponent a = 1/2. By contrast, in
systems characterized by non-equilibrium fluctuations, a can
take values larger than 1/2 (Ramaswamy et al., 2003; Narayan
et al., 2007)—the phenomenon of giant number fluctuations.
Indeed, using the same parameter set as before, model simula-

tions revealed a robust power law dependence of (Dn)L (Fig-
ure 4B, green line), with an exponent atheory z 0.66, that
increased with decreasing branching rate (Figure S5C).

Turning to previous mammary gland reconstructions at
8 weeks of age, we found many instances of large spatial den-
sity fluctuations that could not be accounted for by boundary
effects, or by the presence of obstacles such as lymph nodes.
We therefore applied the same statistical approach to deter-
mine experimentally the quantitative dependence of (Dn)L
and nL (n = 14 glands from 7 mice). Strikingly, this analysis re-
vealed a robust power law dependence over more than three
orders of magnitude (black dots, Figure 4B), with an exponent
of aexp. z 0.65 ± 0.02 (mean ± SEM), consistent with giant
number fluctuations in vivo. Moreover, the experimental data
collapsed on the theoretical curve with extremely high preci-
sion (Figures 4B and S5D), emphasizing the robustness of
the model prediction (R2 = 0.90, R2

log = 0:99). Overall, this anal-
ysis uncovers an unexpected out-of-equilibrium feature of
branching morphogenesis in vivo and serves as a strong test
of the validity and predictive power of the BARW model.
In particular, this shows that, while the proposed mechanism
enforces (in a self-organized manner) a robust and constant
averaged epithelial density, the local density is, as a result,
only weakly regulated.

A further ubiquitous feature of mammary gland morphogen-
esis is the appearance of directional biases in the growth of
the ductal network, suggestive of a mechanism that guides
tips distally (Figures S5E–S5J). Indeed, quantification of the dis-
tribution of angles q between a given branch and the horizontal
proximal-distal axis (Figures 4C and S5K) revealed a 2-fold
bias toward a proximal-to-distal orientation (Figure 4D). A puzzle
in the field has been the lack of identification of any large-scale
gradient that could cause this anisotropy (Gjorevski and Nelson,
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showing probabilities of finding a branch growing

with a given angle q. The experimental distribution

is predicted quantitatively by the model even in the

absence of a large-scale directional gradient. Error

bars indicate mean and SEM.

See also Figures S4 and S5.
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understood as a process of self-organization following from a
program of stochastic tip bifurcation arrested by tip termination
at the intersection with neighboring ducts.

Giant Density Fluctuations and Self-Organized
Directional Invasion during Mammary Morphogenesis
Although the proposed mechanism of branching morphogen-
esis can ensure a uniform density of ducts, statistical fluctua-
tions during growth generate large spatial variations in the
distribution of active EdU+ tips (Figure 3C). Indeed, the EdU-
pulse assay reveals duct-depleted regions formed either by
chance mass termination of tips (Figure S5A) or locally ‘‘diver-
gent’’ flows of active tips randomly exploring other regions
(Figure S5B), both behaviors being well-reproduced in the
numerical simulations of the model dynamics. Importantly, ac-
cording to the rules of the model dynamics, the trailing distribu-
tion of newly formed ducts is frozen or ‘‘quenched’’ in the fat
pad. Therefore, we expect that the statistical fluctuations of
epithelial density should persist in the mature network. Thus,
in addition to the prediction of the average density profiles of
active tips and mature ducts, the model makes further key
quantitative predictions on the statistical properties of spatial
density fluctuations.

We thus quantified these fluctuations by defining the spatial
average, nL, and SD, (Dn)L, of duct volume in boxes of viable
size L (see Figure 4A for a schematic). For systems at equilibrium
(in which each elemental process is equilibrated by its reverse,
the property of detailed balance), the central limit theorem re-
quires that ðDnÞL = na

L with the exponent a = 1/2. By contrast, in
systems characterized by non-equilibrium fluctuations, a can
take values larger than 1/2 (Ramaswamy et al., 2003; Narayan
et al., 2007)—the phenomenon of giant number fluctuations.
Indeed, using the same parameter set as before, model simula-

tions revealed a robust power law dependence of (Dn)L (Fig-
ure 4B, green line), with an exponent atheory z 0.66, that
increased with decreasing branching rate (Figure S5C).

Turning to previous mammary gland reconstructions at
8 weeks of age, we found many instances of large spatial den-
sity fluctuations that could not be accounted for by boundary
effects, or by the presence of obstacles such as lymph nodes.
We therefore applied the same statistical approach to deter-
mine experimentally the quantitative dependence of (Dn)L
and nL (n = 14 glands from 7 mice). Strikingly, this analysis re-
vealed a robust power law dependence over more than three
orders of magnitude (black dots, Figure 4B), with an exponent
of aexp. z 0.65 ± 0.02 (mean ± SEM), consistent with giant
number fluctuations in vivo. Moreover, the experimental data
collapsed on the theoretical curve with extremely high preci-
sion (Figures 4B and S5D), emphasizing the robustness of
the model prediction (R2 = 0.90, R2

log = 0:99). Overall, this anal-
ysis uncovers an unexpected out-of-equilibrium feature of
branching morphogenesis in vivo and serves as a strong test
of the validity and predictive power of the BARW model.
In particular, this shows that, while the proposed mechanism
enforces (in a self-organized manner) a robust and constant
averaged epithelial density, the local density is, as a result,
only weakly regulated.

A further ubiquitous feature of mammary gland morphogen-
esis is the appearance of directional biases in the growth of
the ductal network, suggestive of a mechanism that guides
tips distally (Figures S5E–S5J). Indeed, quantification of the dis-
tribution of angles q between a given branch and the horizontal
proximal-distal axis (Figures 4C and S5K) revealed a 2-fold
bias toward a proximal-to-distal orientation (Figure 4D). A puzzle
in the field has been the lack of identification of any large-scale
gradient that could cause this anisotropy (Gjorevski and Nelson,
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Ducts
(A and B) Experimental variance (y axis) versus

average (x axis) of duct volume in boxes of

increasing size, L (A). The variance in density of the

gland at different length scales grows as a power

law (B, black bars), with an exponent larger than

1/2 (B, thin and dashed black lines represent

exponents of 1/2 and 1, respectively), indicative

of giant number fluctuations, and quantitatively

predicted by the BARW model (green line).

(C and D) Self-organized directional invasion pro-

ceeds from local negative interactions. (C) Repre-

sentative example of the outline of an 8-week

fourth mammary gland (same as Figure 2B), where

the angle q of each branch segment is calculated

relative to the AP-axis. (D) Experimental (black

bars) and theoretical (green line) distributions

showing probabilities of finding a branch growing

with a given angle q. The experimental distribution

is predicted quantitatively by the model even in the

absence of a large-scale directional gradient. Error

bars indicate mean and SEM.

See also Figures S4 and S5.
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understood as a process of self-organization following from a
program of stochastic tip bifurcation arrested by tip termination
at the intersection with neighboring ducts.

Giant Density Fluctuations and Self-Organized
Directional Invasion during Mammary Morphogenesis
Although the proposed mechanism of branching morphogen-
esis can ensure a uniform density of ducts, statistical fluctua-
tions during growth generate large spatial variations in the
distribution of active EdU+ tips (Figure 3C). Indeed, the EdU-
pulse assay reveals duct-depleted regions formed either by
chance mass termination of tips (Figure S5A) or locally ‘‘diver-
gent’’ flows of active tips randomly exploring other regions
(Figure S5B), both behaviors being well-reproduced in the
numerical simulations of the model dynamics. Importantly, ac-
cording to the rules of the model dynamics, the trailing distribu-
tion of newly formed ducts is frozen or ‘‘quenched’’ in the fat
pad. Therefore, we expect that the statistical fluctuations of
epithelial density should persist in the mature network. Thus,
in addition to the prediction of the average density profiles of
active tips and mature ducts, the model makes further key
quantitative predictions on the statistical properties of spatial
density fluctuations.

We thus quantified these fluctuations by defining the spatial
average, nL, and SD, (Dn)L, of duct volume in boxes of viable
size L (see Figure 4A for a schematic). For systems at equilibrium
(in which each elemental process is equilibrated by its reverse,
the property of detailed balance), the central limit theorem re-
quires that ðDnÞL = na

L with the exponent a = 1/2. By contrast, in
systems characterized by non-equilibrium fluctuations, a can
take values larger than 1/2 (Ramaswamy et al., 2003; Narayan
et al., 2007)—the phenomenon of giant number fluctuations.
Indeed, using the same parameter set as before, model simula-

tions revealed a robust power law dependence of (Dn)L (Fig-
ure 4B, green line), with an exponent atheory z 0.66, that
increased with decreasing branching rate (Figure S5C).

Turning to previous mammary gland reconstructions at
8 weeks of age, we found many instances of large spatial den-
sity fluctuations that could not be accounted for by boundary
effects, or by the presence of obstacles such as lymph nodes.
We therefore applied the same statistical approach to deter-
mine experimentally the quantitative dependence of (Dn)L
and nL (n = 14 glands from 7 mice). Strikingly, this analysis re-
vealed a robust power law dependence over more than three
orders of magnitude (black dots, Figure 4B), with an exponent
of aexp. z 0.65 ± 0.02 (mean ± SEM), consistent with giant
number fluctuations in vivo. Moreover, the experimental data
collapsed on the theoretical curve with extremely high preci-
sion (Figures 4B and S5D), emphasizing the robustness of
the model prediction (R2 = 0.90, R2

log = 0:99). Overall, this anal-
ysis uncovers an unexpected out-of-equilibrium feature of
branching morphogenesis in vivo and serves as a strong test
of the validity and predictive power of the BARW model.
In particular, this shows that, while the proposed mechanism
enforces (in a self-organized manner) a robust and constant
averaged epithelial density, the local density is, as a result,
only weakly regulated.

A further ubiquitous feature of mammary gland morphogen-
esis is the appearance of directional biases in the growth of
the ductal network, suggestive of a mechanism that guides
tips distally (Figures S5E–S5J). Indeed, quantification of the dis-
tribution of angles q between a given branch and the horizontal
proximal-distal axis (Figures 4C and S5K) revealed a 2-fold
bias toward a proximal-to-distal orientation (Figure 4D). A puzzle
in the field has been the lack of identification of any large-scale
gradient that could cause this anisotropy (Gjorevski and Nelson,
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tions and Emergent Directional Bias of
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(A and B) Experimental variance (y axis) versus

average (x axis) of duct volume in boxes of

increasing size, L (A). The variance in density of the

gland at different length scales grows as a power

law (B, black bars), with an exponent larger than

1/2 (B, thin and dashed black lines represent

exponents of 1/2 and 1, respectively), indicative

of giant number fluctuations, and quantitatively

predicted by the BARW model (green line).

(C and D) Self-organized directional invasion pro-

ceeds from local negative interactions. (C) Repre-

sentative example of the outline of an 8-week

fourth mammary gland (same as Figure 2B), where

the angle q of each branch segment is calculated

relative to the AP-axis. (D) Experimental (black

bars) and theoretical (green line) distributions

showing probabilities of finding a branch growing

with a given angle q. The experimental distribution

is predicted quantitatively by the model even in the

absence of a large-scale directional gradient. Error

bars indicate mean and SEM.

See also Figures S4 and S5.
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understood as a process of self-organization following from a
program of stochastic tip bifurcation arrested by tip termination
at the intersection with neighboring ducts.

Giant Density Fluctuations and Self-Organized
Directional Invasion during Mammary Morphogenesis
Although the proposed mechanism of branching morphogen-
esis can ensure a uniform density of ducts, statistical fluctua-
tions during growth generate large spatial variations in the
distribution of active EdU+ tips (Figure 3C). Indeed, the EdU-
pulse assay reveals duct-depleted regions formed either by
chance mass termination of tips (Figure S5A) or locally ‘‘diver-
gent’’ flows of active tips randomly exploring other regions
(Figure S5B), both behaviors being well-reproduced in the
numerical simulations of the model dynamics. Importantly, ac-
cording to the rules of the model dynamics, the trailing distribu-
tion of newly formed ducts is frozen or ‘‘quenched’’ in the fat
pad. Therefore, we expect that the statistical fluctuations of
epithelial density should persist in the mature network. Thus,
in addition to the prediction of the average density profiles of
active tips and mature ducts, the model makes further key
quantitative predictions on the statistical properties of spatial
density fluctuations.

We thus quantified these fluctuations by defining the spatial
average, nL, and SD, (Dn)L, of duct volume in boxes of viable
size L (see Figure 4A for a schematic). For systems at equilibrium
(in which each elemental process is equilibrated by its reverse,
the property of detailed balance), the central limit theorem re-
quires that ðDnÞL = na

L with the exponent a = 1/2. By contrast, in
systems characterized by non-equilibrium fluctuations, a can
take values larger than 1/2 (Ramaswamy et al., 2003; Narayan
et al., 2007)—the phenomenon of giant number fluctuations.
Indeed, using the same parameter set as before, model simula-

tions revealed a robust power law dependence of (Dn)L (Fig-
ure 4B, green line), with an exponent atheory z 0.66, that
increased with decreasing branching rate (Figure S5C).

Turning to previous mammary gland reconstructions at
8 weeks of age, we found many instances of large spatial den-
sity fluctuations that could not be accounted for by boundary
effects, or by the presence of obstacles such as lymph nodes.
We therefore applied the same statistical approach to deter-
mine experimentally the quantitative dependence of (Dn)L
and nL (n = 14 glands from 7 mice). Strikingly, this analysis re-
vealed a robust power law dependence over more than three
orders of magnitude (black dots, Figure 4B), with an exponent
of aexp. z 0.65 ± 0.02 (mean ± SEM), consistent with giant
number fluctuations in vivo. Moreover, the experimental data
collapsed on the theoretical curve with extremely high preci-
sion (Figures 4B and S5D), emphasizing the robustness of
the model prediction (R2 = 0.90, R2

log = 0:99). Overall, this anal-
ysis uncovers an unexpected out-of-equilibrium feature of
branching morphogenesis in vivo and serves as a strong test
of the validity and predictive power of the BARW model.
In particular, this shows that, while the proposed mechanism
enforces (in a self-organized manner) a robust and constant
averaged epithelial density, the local density is, as a result,
only weakly regulated.

A further ubiquitous feature of mammary gland morphogen-
esis is the appearance of directional biases in the growth of
the ductal network, suggestive of a mechanism that guides
tips distally (Figures S5E–S5J). Indeed, quantification of the dis-
tribution of angles q between a given branch and the horizontal
proximal-distal axis (Figures 4C and S5K) revealed a 2-fold
bias toward a proximal-to-distal orientation (Figure 4D). A puzzle
in the field has been the lack of identification of any large-scale
gradient that could cause this anisotropy (Gjorevski and Nelson,
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(A and B) Experimental variance (y axis) versus

average (x axis) of duct volume in boxes of

increasing size, L (A). The variance in density of the

gland at different length scales grows as a power

law (B, black bars), with an exponent larger than

1/2 (B, thin and dashed black lines represent

exponents of 1/2 and 1, respectively), indicative

of giant number fluctuations, and quantitatively

predicted by the BARW model (green line).

(C and D) Self-organized directional invasion pro-

ceeds from local negative interactions. (C) Repre-

sentative example of the outline of an 8-week

fourth mammary gland (same as Figure 2B), where

the angle q of each branch segment is calculated

relative to the AP-axis. (D) Experimental (black

bars) and theoretical (green line) distributions

showing probabilities of finding a branch growing

with a given angle q. The experimental distribution

is predicted quantitatively by the model even in the

absence of a large-scale directional gradient. Error

bars indicate mean and SEM.

See also Figures S4 and S5.
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equilibrium

understood as a process of self-organization following from a
program of stochastic tip bifurcation arrested by tip termination
at the intersection with neighboring ducts.

Giant Density Fluctuations and Self-Organized
Directional Invasion during Mammary Morphogenesis
Although the proposed mechanism of branching morphogen-
esis can ensure a uniform density of ducts, statistical fluctua-
tions during growth generate large spatial variations in the
distribution of active EdU+ tips (Figure 3C). Indeed, the EdU-
pulse assay reveals duct-depleted regions formed either by
chance mass termination of tips (Figure S5A) or locally ‘‘diver-
gent’’ flows of active tips randomly exploring other regions
(Figure S5B), both behaviors being well-reproduced in the
numerical simulations of the model dynamics. Importantly, ac-
cording to the rules of the model dynamics, the trailing distribu-
tion of newly formed ducts is frozen or ‘‘quenched’’ in the fat
pad. Therefore, we expect that the statistical fluctuations of
epithelial density should persist in the mature network. Thus,
in addition to the prediction of the average density profiles of
active tips and mature ducts, the model makes further key
quantitative predictions on the statistical properties of spatial
density fluctuations.

We thus quantified these fluctuations by defining the spatial
average, nL, and SD, (Dn)L, of duct volume in boxes of viable
size L (see Figure 4A for a schematic). For systems at equilibrium
(in which each elemental process is equilibrated by its reverse,
the property of detailed balance), the central limit theorem re-
quires that ðDnÞL = na

L with the exponent a = 1/2. By contrast, in
systems characterized by non-equilibrium fluctuations, a can
take values larger than 1/2 (Ramaswamy et al., 2003; Narayan
et al., 2007)—the phenomenon of giant number fluctuations.
Indeed, using the same parameter set as before, model simula-

tions revealed a robust power law dependence of (Dn)L (Fig-
ure 4B, green line), with an exponent atheory z 0.66, that
increased with decreasing branching rate (Figure S5C).

Turning to previous mammary gland reconstructions at
8 weeks of age, we found many instances of large spatial den-
sity fluctuations that could not be accounted for by boundary
effects, or by the presence of obstacles such as lymph nodes.
We therefore applied the same statistical approach to deter-
mine experimentally the quantitative dependence of (Dn)L
and nL (n = 14 glands from 7 mice). Strikingly, this analysis re-
vealed a robust power law dependence over more than three
orders of magnitude (black dots, Figure 4B), with an exponent
of aexp. z 0.65 ± 0.02 (mean ± SEM), consistent with giant
number fluctuations in vivo. Moreover, the experimental data
collapsed on the theoretical curve with extremely high preci-
sion (Figures 4B and S5D), emphasizing the robustness of
the model prediction (R2 = 0.90, R2

log = 0:99). Overall, this anal-
ysis uncovers an unexpected out-of-equilibrium feature of
branching morphogenesis in vivo and serves as a strong test
of the validity and predictive power of the BARW model.
In particular, this shows that, while the proposed mechanism
enforces (in a self-organized manner) a robust and constant
averaged epithelial density, the local density is, as a result,
only weakly regulated.

A further ubiquitous feature of mammary gland morphogen-
esis is the appearance of directional biases in the growth of
the ductal network, suggestive of a mechanism that guides
tips distally (Figures S5E–S5J). Indeed, quantification of the dis-
tribution of angles q between a given branch and the horizontal
proximal-distal axis (Figures 4C and S5K) revealed a 2-fold
bias toward a proximal-to-distal orientation (Figure 4D). A puzzle
in the field has been the lack of identification of any large-scale
gradient that could cause this anisotropy (Gjorevski and Nelson,
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Figure 4. Self-Organized Properties of
BARWs Predict Both Giant Density Fluctua-
tions and Emergent Directional Bias of
Ducts
(A and B) Experimental variance (y axis) versus

average (x axis) of duct volume in boxes of

increasing size, L (A). The variance in density of the

gland at different length scales grows as a power

law (B, black bars), with an exponent larger than

1/2 (B, thin and dashed black lines represent

exponents of 1/2 and 1, respectively), indicative

of giant number fluctuations, and quantitatively

predicted by the BARW model (green line).

(C and D) Self-organized directional invasion pro-

ceeds from local negative interactions. (C) Repre-

sentative example of the outline of an 8-week

fourth mammary gland (same as Figure 2B), where

the angle q of each branch segment is calculated

relative to the AP-axis. (D) Experimental (black

bars) and theoretical (green line) distributions

showing probabilities of finding a branch growing

with a given angle q. The experimental distribution

is predicted quantitatively by the model even in the

absence of a large-scale directional gradient. Error

bars indicate mean and SEM.

See also Figures S4 and S5.

Cell 171, 242–255, September 21, 2017 247

>½



Thomas LECUIT   2018-2019

What is specified by morphogenetic information?

• Genetics/Biochemistry

1. Where: function of regionalisation

2. When: temporal sequence
3. How fast: rate of change

4. Direction: polarisation

5. How much: amplitude

6. Specificity: molecular affinity

7. Antagonistic activities: activators/inhibitors

1306CHAPTER 20. BIOLOGICAL PATTERNS: ORDER IN SPACE AND TIME
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Figure 20.3: French flag model of positional information. A morphogen gradient
is present along the long (anterior–posterior) axis of the embryo. When the
concentration of the morphogen exceeds a first threshold, cells are in the “blue”
state, while when they are below the first threshold but above a second threshold
they adopt the “white” state. (Adapted from L. Wolpert et al., Principles of
Development, 3rd ed., New York, Oxford University Press, 2007)
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• Output: length scale and time scale

•   Transport: l = v.  
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v: velocity of motor

D: diffusion coefficient•   diffusion:     =  D. 
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What is specified by morphogenetic information?

• Mechanics: stresses and material properties specify deformations

1. Where: depends on distribution of stresses (e.g. active stresses) and/or on stiffness E.
                   Friction (  ) affects gradient of stress.  ∂   /∂x  =   . v

2. How fast: rate of deformation depends on viscosity 
      When: deformations governed by mechanical properties of cells
3. Direction: isotropic/anisotropic stress, tensile versus shear stress, 

4. How much: amplitude

5. Specificity: molecular specificity of mechanotransduction (Integrin, Cadherin etc)
6. Antagonistic activities: e.g. active vs elastic 
                                        or active stress vs friction
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the core of the receptor module, which binds
ECM components. The cytoplasmic domain
of the β-integrin subunit binds to talin, which
connects integrin with actin. Talin binding
can trigger conformational changes of the α-
integrin/β-integrin dimers to an active state
with strongly increased affinity to ECM ligands
(Tadokoro et al. 2003, Wegener et al. 2007;
Figure 3b,d, f ).

Maturation of focal complexes into focal ad-
hesions relies on the binding of other cyto-
plasmic partners such as vinculin (Chen et al.
2005, Humphries et al. 2007, Izard et al. 2004),
which promote clustering of nascent com-
plexes and reinforce the integrin links to actin
(Figure 3b,d, f ). The signaling module of cell-
ECM adhesions consists of several components
including kinases and phosphatases that are able
to initiate a cascade of events. This results in
local changes in cytoskeleton dynamics and the
generation of mechanical force, which in turn
modify adhesion (see below).

The organization of adhesion molecules in
finitely sized clusters is also a striking feature
of cell-cell adhesion. Similar to integrins, cad-
herins form dense protein clusters connected
to the actin network. E-cadherin clusters
have been observed in cultured epithelial
mammalian cells and in early epithelia of

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

Figure 3
Cell-cell and cell-extracellular matrix (ECM)
adhesion clusters and their interaction with
actomyosin networks. Cell-cell and cell-ECM
adhesion initiate by homophilic binding of
E-cadherin (a) and by binding of integrin to ECM
(b), respectively. Actin-dependent protrusions are
important in these processes. Next, E-cadherin
binds actin filaments through adaptor proteins such
as β-catenin, α-catenin, and vinculin (c). Similarly,
integrin binds the actin cytoskeleton through
proteins such as talin and vinculin (d ). Actomyosin
contractility produces pulling forces on adhesion
complexes. These forces can induce conformational
changes in α-catenin and talin, thereby exposing
buried vinculin-binding sites. In turn, vinculin
binding promotes further binding of actin filaments
to adhesion clusters (e,f ). This feedback mechanism
enhances the mechanical coupling between
actomyosin networks and adhesion clusters.

nonvertebrates. In migrating cells undergoing
mesenchymal to epithelial transitions, nascent
adhesions of E-cadherin organize in puncta
(Angres et al. 1996, Kametani & Takeichi
2007). These puncta are thought to represent

a b
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c d
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the core of the receptor module, which binds
ECM components. The cytoplasmic domain
of the β-integrin subunit binds to talin, which
connects integrin with actin. Talin binding
can trigger conformational changes of the α-
integrin/β-integrin dimers to an active state
with strongly increased affinity to ECM ligands
(Tadokoro et al. 2003, Wegener et al. 2007;
Figure 3b,d, f ).

Maturation of focal complexes into focal ad-
hesions relies on the binding of other cyto-
plasmic partners such as vinculin (Chen et al.
2005, Humphries et al. 2007, Izard et al. 2004),
which promote clustering of nascent com-
plexes and reinforce the integrin links to actin
(Figure 3b,d, f ). The signaling module of cell-
ECM adhesions consists of several components
including kinases and phosphatases that are able
to initiate a cascade of events. This results in
local changes in cytoskeleton dynamics and the
generation of mechanical force, which in turn
modify adhesion (see below).

The organization of adhesion molecules in
finitely sized clusters is also a striking feature
of cell-cell adhesion. Similar to integrins, cad-
herins form dense protein clusters connected
to the actin network. E-cadherin clusters
have been observed in cultured epithelial
mammalian cells and in early epithelia of

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

Figure 3
Cell-cell and cell-extracellular matrix (ECM)
adhesion clusters and their interaction with
actomyosin networks. Cell-cell and cell-ECM
adhesion initiate by homophilic binding of
E-cadherin (a) and by binding of integrin to ECM
(b), respectively. Actin-dependent protrusions are
important in these processes. Next, E-cadherin
binds actin filaments through adaptor proteins such
as β-catenin, α-catenin, and vinculin (c). Similarly,
integrin binds the actin cytoskeleton through
proteins such as talin and vinculin (d ). Actomyosin
contractility produces pulling forces on adhesion
complexes. These forces can induce conformational
changes in α-catenin and talin, thereby exposing
buried vinculin-binding sites. In turn, vinculin
binding promotes further binding of actin filaments
to adhesion clusters (e,f ). This feedback mechanism
enhances the mechanical coupling between
actomyosin networks and adhesion clusters.

nonvertebrates. In migrating cells undergoing
mesenchymal to epithelial transitions, nascent
adhesions of E-cadherin organize in puncta
(Angres et al. 1996, Kametani & Takeichi
2007). These puncta are thought to represent

a b

Extracellular matrix

c d

Plasma
membrane

Force
Force
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• Output: length scale and time scale
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Mechano-chemical information

•   diffusion:     =(D.  )
½
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•   transport: l = v.  
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v: velocity of motor + processivity 
D: diffusion coefficient

•  propagation of deformation:  

a 
b 
g 
d 
e 
s 
w 
h 
p 
µ 
n 
k 
j 
t 
y 
l 
z 
f 
q 

=    /

a 
b 
g 
d 
e 
s 
w 
h 
p 
µ 
n 
k 
j 
t 
y 
l 
z 
f 
q 

E

•  hydrodynamic length:  l

a 
b 
g 
d 
e 
s 
w 
h 
p 
µ 
n 
k 
j 
t 
y 
l 
z 
f 
q 

= (   /  )

a 
b 
g 
d 
e 
s 
w 
h 
p 
µ 
n 
k 
j 
t 
y 
l 
z 
f 
q 

½

E

E: stiffness

a 
b 
g 
d 
e 
s 
w 
h 
p 
µ 
n 
k 
j 
t 
y 
l 
z 
f 
q 

: viscosity
: friction

a 
b 
g 
d 
e 
s 
w 
h 
p 
µ 
n 
k 
j 
t 
y 
l 
z 
f 
q 

Biochemistry Mechanics
• Sets mechanical parameters
    (stiffness: actin crosslinkers,
     viscosity: turnover)
• Regulates stresses
    (eg. activation of motors) 

• affects transport of molecules: advection by flow
• elicits mechanotransduction: stress/strain 

dependent effect
• affects geometry of environment: polarity

Information
(genetics/biochemistry)

Mechanics

Information
(mechano-chemistry)
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Self-organisation with mechano-chemical information

Information
(genetics/biochemistry)

Mechanics

Information
(mechano-chemistry)
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Controlled and Self-organised Morphogenesis
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1. Self-organisation: spatial and temporal instabilities

2. Tissue deformations: control and self-organisation

11. Turing like instabilities (mechano-chemical)
12. Excitability, oscillations etc
13. Trigger waves
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22. Extension, flow
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1. Tissue folding , looping, branching

Cortex convolution

Gut villi

Tissue deformations: control and self-organisation

their elastic properties and the relative strain mismatch at different
stages of chick gut development; we chose three stages: E8, E12 and
E16 (Fig. 3). The mesentery has a time-varying thickness, h, which is
evaluated from histological cross-section (Supplementary Fig. 2).
The inner and outer radii of the gut tube were extracted from 49,6-
diamidino-2-phenylindole (DAPI)-stained tube cross-sections (Fig. 3b).
The length of the gut tube, Lt, was measured on the dissected gut. The
natural rest length of the periphery of mesentery, Lm, was measured by
cutting out thin strips along the junction with the gut and aligning
them unstretched with a ruler (Fig. 3c). The bending stiffness of the gut
tube and the stretching stiffness of the mesentery were measured using
in vitro, uniaxial, low-rate tensile tests, where the load was generated
by a magnet applying a calibrated force on a millimetre-size steel ball,
attached to one end of a tissue sample that was pinned at the other end.
The extension of the sample under load was tracked using video-
microscopy to extract its stress (s)/strain (e) response curve (see
Fig. 3d, e, insets, Methods and Supplementary Information).

For the mesentery, we observed a nonlinear response curve with a
sharp break at a strain eƒep, where ep 5 Lt/Lm 2 1 is the physiological
strain mismatch, typical of the strain-stiffening seen in biological
soft tissues16. We define an effective modulus, Em~(ds=de)e~ep

,
and strain, e0~(s{1ds=de){1

e~ep
, by locally linearizing the response

(Fig. 3d) and noting that the membrane has negligible stiffness
when 0vevep{e0. For the gut, we measured the modulus,
Et 5 s/e, from the linear, low-strain response curve (e , 10%;
Fig. 3e). In Fig. 3f, g, we summarize the variation of Em, Et and e0 as
functions of developmental time. Measurements of the mesentery
stiffness at various locations and in various directions did not show
significant differences (Supplementary Fig. 4). This confirms the
validity of modelling the mesentery and the gut as isotropic, homo-
geneous material.

The measured biophysical parameters allowed us to create a
detailed numerical simulation of gut looping. Because the gut and
mesentery grow slowly, inertial effects are unimportant and the com-
posite system is always in mechanical equilibrium. This equilibrium
configuration was calculated as follows. The mesentery was modelled
as a discrete elastic membrane consisting of a hexagonal lattice of
springs with a discrete energy associated with in-plane stretching/
shearing deformations as well as out-of-plane bending deforma-
tions17, relative to the rest length of the springs. The gut was modelled
as an equivalent membrane strip (two elements wide) with a discretized
energy associated with bending and stretching deformations, and
elastic stiffnesses different from those of the membrane. The geometry,
mechanical properties and relative growth of the tissues parameterized
by h, It, Em, Et and e0 were all experimentally measured at different time
points during development. Given these input parameters, energy
minimization for different relative growth strains, e0, yielded predic-
tions for the looping morphology of the gut (Methods and Supplemen-
tary Information).

In Fig. 4a, we compare the results of our observation at E16 with
numerical simulations. In Fig. 4b, c, we compare our quantitative
measurements of the wavelength and radius of curvature of the chick
gut at the different measured stages of development (see also
Supplementary Fig. 8) with those of both the rubber simulacrum
and numerical simulations, as functions of the geometry and elastic
moduli of the tube and sheet. Over the strain ranges e0[½0, 1" in the
simulation (Supplementary Movie 1) and e0[½0:5, 1" for the various
rubber models, we plot the wavelength, l, and radius, R, of the loop
and find that they follow the relations

l<36
EtIt

Emh

! "1=3

ð3Þ

R<4
EtIt

Emhe2
0

! "1=3

ð4Þ

in accord with our simple scaling laws (equations (1) and (2)). In
Table 1, we compare the values of these parameters for the chick
gut with the expressions given in equations (3) and (4), and confirm
that our model captures the salient properties of the looping patterns
with no adjustable parameters, strongly suggesting that the main
features of the chick gut looping pattern are established by the simple
balance of forces induced by the relative growth between the gut and
the mesentery.

Comparative study of gut looping across species
To test our theory in cases other than the development of the chick
gut, we took advantage of the distinct gut looping patterns observed in
different avian taxa, which have served as criteria for phylogenetic
classification and are thought of as having adaptive significance, inde-
pendent of bird size.
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Figure 4 | Predictions for loop shape, size and number at three stages in
chick gut development. a, Comparisons of the chick gut at E16 (top) with its
simulated counterpart (bottom). b, Scaled loop contour length, l/ro, plotted
versus the equivalently scaled expression from equation (3) for the chick gut
(black squares), the rubber model (green triangles) and numerical simulations
(blue circles). The results are consistent with the scaling law in equation (1).
c, Scaled loop radius, R/ro, plotted versus the equivalently scaled expression
from equation (4) for the chick gut, the rubber model, and numerical
simulations (symbols are as in b). The results are consistent with the scaling law
in equation (2). Error bars, s.d.

Table 1 | Morphometry of chick gut looping pattern
Stage n l (mm) R (mm)

E8 Experimental observation 2.4 6 0.4 4.6 6 1.0 1.4 6 0.2
Computational model* 1.8 6 0.3 6.1 6 1.5 1.6 6 0.3

E12 Experimental observation 9.0 6 0.5 5.6 6 1.2 1.5 6 0.1
Computational model{ 7.3 6 1.6 6.8 6 1.6 1.7 6 0.3

E16 Experimental observation 15.0 6 0.5 9.5 6 0.5 1.9 6 0.1
Computational model{ 17.5 6 2.4 8.1 6 1.9 1.9 6 0.5

The observed number of loops (n), loop wavelength (l) and radius (R) for the chick at different stages of
gut development, for given geometrical and physical parameters associated with the gut and the
mesentery, show that the model predictions are quantitatively consistent with observations.
*Lt 5 11.0 6 0.5 mm, h 5 13.0 6 1.5 mm, ro 5 155 6 8 mm, ri 5 44 6 5mm, Em 5 35 6 14 kPa,
Et 5 4.8 6 1.4 kPa, ep 5 38 6 7% and e0 5 28 6 5%.
{Lt 5 50.0 6 8.3 mm, h 5 8.0 6 1.5mm, ro 5 209 6 12 mm, ri 5 72 6 9mm, Em 5 156 6 78 kPa,
Et 5 5.6 6 1.7 kPa, ep 5 116 6 19% and e0 5 30 6 5%.
{Lt 5 142.1 6 3.3 mm, h 5 7.1 6 1.4 mm, ro 5 391 6 27 mm, ri 5 232 6 31 mm, Em 5 861 6 344 kPa,
Et 5 4.2 6 1.3 kPa, ep 5 218 6 15% and e0 5 33 6 8%.
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2.  Tissue invagination

G. Schoenwolf U. Utah School of Medicine

Chick neural tube

Drosophila mesoderm

Sea Urchin endoderm

Tissue deformations: control and self-organisation
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3. Cellular flow and tissue extension, rotation

Tissue deformations: control and self-organisation

Patrick Keller (Janelia Campus)

Drosophila germband extension Chick gastrulation Drosophila genitalia rotation
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