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completed all growth in body size, and they begin the complex
process of metamorphosis including gut purge, regression of larval-
specific tissues, and rapid growth of adult structures. Eyes, wings,

legs, genitalia and mouthparts all undergo rapid growth during
this prepupa period, and in males, mandible growth is especially
prolific at this time. Histological examination of the mandibles of
both large and small males showed huge differences in epithelial
proliferation during development (Fig. 2A and 2B). Under the
larval cuticle of males, we found extensive folding of the epidermis
and cuticle of the newly forming pupal mandibles. Among-male
variation in the structure of these folds (density and depth of
furrow, Fig. 2D and 2E) results in differences in mandible sizes of
pupae. In contrast, for females with relatively small mandible sizes,
we observed smooth mandibular epithelial surfaces lacking any
folding in developing female prepupae (Fig. 2C and 2F). The
complex folding resulting from epithelial growth and proliferation
has also been reported in the development and formation of other
exaggerated structures extending directly from the body walls such
as the horns of horned beetles [10,11] and the mandibles and
nasus of termite soldiers [12,13].

Juvenile hormone regulates mandible growth
It is during the prepupa period that physiological signals are

predicted to modulate the amount of growth in adult structures in
response to nutrition. One proposed mechanism suggests that JH
acts as a nutrition-sensitive regulator of trait growth [14,15]. JH
has long been known to influence alternative patterns of insect
growth, including the seasonal onset of diapause and wing
development in response to overcrowding [16]. JH is also thought
to regulate the nutrition-dependent expression of traits such as
caste-specific morphologies in ants and bees [17], and size-
dependent production of horns in beetles [10]. Recently, Truman
et al (2006) showed that JH is crucial for coupling nutrition with
the growth of adult traits in the hornworm Manduca sexta [18].
In this study, we provide correlative evidence that JH regulates

the exaggerated growth of male stag beetle mandibles. To test the
role of JH during adult mandible development, we increased
hemolymph titers of JH by application of the JH analog (JHA)
fenoxycarb during both larval and prepupal development. Because
growth in overall body size has ceased by the prepupal period, we
predicted that perturbation of JH signaling during the prepupal
period would affect growth of the adult structures without altering
body size –i.e. it would alter the proportional sizes of body parts.
As predicted, increasing JH signaling during the early prepupal
period increased the proportional size of body parts, and this was
especially pronounced in male mandibles (P,0.001, ANCOVA,
Fig. 3A and 3C). In females, mandibular elongation was not
observed regardless of the developmental stage, the type of JHA
applied or the JHA application dose.
The direction of the response to ectopically expressed JHA in

male beetles was consistent with the measured titers for JH during
this same period (Fig. 4A and 4B). Significant differences in JHIII
titers and body size were found between small and large males for
the early prepupal period (small male: 0.28260.033, large male:
0.41360.034 ng/ml hemolymph, P,0.01, Tukey-Kramer; Fig. 4A
and P= 0.012, Pearson correlation coefficient test; Fig. 4B). In
contrast, perturbing JH during the end of the prepupal period did
not influence exaggerated mandible growth (Fig. S1).
Regulation of condition-dependent trait proliferation by JH

signaling depends on the precise deployment of JH [19]. Topical
application of JHA to male stag beetle larvae prior to the prepupal
period significantly prolonged the larval periods (Fig. S2) resulting
in large pupae (Fig. 3B). However, these males did not show
disproportionate growth of condition dependent traits as trait size
and mandible size of these males scaled with that of normally
reared males (Fig. 3B and S3). This result suggests that a high JH
titer during the larval period contributes to increased total body

Figure 1. Intraspecific morphological variation in Cyclommatus
metallifer and condition dependent effects of high and low
food availability. (A) Intraspecific morphological variation in Cyclom-
matus metallifer. Large male (left), small male (center), and female (right)
are shown. (B–D) Larval period duration, pupal weight and mandible
length of stag beetle pupae reared under high and low nutritional
regimes. (B) Males reared under high food conditions spent significantly
more time as third instar larvae than males reared under low food
conditions (P,0.001, student t-test). (C) Male stag beetles were
significantly larger as pupae when reared under high food conditions
(P,0.001, student t-test). (D) Adult mandible length was significantly
longer in males reared under high food conditions (P,0.001, student
t-test). The means 6 SEs (N=10) are shown.
doi:10.1371/journal.pone.0021139.g001
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—Growth is dependent upon energy demands, delivery and 
conversion across scales

—The organisation, growth, and maintenance at all levels of 
organisation, molecules, organelles, cells, organs and whole 
organisms requires constant energy flow and conversion

            80 Moles ATP/human/day or 3. 10   ATP/cell/s

Metabolic rates (Power)

• Organismal Growth: Metabolism and Size
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13(3. 10   cells and 2000kcal/day)
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• Is growth strictly governed by energy demand at the cellular scale?
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Hierarchical energy flow
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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• Energy conversion supporting cell growth
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—Metabolites (eg. Glucose) can be stored
—Oxygen: cannot be stored

1 Glucose 2 Pyruvate + 2ATP

2 Pyruvate 8 NADH + 2 FADH2 + 2 ATP

8 NADH             24 ATP

2 FADH2              4 ATP 

Glycolysis

TCA cycle (tricarboxylic acid cycle)

Respiratory chain

https://steemit.com/steemstem/@davidrhodes124/citric-acid-cycle-and-mitochondrial-electron-transport

1 Glucose 32 ATP 

Oxydative phosphorylation 
by Electron Transport Chain:
• NADH, FADH2: electron donors
• O2: electron acceptor
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  

3. 10   ATP/cell/s     3.10    W7 -12~ 

Energy conversion: Free Energy of 
proton gradient converted into Free 
Energy of Phosphate bonds.

ATP Production rate/ATP Synthase: 
300 ATP/s
(100Hz rotation, 3 ATP/rotation)
So it takes 100.000 ATP Synthase/cell
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  

3. 10   ATP/cell/s     3.10    W7 -12~ 
1 Glucose 32 ATP 

of 0.1 per hour was assumed throughout. Cell-division times were
taken to be the minima observed in each species, standardized to
20° C; all other details are outlined in SI Appendix. In the fol-
lowing, we will refer to the fractional costs of genes (relative to the
total cellular energy budget) at the genome, transcript, protein,
and cumulative cost levels as sDNA, sRNA, sPRO, and sc.
For the bacterium Escherichia coli, sc falls in the range of 10−7

to 10−3 for almost all genes (with absolute costs of 103 to 108 P),
far above the likely minimum values that can be perceived by
selection in this large-Ne species (Fig. 3). If such genes were to
find themselves in an environment where their functions were no
longer useful, inactivating mutations would be strongly selected
for. Within eukaryotes, small peaks of lowly expressed (and perhaps
misannotated) genes exist with roughly the same absolute costs of
E. coli genes. However, most eukaryotic genes have total absolute
costs exceeding 106 P, with substantial fractions in multicellular
species falling in the range >108 P. For many genes in yeast and a
substantial fraction in Caenorhabditis elegans and Arabidopsis thali-
ana, sc is sufficiently large for a gene to be opposed by selection if it
had few added benefits (e.g., a redundant gene duplicate). The
major contribution that pushes sc past the drift barrier in eukaryotes
is the cost of translation. Most values of sDNA and sRNA in multi-
cellular species are below the threshold for efficient selection.
For an additional 31 bacterial and 13 unicellular eukaryotes

with annotated genomes, sufficient data exist on cell volumes and
cell-division times to estimate lifetime energy requirements using
Eqs. 1a–1c. In the absence of direct information on the single-cell
concentrations of gene-specific mRNAs and proteins in this subset
of species, we used existing gene annotations and genome se-
quences to compute species-specific costs of an average gene, re-
lying on the expected average numbers of mRNA and protein
molecules per gene extrapolated from the functions in Fig. 2 and
the decay rates noted above.
Three general conclusions can be drawn from this extended

dataset. First, there is a consistent ranking of sDNA < sRNA < sPRO,
with a one to two order of magnitude increase from the former
to the latter (Fig. 4). Second, average estimates of all three cost
measures in bacteria are generally substantially greater than
those in eukaryotes, and in most cases are likely large enough to

be opposed by selection. For eukaryotes, the chromosome-level
costs are generally too low to be detectable by selection, and this
is also true in many cases for the average transcription-level costs,
confirming the suggestion that gene-sized insertions in large eu-
karyotes will typically be effectively neutral from a bioenergetic
perspective unless they are translated. Third, within both bacteria
and eukaryotes, there is a substantial negative scaling of all three
levels of cost with cell volume. Although there is almost no overlap
in cell volumes between these two groups, it is clear that there is
continuity in the scaling of data across groups. These general
conclusions still hold for cells growing substantially below maxi-
mum rates (SI Appendix).

Discussion
A central goal of evolutionary genomics is to understand the
mechanisms responsible for the massive expansion in genome
size and gene structural complexity from prokaryotes to unicellular
eukaryotes to multicellular species, most of which results from the
colonization of noncoding DNA. Most exogenous DNA is hazard-
ous in the sense that it increases the ways in which an associated
gene can be rendered nonfunctional by mutation (e.g., by altering
gene regulation, intron splicing, and/or translation-initiation sites)
(2). However, all genes also impose a baseline energetic cost on a
cell via the demands at the DNA, RNA, and protein levels (6, 7).
These costs are relevant because the long-term preservation of a
gene by natural selection requires that its phenotypic benefits ex-
ceed the energetic costs to a large enough extent to offset the power
of random genetic drift.
Letting sa be the adaptive advantage of a stretch of DNA, and

sc be the loss of fitness induced by the total energetic costs, the
net selective advantage of a DNA segment is

sn = sa − sc. [5]

Basic evolutionary theory indicates that the absolute value of the
net advantage sn must be greater than 1=Ne in a haploid species
[and 1=ð2NeÞ in a diploid] to be readily perceived by natural
selection. If, for example, the insertion of a segment of DNA
provides no immediate phenotypic advantage nor any significant
mutational disadvantage, so sa ’ 0, it will nevertheless be essentially
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Fig. 3. Distribution of energy costs for the full sets of annotated genes in
one bacterium (E. coli) and four eukaryotic species (Saccharomyces cerevisiae,
C. elegans, and A. thaliana). The bottom axis shows the absolute costs in ATP
units, and the upper axis shows the corresponding costs as the fraction of the
cell’s lifetime energy budget. The dashed vertical lines denote key positions
below which the energy cost is expected to be too low to be opposed by se-
lection (in the absence of any additional advantages for the gene); for genes
to the left of a particular vertical bar (with logarithmic value x on the upper
axis), the energetic cost would be effectively neutral if the effective population
size (Ne) were >10−x. The three vertical lines in each plot provide the ap-
proximate range in which Ne is likely to reside for species in the same broad
taxonomic categories as the characterized species (2).
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Fig. 4. Fractional costs of average genes in bacteria and unicellular eu-
karyotes (relative to total cellular energy budgets), subdivided into compo-
nents at the level of replication, transcription, and translation.

15694 | www.pnas.org/cgi/doi/10.1073/pnas.1514974112 Lynch and Marinov

—Total energy budget is mostly used for protein synthesis
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What is the macromolecular 
composition of the cell?  
 
 
 
 
Molecular biology aims to explain cellular processes in terms of the 
individual molecular players, resulting in starring roles for certain specific 
proteins, RNAs and lipids. By way of contrast, a more holistic view of the 
whole cell or organism was historically the purview of physiology. 
Recently the latter integrative view has been adopted by systems biology, 
which completes the circle by returning with the hard-won mechanistic 
knowledge from molecular biology to a holistic view of the molecular 
interlinkages that give rise to whole-cell behavior. A critical starting point 
for thinking globally about the cell is to understand the relative 
abundance of its different constituents.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: A Voronoi tree diagram of the composition of an E. coli cell growing with a doubling 
time of 40 min. Each polygon area represents the relative fraction of the corresponding 
constituent in the cell dry mass. Colors are associated with each polygon such that components 
with related functional role have similar tints. The Voronoi tree diagram visualization method 
was developed in order to represent whole genome measurements from microarrays or 
proteome quantitation. 

• Metabolism (especially glycolysis 
proteins) and Ribosomes are the 
most part of the proteome

M Lynch and  G. Marinov (2015) PNAS 112: 15690–15695 
www.pnas.org/cgi/doi/10.1073/pnas.1514974112 

Liebmeister et al, R. Milo. PNAS (2013) 
www.pnas.org/cgi/doi/10.1073/pnas.1314810111 
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PERSPECTIVES

Changes in atmospheric oxygen concentration

may be linked to key evolutionary events

during the past 550 million years.Oxygen and Evolution
Robert A. Berner, John M. VandenBrooks, Peter D. Ward

EVOLUTION

T
he rise of atmospheric oxygen (O

2
)

concentration during the Precambrian
eon (~4500 to ~550 million years ago)

was closely tied to biological evolution.
Additional changes in atmospheric O

2
con-

centrations over the past ~550 million years
(the Phanerozoic eon) have probably also
been intertwined with biological evolution.
Here we examine the evidence for changes in
O

2
concentrations and their biological causes

and effects during the Phanerozoic.
Evidence for variations in atmospheric O

2

concentrations over Phanerozoic time comes
mainly from the geochemical cycles of car-
bon and sulfur. The weathering of organic
carbon and pyrite sulfur results in O

2
consumpt-

ion, and their burial in sediments results in O
2

production (1); organic burial represents an
excess of global photosynthesis over global
respiration. Existing combined carbon-
sulfur-oxygen models all show distinct varia-
tion of O

2
over time, with a maximum cen-

tered around 300 million years ago, but with
differences between models for the past 200
million years (1). They are based on either the
abundance of reduced carbon and sulfur in
sediments, the 13C/12C and 34S/32S values for
the oceans, or the interaction of the carbon
and sulfur cycles with cycles of other ele-
ments such as phosphorus.

The model shown in the figure is the most
detailed for the entire Phanerozoic and lends
itself readily to the discussion of evolution-
ary phenomena. Note the large rise in O

2

prior to 300 million years ago. The primary
cause of this rise is believed to be the evolu-
tion of large vascular land plants (1). The
plants caused increased burial of organic

matter (and hence increased O
2

production)
because of the introduction of a new bio-
degradation-resistant substance, lignin. The
excessive burial of lignin and other plant
debris in swamps during the late Paleozoic
(~360 to 260 million years ago) led to the for-
mation of vast coal deposits and to increased
wildfires, as evidenced by abundant fossil
charcoal (2). The drop in O

2
concentration

across the Permian-Triassic boundary (~260
to 245 million years ago), and the relative
lack of coal deposition during the last 5 mil-
lion years of this time span, are believed to
have been due mainly to a substantial reduc-
tion in the geographic extent of lowland
forests and swamps. This resulted in a drop in

global organic matter burial and in O
2

input
to the atmosphere (3). 

How has the variation in atmospheric O
2

concentration through the Phanerozoic af-
fected the evolution and development of life
on Earth? In 1970, McAlester (4) noted that
to understand these effects, it is necessary to
first run “long-term experiments on the
effects of abnormally high or low O

2
partial

pressures on the living representatives of the
many groups which exist today.” 

Unfortunately, few scientists have heeded
this call, and the effects of the modeled O

2

concentrations (~13 to 31%) on modern
physiology and development are still poorly
understood, especially in the hyperoxic range

R. A. Berner is in the Department of Geology and
Geophysics, Yale University, New Haven, CT 06520, USA. E-
mail: robert.berner@yale.edu J. M. VandenBrooks is in the
School of Life Sciences, Arizona State University, Tempe, AZ
85287, USA. P. D. Ward is in the Department of Biology,
University of Washington, Seattle, WA 98195, USA.
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Insect gigantism (meganisoptères)

Stephanotypus schneideri (30 cm 

(copyright. Wolfgang Zessin)

Ma (a breakpoint between 130 and 120 Ma performed nearly as
well) (Fig. 2A). The best-supported three-phase model indicated
breakpoints at 140 Ma (as in the two-phase model) and between
90 and 60 Ma (Fig. 2B).
We compared the best two-phase and three-phase size models

with a model explaining maximum size solely as a function of pO2
and with a four-phase size model (oxygen, stasis, independent
stasis, and independent stasis) also including a breakpoint at 230–
200 Ma. Although a 230 Ma breakpoint was not the best sup-
ported, there was some suggestion of a transition at that time in
the two-phase model selection procedure (Fig. 2B), and we in-
cluded it to test for potential effects of the Late Triassic evolution
of pterosaurs. Of these four models, the three-phase size model,
with shifts in size dynamics at 140–130 Ma and 90–60 Ma, re-
ceived the most support (Akaike weight 0.74) (Table 1). The full
four-phase model, incorporating an additional shift between 230
and 200 Ma, is weakly supported (Akaike weight 0.24), and the
two-phase model (Akaike weight 0.02) and the oxygen-only
model receive negligible model support (Akaike weight <0.001).
Models using estimated body width or body volume, and models
correlating size to alternative oxygen proxies, also do not support
oxygen as the primary control on body size throughout the entire
history of insect evolution (SI Text). Adding the effects of pale-
olatitude significantly improves the model fit; the three-phase
model incorporating paleolatitude is much more strongly sup-
ported than the model without paleolatitude (Akaike weight 0.92
vs. 0.08) (Table 2). Maximum body size is not well explained by
paleolatitude alone, but multiple regression indicates that maxi-
mum body size was greater at low paleolatitudes, independent of
changes in oxygen.

Alternative Controls on Maximum Body Size. The maximum-likeli-
hood model selection procedure identifies the earliest Creta-
ceous as an important transition in insect body-size evolution.
Maximum wing length closely tracked atmospheric pO2 before
140 Ma, but became decoupled from pO2 trends and is better
explained by a model of stasis after 130 Ma. The timing of the
oxygen-size decoupling coincides with the Early Cretaceous di-
versification of birds, between their first appearance in the latest
Jurassic (Archaeopteryx, ca. 150 Ma) and the presence of diverse

assemblages 25 Myr later (23). Maneuverability plays a key role
in aerial predation and predator evasion, and scales inversely
with body size in flying insects (11), suggesting that size-selective
predation pressure by flying birds is a plausible explanation for
the weakening and ultimate decoupling of the size-oxygen re-
lationship. This trend is primarily the result of body-size changes
in large flying insects, such as dragonflies (but also in grass-
hoppers), and ground-dwelling groups, such as many beetles or
cockroaches, may not follow the same pattern because the his-
tory of terrestrial predation differs from that of aerial predation.
The gradual reduction in maximum insect size and extinction of
large-bodied groups adapted for gliding flight (24) also coincided
with the gradual acquisition of key flight characteristics, such as
an alula and fused pygostyle, important for low-speed flight
performance and maneuverability, in early birds (23).
Although shifting paleolatitude of insect collections cannot

alone explain the observed temporal trends in body size, the
larger size of fossil insects from tropical paleolatitudes, after ac-
counting for oxygen concentration, is consistent with observed
interspecific body-size clines among modern insect clades (20,
25). Our data suggest that a trend of increasing body size with
temperature has been a persistent feature throughout insect
evolution, but we cannot directly test models explaining these size
clines by metabolic or dietary limitations on body-size (20, 25).
The model-selection procedure also supports a shift in dy-

namics of maximum insect size between the mid-Cretaceous and
Paleocene (between 90 and 60 Ma) (Fig. 2B), although its timing
and significance are obscured by the extremely sparse Late Cre-
taceous insect compression fossil record. The shift could reflect
gradual reduction in maximum size during the Cretaceous, pos-
sibly a result of continuing flight specialization in stem-group
birds (23), or a more abrupt reduction following the early Ce-
nozoic radiation of crown-group birds (23) and bats (26). Al-
though not expressed at the family level, there is other evidence
for an end-Cretaceous extinction of insects (27) that may have
affected body size, either directly through the extinction of large-
bodied taxa or indirectly through food web collapse and re-
duction in prey availability for the largest insects, which are
usually carnivorous. These hypotheses are not necessarily

Fig. 1. Phanerozoic trends in insect wing lengths and atmospheric pO2 (GEOCARBSULF model). Maximum size in each 10-Myr bin containing more than 50
measurements is indicated by black lines.

10928 | www.pnas.org/cgi/doi/10.1073/pnas.1204026109 Clapham and Karr
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treatment after 9.75, 10.0, 10.6, 11.7 and 12.6
days. Thus, to compare 20% and 10% treatments,
numbers of flies emerged in 10% oxygen at each
time interval was subtracted from the equivalent
number for flies reared in 20% oxygen. Flies
reared in 20% oxygen emerged significantly earlier
than those reared in 10% oxygen (w25 63.7,
Po0.001), and emergence was on average 1.52
days later in the 10% treatment than in the 20%
treatment. Similarly, flies reared in 30% oxygen
emerged significantly earlier than flies reared in
10% oxygen (w25 92.6, Po0.001), and emergence
was on average 1.82 days earlier in the 30%
treatment. Flies reared in 30% oxygen emerged
earlier than those in 20% oxygen at each time
interval, but differences were small and overall
the difference was not significant (t5 2.39,
P5 0.075, n5 5).

Critical development period

The effect of rearing on size in varying oxygen
concentrations is reversible during the early
stages of development, only becoming fixed after
the pupal stage (Fig. 4). Flies reared in 7.5%
oxygen and then transferred to normoxia (air,
20.8% oxygen) after varying exposure times
showed a progressive reduction in adult size when
transferred during the pupal phase. Prior to the
pupal stage, during late day 4 for males and in day
5 for females in 7.5% oxygen, the low oxygen effect
is reversible. During the pupal phase, final size
progressively decreases, becoming fixed when

adults emerge. This effect was significant for both
male (ANOVA, F5 94.2, 206 d.f., Po0.001) and
female (ANOVA, F5 43.6, 195 d.f., Po0.001) flies.
The pupal phase is where the fly is redesigned
from larva to adult and the tracheal system for
oxygen supply is rebuilt. It is the critical time for
ambient oxygen to dictate final animal size. The
zero time exposure data in Fig. 4 were not exposed
to 7.5% conditions, and were reared throughout in
air. They therefore acted as a control treatment
for the other exposures. Exposure to 7.5% oxygen
conditions for 12hr resulted in significantly larger
final adults than in the control treatment, in both
males (t5 2.75, P5 0.013, n5 34) and females
(t5 8.13, Po0.001, n5 24), although the effect
was larger in females.

Survival and fecundity

Reduced oxygen conditions reduce survival and
fecundity. In trials where 30 eggs were placed in
each vial, and triplicate vials set up, average
survival to adulthood in 20% oxygen was 89%, in
15% survival was 85.7%, in 10% it was 80%, and

Fig. 3. Emergence times for Drosophila melanogaster
raised in ambient oxygen levels of 10%, 20% and 30%. Eggs
used in these trials were taken from laying chambers
containing 100–200 adult flies, less than 1hr after fertilisa-
tion. Fig. 4. Final adult size of Drosophila melanogaster em-

bryos and larvae reared in 7.5% oxygen conditions and then
transferred to normoxia (20.8% oxygen) on the day shown.
Thus female flies shown with a mean size of 1.32mg on day 4
spent 4 days in 7.5% ambient oxygen and were then moved to
normal atmospheric air. Each point represents the mean 8 SE
(n varied between 12 and 18). Each point was tested against
the day zero data, which was used as a control with no
exposure to 7.5% oxygen levels, using Dunnet’s multiple range
test. Significant differences from the control are indicated at
the 5% (1) and 1% level (!).
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be calculated from the number of trichomes.
Trichome densities (numbers of cells per mm2)
in rear proximal wing compartments (Fig. 2) were
17% higher in both male and female flies reared
in 7.5% oxygen than in flies reared in 20% oxygen
(Table 1), and these differences were significant
(males: t5 5.38, Po0.001, 57 d.f.; females:
t5 6.87, Po0.001, 57 d.f.). Wing lengths and areas
of proximal wing compartments were greater in
flies reared in 20% oxygen than in those reared
in 7.5% oxygen (Table 1). Thus, cell size was larger
in flies raised in 20% oxygen than those raised in
7.5% oxygen. Flies raised in low oxygen, however,
had smaller wings and fewer cells in their wings.
The area of the rear proximal wing compartment
was 30% smaller in females (32% smaller in males)
raised in 7.5% oxygen than in those raised in 20%
oxygen. Numbers of cells in rear proximal wing
compartments were 13% higher in males reared in
20% oxygen than in males reared in 7.5% oxygen
(Table 1), but the difference was not significant
(t5 2.05, P5 0.08, 7 d.f.), whereas numbers of
cells in rear proximal wing compartments of
females reared in 20% oxygen were 11% higher
than the same measure in females reared in 7.5%
oxygen, and the difference was significant
(t5 3.25, P5 0.014, 7 d.f.).

Emergence times

Rearing flies in reduced oxygen (10%) prolonged
development times to emergence. Observations
were made at the following numbers of days: 9.0,
9.3, 9.5, 9.75, 10.0, 10.6, 11.7, 12.6. First emer-
gence in 20% and 30% oxygen treatments occurred
between 9.5 and 9.7 days, respectively, whereas in
10% oxygen first emergence occurred after 10.6
days (Fig. 3). Development rate was assessed by
comparing numbers of flies emerged in each

Fig. 1. Mean mass (7SE) of male and female Drosophila
melanogaster grown in atmospheric oxygen concentrations
ranging from 7.5% to 20%. Data shown were from experiment
1, for each point n5 30. For females mass5 0.66310.033%
oxygen (r25 0.67, F5 254, Po0.0001, 126 d.f.). For males,
mass5 0.49210.0215% oxygen (r25 0.69, F5 337, Po0.0001,
149 d.f.).

Fig. 2. Close-up photograph of Drosophila melanogaster
wing showing trichomes.

TABLE1. Trichome densities, wing length, rear proximal wing compartment area and number of cells in the compartment
for male and femaleDrosophila melanogaster reared in oxygen concentrations of 7.5% and 20% in nitrogen

Trichome number per
0.0097mm2 Wing length (mm)

Rear proximal wing
compartment area (mm2)

Number of cells per
compartmentOxygen

concentration
and sex Mean SE Mean SE Mean SE Mean SE

7.5% male 83.1 11.1 1.16 0.014 0.212 0.010 1815 90
20% male 71.1 6.4 1.33 0.007 0.280 0.007 2052 73
7.5% female 70.6 6.2 1.32 0.026 0.277 0.021 2012 53
20% female 60.2 5.8 1.50 0.006 0.360 0.006 2229 41

In all cases n5 5. Wing length was significantly greater in 20% than 7.5% treatments, in males (t5 11.1, Po0.001, 7 d.f.) and females (t5 6.7,
P5 0.003, 7 d.f.). Rear proximal wing compartment area was greater in 20% than 7.5% treatments (males: t5 14.5, Po0.001, 7 d.f; females:
t5 8.6, P5 0.001, 7 d.f.).
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their dorsal vessel 1 d after larvae starved at 6 g (Fig. 7). Clearly,
these larvae were either ligated or starved before they reached
the critical weight and thus did not molt using a size-sensing
mechanism. They must have used an alternative mechanism that
does not appear to require the brain.
A candidate mechanism that is independent of the brain and

could account for these observations is provided by the “leaky
prothoracic glands” hypothesis (23, 24). It is a well-established
fact in insect endocrinology that molting and ecdysone secretion
can occur in brainless animals, although usually with significant
delay (23–27). The leaky prothoracic glands hypothesis proposes
that the prothoracic glands secrete ecdysone at a basal rate,
and accumulation of the effects of this low level of ecdysone
above a threshold level, triggers the molt (23). This hypothesis
emerged from the finding that very small doses of ecdysone in-
fused over a long period have the same effect as large doses in-
fused over a brief period (23). Indeed, we have found gradually
rising ecdysone titers in starved and neck-ligated larvae at 6 g
(data not shown). Additional support for this hypothesis comes
from studies on the control of growth and size in Drosophila
showing that larvae whose prothoracicotropic hormone neurons
were ablated were still able to pupariate, albeit with a delay (28–
32). In addition, insulin signaling in the prothoracic gland
increases ecdysone production and causes precocious pupariation.
In contrast, suppression of insulin signaling reduces ecdysone
secretion and delays the molt. Thus, altering the rate of ecdysone
secretion can modify the duration of the larval growth period.
We propose that during normal growth, the brain triggers

a molt when a critical size is attained, but under stressful con-
ditions that inhibit growth, such as hypoxia or starvation, the
critical size is never reached, and the brain is not in control.
Instead, either autonomous activity of the prothoracic glands or
stimulation of the glands by extracerebral factors, possibly in-
sulin, induces the molt via the gradual accumulation of ecdysone.
In contrast, during normal growth, the size-sensing signal that
initiates molting is a reduced availability of oxygen.

Very large and very active insects have dealt with the prop-
erties of a tracheal system by evolving large internal air sacs and
active mechanisms for ventilating their tracheal system, thereby

Fig. 5. Effect of 5% oxygen (hypoxic) and 40% oxygen (hyperoxic) atmos-
pheres on body size in the fourth (Upper) and fifth (Lower) larval instars.
Body size is measured as the weight at which growth stopped in preparation
for the molt (fourth instar) or wandering stage (fifth instar). Bars show SEs of
measurement (SEM); the numbers inside the bars are sample sizes.

Fig. 6. Determination of the critical weight under normoxia in the fourth
(A) and fifth (B) larval instars, and the effect of 5% hypoxia. Under nor-
moxia, the critical weight (CW) is operationally assessed as the weight at
which there is no difference (by the t test) in the times of feeding (solid lines)
and starved (dashed lines) larvae. Under 5% hypoxia, feeding larvae molt at
significantly lower weights, and the timing of hypoxic starved larvae does
not differ from that of normoxic starved larvae. Bars show SEM.

Fig. 7. Effect of ligation and starvation on timing of entry into the wan-
dering stage of two cohorts of fifth instar larvae that were either starved or
neck-ligated at weights below the critical weight (3.0 g and 6.0 g, re-
spectively). Bars are SDs. The differences between neck-ligated and starved
larvae at 3.0 g are not significant (P = 0.699, t test); at 6.0 g, there is a 1-d
difference (P = 0.411, t test).
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successfully changed both the mean values and the size
distributions of these populations. The similarity of the masses of
the groups in generations 12–14 indicates that the selection-
induced genetic changes related to size were similar and
independent of historical aPO2 during selection.

Discussion

Our data did not support the hypothesis that atmospheric
hyperoxia would enable the evolution of larger insects in a strong
size selective environment, as hyperoxic rearing did not allow flies
to reach larger sizes relative to normoxic rearing. In general,
phenotypic plastic responses of D. melanogaster body size to 40 kPa
aPO2 are relatively small (3–6%) [11] and it is not surprising that
selection can overcome such a minor plastic effect. Conceivably, a
different result would occur at a less extreme level of hyperoxia.
Forty kPa aPO2 is near the highest level of oxygen for successful
rearing of some D. melanogaster strains [12], and thus at this aPO2

there may be oxidative stress that counters positive effects of
hyperoxia on size. However, it has also been demonstrated that
insects can control their spiracular openings to limit the potentially
detrimental effect of too much oxygen [13]. Additionally, with
larger or different populations, and more variance available for
selection, it is possible that hyperoxia might affect responses to
selection. Also, one should take into account that D. melanogaster is a
very small insect, and potentially the interactions between body
size and oxygen delivery might differ in much larger insects, such
as the giant Palaeozoic palaeopterans. The correlations between
increased aPO2 during this era [1,2] and insect gigantism [2–4], as
well as experimental evidence of increased body size of insects
reared in hyperoxia [6] lend support to the hypothesis that
atmospheric hyperoxia contributed to the evolution of gigantism.
By contrast, this study’s data convincingly show that hypoxia

can limit the size of insects, even when they are strongly selected
for large size (Fig. 1). We cannot exclude the possibility that with

larger population sizes and more generations, that the hypoxic-
reared flies could attain the size of flies selected in normoxia.
However, the trends in our experiments suggest the alternative,
that greater populations and time would increase the divergence
induced by aPO2 (Fig. 2).
Is it reasonable to extrapolate from the small D. melanogaster to

the giant insects of the Palaeozoic? Hypoxia suppresses size in
most of the modern insects that have been studied, at least in single
generation studies [6]. These plastic effects of hypoxia on size in D.
melanogaster are possibly mediated via oxygen-dependent signalling
pathways regulating growth and developmental processes such as
the ISS pathway (Insulin/Insulin like growth factor signalling
glucose transport and cell growth), IDGFs (chitinase related
imaginal disc growth factors), ADGFD (adenosine-deaminase
related growth factor) [14], HIF-1a (hypoxia inducible factor)
[15,16], or via Tuberous Sclerosus Complex 2 (Tsc2) or Redd1-
mediated suppression of TOR signalling [17,18]. Analogous
representatives of these signalling pathways have been character-
ized in Hydra (Coelenterata) [19], Caenorhabditis elegans (Nematoda)
[20,21], Daphnia magna (Crustacea) [22], D. melanogaster (Insecta)
[14,22], various mammals [23], yeast and Arabidopsis [24]. This
broad distribution of oxygen-dependent growth among organisms
indicates that these signalling pathways originated in their
common ancestry at least 500 million years ago [24], are highly
conserved among eukaryotes, and therefore likely also regulated
the development of the Palaeozoic giant insect species such as
Meganeura monyi and Meganeuropsis permiana (Order Protodonata)
[25] and Mazothairos enormis (Order Palaeodictyoptera) [26]. Thus,
our data, demonstrating strong size suppression in a small insect
selected for large size, strongly supports the hypothesis that
decreased aPO2 could explain the giant palaeopteran species’
extinction during the progressively hypoxic aPO2 across the
Permo-Triassic boundary [1].

Materials and Methods

To test this potential effect of atmospheric oxygen concentration
on positive size selection, we performed truncation selection for 11
generations on five populations of D. melanogaster in 10, 21 and
40 kPa aPO2 respectively. To maximize genetic diversity, starting
populations were derived by outbreeding five unrelated Drosophila
melanogaster lines (Tucson Drosophila Stock Center numbers: 14021-
0231.20, 14021-0231.24, 14021-0231.35, 14021-0231.38, 14021-
0231.43). As a precaution to unpredictable events during selection,
these outbred stocks were treated with tetracycline and rifampicin
for 3–5 generations prior to the start of truncation selection
procedures to eliminate Wolbachia infections [27,28]. Two
antibiotic-free generations preceded selection experiments, and
the experimental media lacked antibiotics.

Generation 0
We split our outbred stock into 15 populations (5 replicates per

aPO2, each started with 30R and 20= newly eclosed flies,
,48 hours old). The flies were cold-anaesthetized (1 hr at
461uC) [29], weighed individually (Mettler MX 5, 60.001 mg),
and placed in 237 ml bottles with 50 ml standard yeast-based
Drosophila growth medium. The bottles were kept in an incubator
(Percival, Boone IO, 25uC, 12L:12D photoperiod) inside three air-
tight chambers, each connected to a Sable Systems ROXY-8
paramagnetic oxygen regulation system that regulated aPO2 at 10,
21 and 40 kPa (www.sablesys.com/roxy8.html). Adult flies were
allowed to mate randomly and oviposit for four days after which
they were removed to limit larval densities to ,250/bottle.

Figure 1. Drosophila melanogaster specimens (females left,
males right) from the large size-selected populations main-
tained in their test aPO2 s. The flies in 21 and 40 kPa had very similar
body sizes but those maintained in 10 kPa exhibited strong size
suppression despite having undergone strong size selection for 11
generations.
doi:10.1371/journal.pone.0003876.g001
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effector, causing lethality, whereas the simultaneous ablation of
the effector together with the regulator restores the ability of the
organism to develop: (i) Mdm2 knockout mice fail to develop
beyond embryonic day 6.5, but concomitant genetic ablation of
its dedicated target molecule, p53, allows the development of
normal and fertile adult mice (Jones et al, 1995; Montes de Oca
Luna et al, 1995). (ii) Drosophila PTEN mutations are lethal but if
such mutations are combined with mutations in the protein kinase
B PH domain, developmental progression is largely restored
(Stocker et al, 2002). Thus, the de-regulation of pathways that
maintain cell homeostasis is apparently more detrimental than
inactivating the whole pathway, suggesting that despite the ability
of these pathways to perturb development, their physiological
operation is essentially superimposed on a relatively sufficient
‘hard-wired’ programme.

METHODS
Fly strains and genetics. Fly stocks used in this study were Ldh-
Gal4 UAS-GFPLacZ and Ldh-LacZ (Lavista-Llanos et al, 2002),

Hs-Gal4, btl-Gal4 (Shiga et al, 1996), Term-Gal4 (Jarecki et al,
1999), escargot-Gal4 (Steneberg et al, 1998), UAS-Sima (Bacon
et al, 1998), sima07607 (kindly provided by Hugo Bellen), fga02255

(Spradling et al, 1999), Hs-FLP122, act4CD24GAL4 and the TM3
act-GFP balancer chromosome (Bloomington Stock Center,
Bloomington, IN, USA).

Generation of fatiga alleles: fga02255 P [lacZ, ryþ ] element was
mobilized through crosses with a D2-3 line, overexpressing
transposase. rosy" males from the offspring were individually
crossed with females carrying a TM3ry balancer to establish
balanced stocks, and were tested for lethality against the
chromosomal deficiency Df(3)R3-4.

Precise excision of P{SUP or P}sima07607: the sima07607

homozygous viable P[yþwþ ] element was mobilized as above
and the resulting y" w" males were used to establish independent
lines. Homozygous flies from these stocks were tested for survival
at 5% O2.

Generation of fga1sima07607double mutants: heterozygous
y w; fga1/TM3Sb flies were crossed with y w; sima07607 individuals
and non-Sb females from the offspring were crossed with y w;
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Fig 3 | sima loss-of-function reverts phenotypic defects of fatiga mutants. (A) Normoxic accumulation of Sima and induction of the Ldh-Gal4 hypoxia-

inducible reporter occurred in fga1 homozygous embryos but not in fga1 sima07607 double mutants. (B,C) fga9 homozygous pupae were smaller than

their heterozygous siblings and (D) larval development until pupariation lasted 2 days more than that in the controls (100% refers to the individuals

from each genotype that attained the pupal stage). Both pupal weight (N413) and duration of larval stages of fga1sima07607 (N4120) were indistin-

guishable from the those of the controls (B–D). (E) Sima was randomly overexpressed in isolated cells using the ‘flip-out’ method. Sima-expressing

cells in the fat body (marked with green fluorescent protein (GFP)) were smaller than neighbouring cells that did not express Sima (cells unmarked

with GFP). Similar flip-out control experiments in which GFP alone was expressed in random cells did not cause any growth alteration. Note that

nuclei from cells overexpressing Sima were smaller than those from neighbouring cells. DAPI, 4,6-diamidino-2-phenylindole. Scale bars, 50 mm.
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the effector together with the regulator restores the ability of the
organism to develop: (i) Mdm2 knockout mice fail to develop
beyond embryonic day 6.5, but concomitant genetic ablation of
its dedicated target molecule, p53, allows the development of
normal and fertile adult mice (Jones et al, 1995; Montes de Oca
Luna et al, 1995). (ii) Drosophila PTEN mutations are lethal but if
such mutations are combined with mutations in the protein kinase
B PH domain, developmental progression is largely restored
(Stocker et al, 2002). Thus, the de-regulation of pathways that
maintain cell homeostasis is apparently more detrimental than
inactivating the whole pathway, suggesting that despite the ability
of these pathways to perturb development, their physiological
operation is essentially superimposed on a relatively sufficient
‘hard-wired’ programme.
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Gal4 UAS-GFPLacZ and Ldh-LacZ (Lavista-Llanos et al, 2002),

Hs-Gal4, btl-Gal4 (Shiga et al, 1996), Term-Gal4 (Jarecki et al,
1999), escargot-Gal4 (Steneberg et al, 1998), UAS-Sima (Bacon
et al, 1998), sima07607 (kindly provided by Hugo Bellen), fga02255

(Spradling et al, 1999), Hs-FLP122, act4CD24GAL4 and the TM3
act-GFP balancer chromosome (Bloomington Stock Center,
Bloomington, IN, USA).

Generation of fatiga alleles: fga02255 P [lacZ, ryþ ] element was
mobilized through crosses with a D2-3 line, overexpressing
transposase. rosy" males from the offspring were individually
crossed with females carrying a TM3ry balancer to establish
balanced stocks, and were tested for lethality against the
chromosomal deficiency Df(3)R3-4.

Precise excision of P{SUP or P}sima07607: the sima07607

homozygous viable P[yþwþ ] element was mobilized as above
and the resulting y" w" males were used to establish independent
lines. Homozygous flies from these stocks were tested for survival
at 5% O2.
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y w; fga1/TM3Sb flies were crossed with y w; sima07607 individuals
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sima mutant: no response to hypoxia
sima overexpression: induction of hypoxia gene
fga mutant: sima is constitutively active: 

—cell growth is reduced
—organism size is smaller (50%). 

The HIF pathway responses to hypoxia. 
PHDs are oxygen sensor and regulate (degrade) 
HIF when O2 is present

• Impact of Oxygen on Growth

—Oxygen sensing pathway
—Hypoxia induces inhibits cell and tissue growth

Jan H. Reiling and Ernst Hafen Genes Dev. 2004 18: 2879-2892  doi:10.1101/gad.322704 

AMP-activated kinase (AMPK) is a heterotrimeric kinase
that is activated by high AMP/ATP ratios in the cell
(Carling 2004). ATP depletion induces Tsc2-phosphory-
lation, and it was found that AMPK could interact with
and phosphorylate Tsc2 (Inoki et al. 2003b). Interest-
ingly, loss of Tsc2 in MEFs and U2OS osteosarcoma cells
under low serum and prolonged hypoxia conditions re-
sults in HIF-1! accumulation and concomitantly in-
creased expression of HIF-1 targets in a Rapamycin-de-
pendent manner (Brugarolas et al. 2003). Arsham et al.
(2003) showed that mTOR is regulated by decreased oxy-
gen concentration resulting in a dephosphorylation of
mTOR at Ser 2481, an mTOR autophosphorylation site.
This effect was accompanied by reduced S6K phosphory-
lation but did not correlate with changes in adenine
nucleotide levels and AMPK phosphorylation. Hence,
these findings suggest a role for AMPK/Tsc2/mTOR in
the integration of oxygen sensing/energy metabolism
and growth.

Model of Scylla/Charybdis function

Frei and Edgar (2004) found mutations in the gene en-
coding Drosophila HIF-1 prolyl hydroxylase (Hph), the
enzyme rendering HIF-1! a substrate for proteasomal de-
struction under normoxic conditions, as dominant sup-
pressors of a Cyclin D/Cdk4-induced bulging eye pheno-
type. Cells defective for hph show a growth deficit, and
its overexpression stimulated growth. The authors sug-
gested that the growth-promoting function of Hph is in-
dependent of HIF-1!/Sima. Our results raise the possi-
bility that the Sima target scylla is important under hy-
poxia for growth inhibition.

We have shown that directed expression of Tgo–Sima
in the fat body induces scylla expression. That this regu-
lation is physiologically relevant can be inferred from
three findings. First, scylla is also induced under hypoxic
conditions. Second, directed expression of other bHLH-
PAS proteins like Tgo–Trh or Sim alone did not induce
scylla expression. Third, survival of flies lacking scylla
and charybdis function is severely compromised under
hypoxic conditions. Figure 7 summarizes our current
model of Scylla and Charybdis function. scylla and
charybdis are induced in response to external stress
stimuli (e.g., hypoxia and starvation) to inhibit growth
downstream of PKB but upstream of Tsc1/2. Scylla sup-
presses growth by reducing S6K activity. This could be
achieved by relieving the inhibitory effect of PKB on
Tsc2. Alternatively, Scylla/Charybdis could be nega-
tively regulated targets of PKB. This is unlikely, how-
ever, since Scylla and Charybdis lack PKB consensus
phosphorylation sites. AMPK, activated by drops in en-
ergy levels, may also contribute to the induction process
of scylla and charybdis for growth inhibition, presum-
ably under prolonged stress exposure. However, it is also
possible that AMPK is controlled by Scylla and/or
Charybdis. AMPK decreases protein synthesis by inhibi-
tion of S6K in a Rapamycin-sensitive manner, suggesting
that mTOR is involved in mediating AMPK signaling
(Kimura et al. 2003). AMPK also phosphorylates Tsc2, an

event important for the cellular energy response path-
way (Inoki et al. 2003b).

RTP801/REDD1 may act as a hypoxia-dependent
tumor suppressor

In tumors, hypoxic microenvironments are often en-
countered. Tumor hypoxia is associated with poor prog-
nosis and resistance to radiation-induced cell death. Mu-
tations in the tumor suppressor von Hippel-Lindau
(VHL), the subunit of an E3 ubiquitin ligase complex that
recognizes proline-hydroyxlated residues in HIF-1!, lead
to the formation of a variety of tumors including clear
cell carcinomas of the kidney, pheochromocytomas, and
hemangioblastomas (Safran and Kaelin 2003). VHL-de-
fective tumors exhibit increased HIF-1! expression. The
induction of RTP801/REDD1 in cells exposed to hypoxia
in tumors raises the possibility that these genes may
play a role in tumor development. RTP801/REDD1 may
act as a tumor suppressor. Cells having lost RTP801/
REDD1 function may not stop growing under hypoxic
conditions and hence risk accumulating further muta-
tions that promote their tumorigenic state. The analysis
of RTP801/REDD1 expression or mutations in a variety
of tumor cell lines should help to test this hypothesis.

Materials and methods

EP element mapping and generation of transgenic flies

The insertion sites of EP9.85 and EPscy were determined by
plasmid rescue. To obtain UAS-scy, we PCR-amplified a frag-
ment containing the coding region of scylla out of a reverse-
transcribed embryonic RNA pool (kindly provided by K. Nairz,
University of Zurich, Switzerland); all primer sequences avail-
able on request). The PCR fragment was subcloned into the
pCRII-TOPO vector using the TOPO TA cloning kit (Invitro-

Figure 7. Model of scylla/charybdis regulation and their ef-
fects. scylla and charybdis are stress-induced, negative growth
modulators that inhibit growth under adverse environmental
conditions. They are likely to feed into Inr/TOR/S6K signaling
downstream of PKB but upstream of TSC to relieve the inhibi-
tory effect of PKB on the TSC complex, thereby inhibiting
growth. Our results do not exclude the possibility that S6K
activity also responds to stress independent of Scylla/Charybdis
function. Furthermore, Scylla/Charybdis may also regulate or
be regulated by AMPK. See text for details.

Reiling and Hafen

2888 GENES & DEVELOPMENT

 Cold Spring Harbor Laboratory Press on March 7, 2015 - Published by genesdev.cshlp.orgDownloaded from 

HIF

8



Thomas LECUIT   2019-2020

0

20

40

60

80

100

120

5.1
(0.3x)

8.5
(0.5x)

17
(1x)

34
(2x)

68
(4x)

Yeast (g/L)
Ad

ul
t w

ei
gh

t (
%

)

1.7
(0.1x)

0

5

10

15

20

25

Ec
lo

sio
n 

Ti
m

e 
(D

ay
s)

0

homa17g/l Yeast

1.7g/l Yeast

• Impact of Food and Nutrients on Growth

—Nutrients can be stored (liver in vertebrates, fat body in insects)
and converted depending on demand.

data:: Pierre Leopold (Institut Curie)

Size of infants and adolescents is reduced during starvation phases

Tanner, J.M. (1962) Growth at adolescence. 2nd Edition, Blackwell Scientific Publications, Oxford.
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• Impact of Food and Nutrients on Growth

—Nutrient uptake can, in some instances, regulate the size of adult organs

completed all growth in body size, and they begin the complex
process of metamorphosis including gut purge, regression of larval-
specific tissues, and rapid growth of adult structures. Eyes, wings,

legs, genitalia and mouthparts all undergo rapid growth during
this prepupa period, and in males, mandible growth is especially
prolific at this time. Histological examination of the mandibles of
both large and small males showed huge differences in epithelial
proliferation during development (Fig. 2A and 2B). Under the
larval cuticle of males, we found extensive folding of the epidermis
and cuticle of the newly forming pupal mandibles. Among-male
variation in the structure of these folds (density and depth of
furrow, Fig. 2D and 2E) results in differences in mandible sizes of
pupae. In contrast, for females with relatively small mandible sizes,
we observed smooth mandibular epithelial surfaces lacking any
folding in developing female prepupae (Fig. 2C and 2F). The
complex folding resulting from epithelial growth and proliferation
has also been reported in the development and formation of other
exaggerated structures extending directly from the body walls such
as the horns of horned beetles [10,11] and the mandibles and
nasus of termite soldiers [12,13].

Juvenile hormone regulates mandible growth
It is during the prepupa period that physiological signals are

predicted to modulate the amount of growth in adult structures in
response to nutrition. One proposed mechanism suggests that JH
acts as a nutrition-sensitive regulator of trait growth [14,15]. JH
has long been known to influence alternative patterns of insect
growth, including the seasonal onset of diapause and wing
development in response to overcrowding [16]. JH is also thought
to regulate the nutrition-dependent expression of traits such as
caste-specific morphologies in ants and bees [17], and size-
dependent production of horns in beetles [10]. Recently, Truman
et al (2006) showed that JH is crucial for coupling nutrition with
the growth of adult traits in the hornworm Manduca sexta [18].
In this study, we provide correlative evidence that JH regulates

the exaggerated growth of male stag beetle mandibles. To test the
role of JH during adult mandible development, we increased
hemolymph titers of JH by application of the JH analog (JHA)
fenoxycarb during both larval and prepupal development. Because
growth in overall body size has ceased by the prepupal period, we
predicted that perturbation of JH signaling during the prepupal
period would affect growth of the adult structures without altering
body size –i.e. it would alter the proportional sizes of body parts.
As predicted, increasing JH signaling during the early prepupal
period increased the proportional size of body parts, and this was
especially pronounced in male mandibles (P,0.001, ANCOVA,
Fig. 3A and 3C). In females, mandibular elongation was not
observed regardless of the developmental stage, the type of JHA
applied or the JHA application dose.
The direction of the response to ectopically expressed JHA in

male beetles was consistent with the measured titers for JH during
this same period (Fig. 4A and 4B). Significant differences in JHIII
titers and body size were found between small and large males for
the early prepupal period (small male: 0.28260.033, large male:
0.41360.034 ng/ml hemolymph, P,0.01, Tukey-Kramer; Fig. 4A
and P= 0.012, Pearson correlation coefficient test; Fig. 4B). In
contrast, perturbing JH during the end of the prepupal period did
not influence exaggerated mandible growth (Fig. S1).
Regulation of condition-dependent trait proliferation by JH

signaling depends on the precise deployment of JH [19]. Topical
application of JHA to male stag beetle larvae prior to the prepupal
period significantly prolonged the larval periods (Fig. S2) resulting
in large pupae (Fig. 3B). However, these males did not show
disproportionate growth of condition dependent traits as trait size
and mandible size of these males scaled with that of normally
reared males (Fig. 3B and S3). This result suggests that a high JH
titer during the larval period contributes to increased total body

Figure 1. Intraspecific morphological variation in Cyclommatus
metallifer and condition dependent effects of high and low
food availability. (A) Intraspecific morphological variation in Cyclom-
matus metallifer. Large male (left), small male (center), and female (right)
are shown. (B–D) Larval period duration, pupal weight and mandible
length of stag beetle pupae reared under high and low nutritional
regimes. (B) Males reared under high food conditions spent significantly
more time as third instar larvae than males reared under low food
conditions (P,0.001, student t-test). (C) Male stag beetles were
significantly larger as pupae when reared under high food conditions
(P,0.001, student t-test). (D) Adult mandible length was significantly
longer in males reared under high food conditions (P,0.001, student
t-test). The means 6 SEs (N=10) are shown.
doi:10.1371/journal.pone.0021139.g001

JH Promotes Mandible Growth in Male Stag Beetles
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role of JH during adult mandible development, we increased
hemolymph titers of JH by application of the JH analog (JHA)
fenoxycarb during both larval and prepupal development. Because
growth in overall body size has ceased by the prepupal period, we
predicted that perturbation of JH signaling during the prepupal
period would affect growth of the adult structures without altering
body size –i.e. it would alter the proportional sizes of body parts.
As predicted, increasing JH signaling during the early prepupal
period increased the proportional size of body parts, and this was
especially pronounced in male mandibles (P,0.001, ANCOVA,
Fig. 3A and 3C). In females, mandibular elongation was not
observed regardless of the developmental stage, the type of JHA
applied or the JHA application dose.
The direction of the response to ectopically expressed JHA in
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this same period (Fig. 4A and 4B). Significant differences in JHIII
titers and body size were found between small and large males for
the early prepupal period (small male: 0.28260.033, large male:
0.41360.034 ng/ml hemolymph, P,0.01, Tukey-Kramer; Fig. 4A
and P= 0.012, Pearson correlation coefficient test; Fig. 4B). In
contrast, perturbing JH during the end of the prepupal period did
not influence exaggerated mandible growth (Fig. S1).
Regulation of condition-dependent trait proliferation by JH

signaling depends on the precise deployment of JH [19]. Topical
application of JHA to male stag beetle larvae prior to the prepupal
period significantly prolonged the larval periods (Fig. S2) resulting
in large pupae (Fig. 3B). However, these males did not show
disproportionate growth of condition dependent traits as trait size
and mandible size of these males scaled with that of normally
reared males (Fig. 3B and S3). This result suggests that a high JH
titer during the larval period contributes to increased total body

Figure 1. Intraspecific morphological variation in Cyclommatus
metallifer and condition dependent effects of high and low
food availability. (A) Intraspecific morphological variation in Cyclom-
matus metallifer. Large male (left), small male (center), and female (right)
are shown. (B–D) Larval period duration, pupal weight and mandible
length of stag beetle pupae reared under high and low nutritional
regimes. (B) Males reared under high food conditions spent significantly
more time as third instar larvae than males reared under low food
conditions (P,0.001, student t-test). (C) Male stag beetles were
significantly larger as pupae when reared under high food conditions
(P,0.001, student t-test). (D) Adult mandible length was significantly
longer in males reared under high food conditions (P,0.001, student
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Cyclommatus metallifer 

size, while an increased JH titer at the early prepupal stage con-
tributes to increased mandibular growth regardless of body size. We
have shown that the mandibles of these male stag beetles are
undergoing their maximal rate of growth during the early prepupal
period (Fig. 2) and are expected to be most sensitive to perturbations
in JH during this time. In addition, we found that male prepupal
mandibles responded to perturbations of JH signaling more strongly
than other adult male structures, suggesting that these are especially
sensitive to this endocrine signal.
Taken together, these results suggest that in male stag beetles, JH

signaling during the early prepupal period influences exaggerated
mandible growth through the regulation of epidermal proliferation.
To confirm this hypothesis, further analysis of the function of JH
through JH knockdown experiments such as the artificial degrada-
tion of JH titers with anti-JH agents [20] or knock-down of JH
signaling factors by RNAi [21], will be necessary.
Mandible size varies extensively among male stag beetles in

response to nutrition. We have used a combination of experiments
to manipulate JH and to directly measure JH titers during
mandible development to establish hormonal differences. The
results of this study suggest that a physiological mechanism
generating nutrition-dependent phenotypic plasticity and exag-
gerated, or disproportionate, trait growth is JH signaling at a
specific developmental window during mandibular growth. Our
results are a first step in elucidating the physiological and genetic
mechanisms responsible for coupling nutrition with growth of
these exaggerated weapons of sexual selection.

Materials and Methods

Additional Materials and Methods can be found in the
Materials and Methods S1.

Insect Husbandry
All individuals were reared in the laboratory under 24-hour

darkness at 2462uC. Stag beetles were purchased from Hercules-
Hercules, Sapporo, Japan.

Larval food manipulation
Third instar larvae were collected within 3 days of molting and

were transferred into two experimental groups: a low nutrition
group (reared in 120 ml cups) and a high nutrition group (reared
in 430 ml cups). They were kept within an incubator under
constant darkness at 2560.5uC. Growth cup size affects the
amount of available food and limits space for growth, affecting
larval and adult body size. Growth between the two conditions was
measured as time to pupation, pupal weight, and adult left-
mandible length. Statistical analyses between the two groups were
carried out with Student’s t-test.

Scanning electron microscopy (SEM)
The structure of the newly-formed mandibles of large males,

small males, and females was observed by scanning electron
microscopy (SEM) as described in Materials and Methods S1.

Larval JHA treatment
The juvenile hormone analog (JHA) fenoxycarb (Wako Pure

Chemical Industries Ltd., Japan), were diluted in acetone and
topically applied to male third instar larva 3 days after molting in
doses of 50 and 100 mg/larva). Ten ml of the JHA solution was
applied to the dorsal thorax surface of each larva. Immediately
after JHA application, the treated larvae were placed into
individual 430 ml plastic cups filled with decaying wood flakes.
They were reared in an incubator under 24-hour darkness at

Figure 2. SEMs of the newly-formed stag beetle mandibles dissected from the prepupal cuticle immediately before pupation. (A–C)
SEMs of the left side of newly-formed stag beetle heads and mandibles. (A) Small male, (B) large male, (C) female. Mandibles are indicated in blue. (D–
F) Magnified images of the mandibular regions indicated by the white boxes in A, B, and C. The surface structures of the mandibles are different
among the three types of individuals.
doi:10.1371/journal.pone.0021139.g002
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Allometric scaling of metabolic rate from molecules
and mitochondria to cells and mammals
Geoffrey B. West* †‡, William H. Woodruff* § , and James H. Brown†¶!

*Los Alamos National Laboratory, Los Alamos, NM 87545; †Santa Fe Institute, 1399 Hyde Park Road, Santa Fe, NM 87501; and ¶Department of Biology,
University of New Mexico, Albuquerque, NM 87131

The fact that metabolic rate scales as the three-quarter power of
body mass (M) in unicellular, as well as multicellular, organisms
suggests that the same principles of biological design operate at
multiple levels of organization. We use the framework of a general
model of fractal-like distribution networks together with data on
energy transformation in mammals to analyze and predict allo-
metric scaling of aerobic metabolism over a remarkable 27 orders
of magnitude in mass encompassing four levels of organization:
individual organisms, single cells, intact mitochondria, and enzyme
molecules. We show that, whereas rates of cellular metabolism in
vivo scale as M!1/4, rates for cells in culture converge to a single
predicted value for all mammals regardless of size. Furthermore, a
single three-quarter power allometric scaling law characterizes the
basal metabolic rates of isolated mammalian cells, mitochondria,
and molecules of the respiratory complex; this overlaps with and
is indistinguishable from the scaling relationship for unicellular
organisms. This observation suggests that aerobic energy trans-
formation at all levels of biological organization is limited by the
transport of materials through hierarchical fractal-like networks
with the properties specified by the model. We show how the mass
of the smallest mammal can be calculated (!1 g), and the observed
numbers and densities of mitochondria and respiratory complexes
in mammalian cells can be understood. Extending theoretical and
empirical analyses of scaling to suborganismal levels potentially
has important implications for cellular structure and function as
well as for the metabolic basis of aging.

The classic allometric scaling relationship relating metabolic
rate (B) to body mass (M),

B ! B0M
3⁄4 [1]

(with B0 being a normalization coefficient), was formulated first
for mammals and birds by Kleiber in the 1930s (1–4). It has since
been extended to a wide range of organisms from the smallest
microbes (!10"13 g) to the largest vertebrates and plants (!108

g; refs. 4 and 5). Although the value of B0 varies among broad
taxonomic or functional groups (endotherms, ectotherms, pro-
tists, and vascular plants; ref. 4), the value of the scaling exponent
(b) is invariably close to 3⁄4. Furthermore, many other physio-
logical variables such as lifespan, heart-rate, radius of aorta,
respiratory rate, and so on scale with exponents that are typically
simple multiples of 1⁄4 (2). The origin of the universal quarter
power and, in particular, of the 3⁄4 exponent in Eq. 1 rather than
a linear relationship (b # 1) or a simple Euclidean surface-to-
volume relationship (b # 2⁄3) has been sought for decades. A
quantitative theoretical model (6) has been developed that
accounts for quarter-power scaling on the basis of the assump-
tion that metabolic rates are constrained by the rate of resource
supply. Accordingly, allometric exponents are determined from
generic universal properties of hierarchical transport networks
such as the vascular systems of mammals and plants, which occur
naturally in biological systems. More generally, it has been shown

that quarter powers reflect the effective four-dimensional frac-
tal-like character of biological networks (7).

In this paper we apply the general ideas underlying the model to
show how the scaling of metabolism can be extended down through
all levels of organization from the intact organism to the cell,
mitochondrion, respiratory complex, and ultimately to an individual
molecule of cytochrome oxidase, the terminal enzyme of cellular
respiration. Accordingly, a relatively simple variant of Eq. 1 con-
nects complex biological phenomena spanning an astounding 27
orders of magnitude in mass from a single molecule to the largest
mammal. We know of no precedent for this observation nor any
previous theory that could explain it. Its universal character clearly
reflects something fundamental about the general principles of
biological design and function. The extension of scaling phenomena
down to the molecular level offers potentially important insights
into the organization of metabolic pathways within cells and
organelles as well as into how these fundamental units are inte-
grated functionally at higher levels of organization. In addition to
showing how the general principles of the network model account
for these phenomena, we show how the turnover rate of the enzyme
molecules of the respiratory complex propagates through the
hierarchy to limit the maximum aerobic metabolic capacity of whole
organisms. Furthermore, the allometric scaling of metabolism at
cellular and molecular levels focuses attention on processes asso-
ciated with aging and mortality.

The origin of b # 3⁄4 for both animals and plants follows from
three key properties of their branching transport systems (6): (i)
networks are space-filling (thus, for example, they must reach
every cell in the organism), (ii) their terminal branch units such
as capillaries in the circulatory system or mitochondria within
cells are the same size, respectively, for all organisms or cells of
the same class, and (iii) natural selection has acted to minimize
energy expenditure in the networks. More generally, the uni-
versal quarter power can be derived by assuming that the number
of terminal units (such as capillaries or mitochondria) in the
hierarchical network is maximized when scaled (7). Because this
latter argument does not invoke any specific structural design or
dynamical mechanism, it can be expected to hold at all levels of
biological organization. Because this model works so well for
plants and animals with macroscopic vascular systems, it is
natural to speculate that similar geometric constraints affect
transport processes at the cellular, organelle, and molecular
levels. The observation that b # 3⁄4 for unicellular (4) as well as
multicellular organisms suggests that the distribution networks
within single cells obey the same design principles. Furthermore,

This paper results from the Arthur M. Sackler Colloquium of the National Academy of
Sciences, ‘‘Self-Organized Complexity in the Physical, Biological, and Social Sciences,’’ held
March 23–24, 2001, at the Arnold and Mabel Beckman Center of the National Academies
of Science and Engineering in Irvine, CA.
‡To whom reprint requests should be addressed. E-mail: gbw@lanl.gov.
§E-mail: woody@lanl.gov.
!E-mail: jhbrown@unm.edu.

www.pnas.org"cgi"doi"10.1073"pnas.012579799 PNAS # February 19, 2002 # vol. 99 # suppl. 1 # 2473–2478
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THE POWER LAW FOR ORGANISMS 
In biology, West argues, a ¾ power law is particularly widespread. Let’s look at the 
metabolic rate, which is centrally important because it is the internal engine of all living 
things, the rate at which an organism converts inputs (food) to outputs (work):  
 

Elephants are roughly 10,000 times (four orders of magnitude, 104) heavier than 
rats; consequently they have roughly 10,000 times as many cells. The ¾ power 
scaling law says that, despite having 10,000 times as many cells to support, the 
metabolic rate of an elephant (that is, the amount of energy needed to keep it 
alive) is only 1000 times (three orders of magnitude, 103) larger than a rat’s; note 
the ratio of 3:4 in the powers of ten. This represents an extraordinary economy 
of scale [in the use of resources] as size increases. 
 

Figure 1 shows this relationship, which also explains the relentless march toward 
larger size as evolution proceeds: small reptile to dinosaur, eohippus (an early 
horse about the size of a fox terrier) to modern horse, small sea mammal to 
whale.3 Yet, as we saw at the outset, scaling factors also impose limits to size, as 
the organism encounters tradeoffs between the efficiency of larger size and the 
handicaps that large size inflicts.  

 
FIGURE 1 
RELATION BETWEEN SIZE (BODY MASS) AND METABOLIC RATE OF ANIMALS 

‘ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Source: Mann, Charles C. “How Nature Scales Up” (review of Scale by Geoffrey West). Wall Street Journal, 
June 23, 2017. After West [2017], Figure 1 on page 3.  

                                                        
3 We are now supposed to call eohippus (“dawn horse”) hyracotherium. Almost no one does, eohippus 
being much more melodious; and, while the comparison of eohippus to fox terrier is copied from textbook 
to magazine article to this essay, few people know what a fox terrier is, much less how big one is. Gould 
[1991] documents the spread of this silly meme. Gould, Stephen Jay. 1991. “The Case of the Creeping Fox 
Terrier Clone,” in Bully for Brontosaurus, W. W. Norton & Co.  
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closely fit a single universal curve (Fig.·6). Ontogenetic growth
is therefore a universal phenomenon determined by the
interaction of basic metabolic properties at cellular and whole-
organism levels. Furthermore, this model leads to scaling laws
for other growth characteristics, such as doubling times for
body mass and cell number, and the relative energy devoted to
production vs maintenance. Recently, Guiot et al. (2003)
applied this model to growth of solid tumors in rats and
humans. They showed that the growth curve derived from
Eq.·7 gave very good fits, even though the parameters they
used were derived from statistical fitting rather than determined
from first principles, as in ontogenetic growth. This is just one
example of the exciting potential applications of metabolic
scaling theory to important biomedical problems.

Temperature and universal biological clocks
Temperature has a powerful effect on all biological systems

because of the exponential sensitivity of the Boltzmann factor,
e–E/kT, which controls the temperature dependence of
biochemical reaction rates; here, E is a chemical activation
energy, T absolute temperature, and k Boltzmann’s constant.
Combined with network constraints that govern the fluxes of
energy and materials, this predicts a joint universal mass and
temperature scaling law for all rates and times connected
with metabolism, including growth, embryonic development,

longevity and DNA nucleotide substitution in genomes. All
such rates are predicted to scale as:

R ! Mb
–1/4e–E/kT ·, (8)

and all times as:

t ! Mb
1/4eE/kT ·. (9)

The critical points here are the separable multiplicative nature
of the mass and temperature dependences and the relatively
invariant value of E, reflecting the average activation energy
for the rate-limiting biochemical reactions (Gillooly et al.,
2001). Data covering a broad range of organisms (fish,
amphibians, aquatic insects and zooplankton) confirm these
predictions with E~0.65·eV (Fig.·7). These results suggest a
general definition of biological time that is approximately
invariant and common to all organisms: when adjusted for size
and temperature, determined by just two numbers (1/4 and
E~0.65·eV), all organisms to a good approximation run by the
same universal clock with similar metabolic, growth, and
evolutionary rates! (Gillooly et al., 2005).

Metabolic scaling in plants: independent evolution of M3/4

One of the most challenging facts about quarter-power
scaling relations is that they are observed in both animals and
plants. Our theory offers an explanation: both use fractal-like
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Fig.·7. Plot of mass-corrected resting metabolic rate, ln(B Mb
–3/4) vs inverse

absolute temperature (1000/°K) for unicells (A), plants (B), multicellular
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(G). Birds (filled symbols) and mammals (open symbols) are shown at normal
body temperature (triangles) and during hibernation or torpor (squares). Figure
taken from Gillooly et al. (2001) with permission.
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suggests that the same principles of biological design operate at
multiple levels of organization. We use the framework of a general
model of fractal-like distribution networks together with data on
energy transformation in mammals to analyze and predict allo-
metric scaling of aerobic metabolism over a remarkable 27 orders
of magnitude in mass encompassing four levels of organization:
individual organisms, single cells, intact mitochondria, and enzyme
molecules. We show that, whereas rates of cellular metabolism in
vivo scale as M!1/4, rates for cells in culture converge to a single
predicted value for all mammals regardless of size. Furthermore, a
single three-quarter power allometric scaling law characterizes the
basal metabolic rates of isolated mammalian cells, mitochondria,
and molecules of the respiratory complex; this overlaps with and
is indistinguishable from the scaling relationship for unicellular
organisms. This observation suggests that aerobic energy trans-
formation at all levels of biological organization is limited by the
transport of materials through hierarchical fractal-like networks
with the properties specified by the model. We show how the mass
of the smallest mammal can be calculated (!1 g), and the observed
numbers and densities of mitochondria and respiratory complexes
in mammalian cells can be understood. Extending theoretical and
empirical analyses of scaling to suborganismal levels potentially
has important implications for cellular structure and function as
well as for the metabolic basis of aging.

The classic allometric scaling relationship relating metabolic
rate (B) to body mass (M),

B ! B0M
3⁄4 [1]

(with B0 being a normalization coefficient), was formulated first
for mammals and birds by Kleiber in the 1930s (1–4). It has since
been extended to a wide range of organisms from the smallest
microbes (!10"13 g) to the largest vertebrates and plants (!108

g; refs. 4 and 5). Although the value of B0 varies among broad
taxonomic or functional groups (endotherms, ectotherms, pro-
tists, and vascular plants; ref. 4), the value of the scaling exponent
(b) is invariably close to 3⁄4. Furthermore, many other physio-
logical variables such as lifespan, heart-rate, radius of aorta,
respiratory rate, and so on scale with exponents that are typically
simple multiples of 1⁄4 (2). The origin of the universal quarter
power and, in particular, of the 3⁄4 exponent in Eq. 1 rather than
a linear relationship (b # 1) or a simple Euclidean surface-to-
volume relationship (b # 2⁄3) has been sought for decades. A
quantitative theoretical model (6) has been developed that
accounts for quarter-power scaling on the basis of the assump-
tion that metabolic rates are constrained by the rate of resource
supply. Accordingly, allometric exponents are determined from
generic universal properties of hierarchical transport networks
such as the vascular systems of mammals and plants, which occur
naturally in biological systems. More generally, it has been shown

that quarter powers reflect the effective four-dimensional frac-
tal-like character of biological networks (7).

In this paper we apply the general ideas underlying the model to
show how the scaling of metabolism can be extended down through
all levels of organization from the intact organism to the cell,
mitochondrion, respiratory complex, and ultimately to an individual
molecule of cytochrome oxidase, the terminal enzyme of cellular
respiration. Accordingly, a relatively simple variant of Eq. 1 con-
nects complex biological phenomena spanning an astounding 27
orders of magnitude in mass from a single molecule to the largest
mammal. We know of no precedent for this observation nor any
previous theory that could explain it. Its universal character clearly
reflects something fundamental about the general principles of
biological design and function. The extension of scaling phenomena
down to the molecular level offers potentially important insights
into the organization of metabolic pathways within cells and
organelles as well as into how these fundamental units are inte-
grated functionally at higher levels of organization. In addition to
showing how the general principles of the network model account
for these phenomena, we show how the turnover rate of the enzyme
molecules of the respiratory complex propagates through the
hierarchy to limit the maximum aerobic metabolic capacity of whole
organisms. Furthermore, the allometric scaling of metabolism at
cellular and molecular levels focuses attention on processes asso-
ciated with aging and mortality.

The origin of b # 3⁄4 for both animals and plants follows from
three key properties of their branching transport systems (6): (i)
networks are space-filling (thus, for example, they must reach
every cell in the organism), (ii) their terminal branch units such
as capillaries in the circulatory system or mitochondria within
cells are the same size, respectively, for all organisms or cells of
the same class, and (iii) natural selection has acted to minimize
energy expenditure in the networks. More generally, the uni-
versal quarter power can be derived by assuming that the number
of terminal units (such as capillaries or mitochondria) in the
hierarchical network is maximized when scaled (7). Because this
latter argument does not invoke any specific structural design or
dynamical mechanism, it can be expected to hold at all levels of
biological organization. Because this model works so well for
plants and animals with macroscopic vascular systems, it is
natural to speculate that similar geometric constraints affect
transport processes at the cellular, organelle, and molecular
levels. The observation that b # 3⁄4 for unicellular (4) as well as
multicellular organisms suggests that the distribution networks
within single cells obey the same design principles. Furthermore,
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Table 3: The K-M and (K× T)-M functions for five organs/tissues
across 111 mammals.

(K−M) function (K× T )-M function

Liver KL = 683.9×M−0.2677

r = 0.975
KL× TL = 19.56×M0.6046

r = 0.9694

Brain KB = 446.6×M−0.1423

r = 0.961
KB × TB = 4.82×M0.6446

r = 0.9538

Heart KH = 890.3×M−0.1181

r = 0.855
KH × TH = 5.16×M0.8137

r = 0.9830

Kidneys KK = 689.7×M−0.0833

r = 0.848
KK × TK = 4.35×M0.7441

r = 0.9825

Residual KR = 29.96×M−0.1667

r = 0.827
KR× TR = 28.16×M0.8402

r = 0.9996

Abbreviations: M: body mass (in kg); KL,KB,KH ,KK and KR: specific
resting metabolic rate of liver, brain, heart, kidney and residual, respectively
(all in kcal/kg per day).

guinea pig, dog (with body mass 10 kg), sheep, hog, dairy
cow, horse, steer, and elephant data were obtained from Elia
[7]; the reference man and woman data were obtained from
Snyder et al. [10]. All collected published data were used as is
and no judgment on data quality was made.

The Working REE Model across Mammalian Species. Based
on models (3) and (5), a working REE prediction model can
be derived at the organ-tissue level for mature mammals,

REEp = Σ
(
a×Mb × Ti

)
. (7)

Accordingly, a working mass-specific REE (i.e., REE/M)
model can be derived as

(
REE
M

)

p
= Σ

(
a×Mb × Ti

M

)
, (8)

where M is body mass; T is the mass of individual
organs/tissues; T/M is the fraction of body mass as individual
organs/tissues; i is the organ/tissue number (i = 1, 2,. . ., n);
a and b are the organ/tissue-specific coefficient and scaling
exponent, respectively.

2.2. Statistical Analysis. Paired Student’s t-tests were used
to compare REEp by (7) with REEk calculated by Kleiber’s
law (i.e., (1)) and to compare the (REE/M)p by (8) with
(REE/M)k from (2). Simple linear regression analysis was
used to find the association between REEp and REEk as
well as between (REE/M)p and (REE/M)k. Scatter plots
were applied to explore the association between REEk (and
(REE/M)k) and REEp (and (REE/M)p). Data were analyzed
by the Microsoft Excel version 5.0 (Microsoft Corporation,
Redmond, WA). Statistical significance was set as 0.05.

3. Results

3.1. Organ-Tissue Level Body Composition of Mature Mam-
mals. The data on body composition for 111 mammalian
species are listed in Table 2. Body mass ranged from 0.0075 kg
for the shrew (Sorex araneus) to 6650 kg for the elephant,
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Figure 1: The (K × T) values (in kcal/d) of individual
organs/tissues predicted by (9) on the ordinate versus body mass
(M, in kg) on the abscissa across 111 mammalian species. The
(K × T) values of liver, brain, heart, kidneys, and residuals are
shown as the five thin lines. The resting energy expenditure (REEp)
predicted by (7) is represented as the thick line (upper). All REEp

(K × T) and M values are on a logarithmic scale. The REEp and M
are significantly correlated: REEp = 66.33×M0.754; r = 0.9975.

with a ∼887,000-fold difference in body size. The variability
in the mass of high metabolic rate organs is very large across
mammalian species. The sum of the four organs (liver, brain,
heart, and kidneys) varied from 0.00075 kg for the shrew
to 15.4 kg for the elephant, with a ∼20,500-fold difference.
However, the fraction of body mass as the four organs
declined from 10.0% in the shrew to 0.23% in the elephant.

3.2. Model-Predicted REE across Mammalian Species. Based
on (7), the model-predicted energy expenditure (K × T)
of individual organs/tissues was calculated as ranging from
0.0075 kg (shrew) to 6650 kg (elephant). The respective
regression lines of (K ×T) for liver, brain, heart, kidneys, and
residual were derived and presented in Figure 1 and Table 3,

for liver: (K × T) = 19.56×M0.6046; r = 0.9694,

for brain: (K × T) = 4.82×M0.6446; r = 0.9538,

for heart: (K × T) = 5.16×M0.8137; r = 0.9830,

for kidneys: (K × T) = 4.35×M0.7441; r = 0.9825,

for residual: (K × T) = 28.16×M0.8402; r = 0.9996.

(9)

Based on (7), the model-predicted REE (REEp) was
calculated (Table 2). The REEp varies from 1.8 kcal/d in
the shrew to 48000 kcal/d in the elephant. The REEp is
allometrically correlated with body mass across the 111
mammalian species (Figure 1),

REEp = 66.33×M0.754; r = 0.9975. (10)

The scaling exponent between REEp and body mass was
0.754 with a 95% CI (0.744, 0.764), close to 0.75 (P = 0.42)
for Kleiber’s law at the whole-body level.
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Table 3: The K-M and (K× T)-M functions for five organs/tissues
across 111 mammals.

(K−M) function (K× T )-M function

Liver KL = 683.9×M−0.2677

r = 0.975
KL× TL = 19.56×M0.6046

r = 0.9694

Brain KB = 446.6×M−0.1423

r = 0.961
KB × TB = 4.82×M0.6446

r = 0.9538

Heart KH = 890.3×M−0.1181

r = 0.855
KH × TH = 5.16×M0.8137

r = 0.9830

Kidneys KK = 689.7×M−0.0833

r = 0.848
KK × TK = 4.35×M0.7441

r = 0.9825

Residual KR = 29.96×M−0.1667

r = 0.827
KR× TR = 28.16×M0.8402

r = 0.9996

Abbreviations: M: body mass (in kg); KL,KB,KH ,KK and KR: specific
resting metabolic rate of liver, brain, heart, kidney and residual, respectively
(all in kcal/kg per day).

guinea pig, dog (with body mass 10 kg), sheep, hog, dairy
cow, horse, steer, and elephant data were obtained from Elia
[7]; the reference man and woman data were obtained from
Snyder et al. [10]. All collected published data were used as is
and no judgment on data quality was made.

The Working REE Model across Mammalian Species. Based
on models (3) and (5), a working REE prediction model can
be derived at the organ-tissue level for mature mammals,

REEp = Σ
(
a×Mb × Ti

)
. (7)

Accordingly, a working mass-specific REE (i.e., REE/M)
model can be derived as

(
REE
M

)

p
= Σ

(
a×Mb × Ti

M

)
, (8)

where M is body mass; T is the mass of individual
organs/tissues; T/M is the fraction of body mass as individual
organs/tissues; i is the organ/tissue number (i = 1, 2,. . ., n);
a and b are the organ/tissue-specific coefficient and scaling
exponent, respectively.

2.2. Statistical Analysis. Paired Student’s t-tests were used
to compare REEp by (7) with REEk calculated by Kleiber’s
law (i.e., (1)) and to compare the (REE/M)p by (8) with
(REE/M)k from (2). Simple linear regression analysis was
used to find the association between REEp and REEk as
well as between (REE/M)p and (REE/M)k. Scatter plots
were applied to explore the association between REEk (and
(REE/M)k) and REEp (and (REE/M)p). Data were analyzed
by the Microsoft Excel version 5.0 (Microsoft Corporation,
Redmond, WA). Statistical significance was set as 0.05.

3. Results

3.1. Organ-Tissue Level Body Composition of Mature Mam-
mals. The data on body composition for 111 mammalian
species are listed in Table 2. Body mass ranged from 0.0075 kg
for the shrew (Sorex araneus) to 6650 kg for the elephant,
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Figure 1: The (K × T) values (in kcal/d) of individual
organs/tissues predicted by (9) on the ordinate versus body mass
(M, in kg) on the abscissa across 111 mammalian species. The
(K × T) values of liver, brain, heart, kidneys, and residuals are
shown as the five thin lines. The resting energy expenditure (REEp)
predicted by (7) is represented as the thick line (upper). All REEp

(K × T) and M values are on a logarithmic scale. The REEp and M
are significantly correlated: REEp = 66.33×M0.754; r = 0.9975.

with a ∼887,000-fold difference in body size. The variability
in the mass of high metabolic rate organs is very large across
mammalian species. The sum of the four organs (liver, brain,
heart, and kidneys) varied from 0.00075 kg for the shrew
to 15.4 kg for the elephant, with a ∼20,500-fold difference.
However, the fraction of body mass as the four organs
declined from 10.0% in the shrew to 0.23% in the elephant.

3.2. Model-Predicted REE across Mammalian Species. Based
on (7), the model-predicted energy expenditure (K × T)
of individual organs/tissues was calculated as ranging from
0.0075 kg (shrew) to 6650 kg (elephant). The respective
regression lines of (K ×T) for liver, brain, heart, kidneys, and
residual were derived and presented in Figure 1 and Table 3,

for liver: (K × T) = 19.56×M0.6046; r = 0.9694,

for brain: (K × T) = 4.82×M0.6446; r = 0.9538,

for heart: (K × T) = 5.16×M0.8137; r = 0.9830,

for kidneys: (K × T) = 4.35×M0.7441; r = 0.9825,

for residual: (K × T) = 28.16×M0.8402; r = 0.9996.

(9)

Based on (7), the model-predicted REE (REEp) was
calculated (Table 2). The REEp varies from 1.8 kcal/d in
the shrew to 48000 kcal/d in the elephant. The REEp is
allometrically correlated with body mass across the 111
mammalian species (Figure 1),

REEp = 66.33×M0.754; r = 0.9975. (10)

The scaling exponent between REEp and body mass was
0.754 with a 95% CI (0.744, 0.764), close to 0.75 (P = 0.42)
for Kleiber’s law at the whole-body level.
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the REE/M ratio substantially smaller in animals with larger
REE and body size?

The aim of the present study was to explore the potential
physiologic and body composition basis of Kleiber’s law.
Our group derived and validated an organ-tissue level REE
model for humans in 1998 [13]. According to the model, the
magnitude of human REE is determined by two variables,
mass of all organs/tissues and their respective metabolic rates
at rest [14]. Our hypothesis is that the established organ-
tissue level REE model for adult humans is applicable in
mature mammals. Specifically, we evaluate the REE-body
mass associations at the organ-tissue level across mammalian
species.

2. Methods and Data Sources

2.1. Organ-Tissue Level REE Model for Mature Mammals.
The principle of the organ-tissue level REE model is that
whole-body energy expenditure at rest reflects the total
resting energy consumption of all organs and tissues. A
mechanistic equation of the organ-tissue level REE model for
mammals can be expressed as

REE = Σ(Ki × Ti). (3)

Accordingly, a mass-specific REE (i.e., REE/M) model can be
derived as

REE
M

= Σ
(
Ki ×

Ti

M

)
, (4)

where T is the mass of individual organs/tissues of mature
mammals; T/M is the fraction of body mass as indi-
vidual organs/tissues; K is the specific metabolic rate of
organs/tissues; i is the organ/tissue number (i = 1, 2,. . ., n).
Equations (3) and (4) demonstrate that the magnitude of
REE (or REE/M) depends on both Ki and Ti (or Ti/M).

The Ki Values of Various Organs/Tissues across Mammalian
Species. Previous studies reported that the resting metabolic
rates of homologous organs have smaller Ki values in large
animals compared to small animals [15]. The in vitro Ki

values for liver and kidney vary allometrically with body
mass across mature mammals [16].

Four organs (i.e., liver, brain, heart, and kidneys) are
particularly active in mammalian energy metabolism during
resting conditions [7, 8]. The in vivo Ki values of the four
organs have been published for several mature mammals,
including rat [5], rabbit, cat, dog [6], and human [7, 8].
For example, four human organs have high Ki values (all in
kcal/kg per day): 200 for liver, 240 for brain, and 440 for heart
and kidneys. In contrast, the averageKi values of the residuals
are as low as 10.7 for humans [7].

Based on the information provided in Table 1, an
exponential Ki-M function was derived for the four organs
and residual mass [17],

Ki = a×Mb, (5)

where a and b are the organ/tissue-specific coefficient and
scaling exponent, respectively. Although the exponent b

Table 1: Estimated K values of organ-tissue level components
across mature mammals.

Species M KL KB KH KK KR

Rat 0.48 870 470 968 685 33.7

Rabbit 2.5 590 — — — —

Cat 3.0 420 — — — —

Dog 10 380 370 — 679 —

Human 65 251 230 668 482 20.7

Human 70 200 240 440 440 10.7

Ki = a×Mb

Coefficient a 683.9 446.6 890.3 689.7 29.96

Scaling
exponent b

−0.2677 −0.1423 −0.1181 −0.0833 −0.1667

P value 0.975 0.961 0.855 0.848 0.827

Source of K data. Rat [5], rabbit, cat, dog [6], and human [7, 8]. Specific
resting metabolic rates for liver, brain, heart, and kidneys of various
mammals are consistent with results given by the above references. Specific
resting metabolic rates for the residuals are calculated from the above
references.
Abbreviations: M: body mass (in kg); KL,KB,KH ,KK , and KR: specific
resting metabolic rate of liver, brain, heart, kidney, and residuals, respec-
tively (all in kcal/kg per day).

differs in various organs/tissues, all b values (all r > 0.83) are
negative, indicating that the Ki values are smaller with greater
body mass.

In the present study, the Ki values of the four organs and
residual mass were predicted by (5) for different mammals
(Table 2). Small mammals have higherKi values than do large
mammals. For example, liver’s K value is 2533 kcal/kg per
day for the shrew compared with 65 kcal/kg per day for the
elephant. An important consideration is that the Ki values
are much higher in immature mammals than that in adult
mammals, including humans [18].

The Ti Values of Various Organs/Tissues across Mammalian
Species. Because liver, brain, heart and kidneys are partic-
ularly active in resting mammalian energy metabolism, the
following organ-tissue level model of body composition is
applied,

M = liver + brain + heart + kidneys + residual, (6)

where the residual is the sum of body components with
lower metabolic rate at rest, including skeletal muscle,
adipose tissue, skeleton, blood, skin, lung, connective tissue,
gastrointestinal tract, and spleen. Residual mass is calculated
as body mass minus the sum of liver, brain, heart, and
kidneys mass.

A literature search was performed to collect data on
body mass and mass of the four organs (Table 2). The
database contains 111 species distributed in 11 mam-
malian orders: artiodactyla, carnivora, didelphimorphia,
diprotodontia, eulipotyphla, lagomorpha, perissodactyla,
primates, proboscidea, rodentia, and scandentia. Most of the
data (n = 99) was obtained from a recent study of Navarrete
et al. [11]. The mouse and dog (with body mass 20.42 kg)
data were obtained from Martin and Fuhrman [9]; the rat,

• Organ level scaling law: the whole organism power law scaling of metabolic power to mass can 
be explained by organ-level scaling of metabolic power to organ mass. 

• Organ specific properties: cell size and metabolic power (genetically controlled) 
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Allometric scaling of metabolic rate from molecules
and mitochondria to cells and mammals
Geoffrey B. West* †‡, William H. Woodruff* § , and James H. Brown†¶!
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The fact that metabolic rate scales as the three-quarter power of
body mass (M) in unicellular, as well as multicellular, organisms
suggests that the same principles of biological design operate at
multiple levels of organization. We use the framework of a general
model of fractal-like distribution networks together with data on
energy transformation in mammals to analyze and predict allo-
metric scaling of aerobic metabolism over a remarkable 27 orders
of magnitude in mass encompassing four levels of organization:
individual organisms, single cells, intact mitochondria, and enzyme
molecules. We show that, whereas rates of cellular metabolism in
vivo scale as M!1/4, rates for cells in culture converge to a single
predicted value for all mammals regardless of size. Furthermore, a
single three-quarter power allometric scaling law characterizes the
basal metabolic rates of isolated mammalian cells, mitochondria,
and molecules of the respiratory complex; this overlaps with and
is indistinguishable from the scaling relationship for unicellular
organisms. This observation suggests that aerobic energy trans-
formation at all levels of biological organization is limited by the
transport of materials through hierarchical fractal-like networks
with the properties specified by the model. We show how the mass
of the smallest mammal can be calculated (!1 g), and the observed
numbers and densities of mitochondria and respiratory complexes
in mammalian cells can be understood. Extending theoretical and
empirical analyses of scaling to suborganismal levels potentially
has important implications for cellular structure and function as
well as for the metabolic basis of aging.

The classic allometric scaling relationship relating metabolic
rate (B) to body mass (M),

B ! B0M
3⁄4 [1]

(with B0 being a normalization coefficient), was formulated first
for mammals and birds by Kleiber in the 1930s (1–4). It has since
been extended to a wide range of organisms from the smallest
microbes (!10"13 g) to the largest vertebrates and plants (!108

g; refs. 4 and 5). Although the value of B0 varies among broad
taxonomic or functional groups (endotherms, ectotherms, pro-
tists, and vascular plants; ref. 4), the value of the scaling exponent
(b) is invariably close to 3⁄4. Furthermore, many other physio-
logical variables such as lifespan, heart-rate, radius of aorta,
respiratory rate, and so on scale with exponents that are typically
simple multiples of 1⁄4 (2). The origin of the universal quarter
power and, in particular, of the 3⁄4 exponent in Eq. 1 rather than
a linear relationship (b # 1) or a simple Euclidean surface-to-
volume relationship (b # 2⁄3) has been sought for decades. A
quantitative theoretical model (6) has been developed that
accounts for quarter-power scaling on the basis of the assump-
tion that metabolic rates are constrained by the rate of resource
supply. Accordingly, allometric exponents are determined from
generic universal properties of hierarchical transport networks
such as the vascular systems of mammals and plants, which occur
naturally in biological systems. More generally, it has been shown

that quarter powers reflect the effective four-dimensional frac-
tal-like character of biological networks (7).

In this paper we apply the general ideas underlying the model to
show how the scaling of metabolism can be extended down through
all levels of organization from the intact organism to the cell,
mitochondrion, respiratory complex, and ultimately to an individual
molecule of cytochrome oxidase, the terminal enzyme of cellular
respiration. Accordingly, a relatively simple variant of Eq. 1 con-
nects complex biological phenomena spanning an astounding 27
orders of magnitude in mass from a single molecule to the largest
mammal. We know of no precedent for this observation nor any
previous theory that could explain it. Its universal character clearly
reflects something fundamental about the general principles of
biological design and function. The extension of scaling phenomena
down to the molecular level offers potentially important insights
into the organization of metabolic pathways within cells and
organelles as well as into how these fundamental units are inte-
grated functionally at higher levels of organization. In addition to
showing how the general principles of the network model account
for these phenomena, we show how the turnover rate of the enzyme
molecules of the respiratory complex propagates through the
hierarchy to limit the maximum aerobic metabolic capacity of whole
organisms. Furthermore, the allometric scaling of metabolism at
cellular and molecular levels focuses attention on processes asso-
ciated with aging and mortality.

The origin of b # 3⁄4 for both animals and plants follows from
three key properties of their branching transport systems (6): (i)
networks are space-filling (thus, for example, they must reach
every cell in the organism), (ii) their terminal branch units such
as capillaries in the circulatory system or mitochondria within
cells are the same size, respectively, for all organisms or cells of
the same class, and (iii) natural selection has acted to minimize
energy expenditure in the networks. More generally, the uni-
versal quarter power can be derived by assuming that the number
of terminal units (such as capillaries or mitochondria) in the
hierarchical network is maximized when scaled (7). Because this
latter argument does not invoke any specific structural design or
dynamical mechanism, it can be expected to hold at all levels of
biological organization. Because this model works so well for
plants and animals with macroscopic vascular systems, it is
natural to speculate that similar geometric constraints affect
transport processes at the cellular, organelle, and molecular
levels. The observation that b # 3⁄4 for unicellular (4) as well as
multicellular organisms suggests that the distribution networks
within single cells obey the same design principles. Furthermore,
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1) Is the growth of different organs programmed deterministically (ie. 

genetically)?
      Is growth and metabolic rate deterministically controlled at each scale?

Is there a species specific, cell fate dependent cellular metabolic power 
that determines that of  each organ and organism?
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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Allometric scaling of metabolic rate from molecules
and mitochondria to cells and mammals
Geoffrey B. West* †‡, William H. Woodruff* § , and James H. Brown†¶!
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The fact that metabolic rate scales as the three-quarter power of
body mass (M) in unicellular, as well as multicellular, organisms
suggests that the same principles of biological design operate at
multiple levels of organization. We use the framework of a general
model of fractal-like distribution networks together with data on
energy transformation in mammals to analyze and predict allo-
metric scaling of aerobic metabolism over a remarkable 27 orders
of magnitude in mass encompassing four levels of organization:
individual organisms, single cells, intact mitochondria, and enzyme
molecules. We show that, whereas rates of cellular metabolism in
vivo scale as M!1/4, rates for cells in culture converge to a single
predicted value for all mammals regardless of size. Furthermore, a
single three-quarter power allometric scaling law characterizes the
basal metabolic rates of isolated mammalian cells, mitochondria,
and molecules of the respiratory complex; this overlaps with and
is indistinguishable from the scaling relationship for unicellular
organisms. This observation suggests that aerobic energy trans-
formation at all levels of biological organization is limited by the
transport of materials through hierarchical fractal-like networks
with the properties specified by the model. We show how the mass
of the smallest mammal can be calculated (!1 g), and the observed
numbers and densities of mitochondria and respiratory complexes
in mammalian cells can be understood. Extending theoretical and
empirical analyses of scaling to suborganismal levels potentially
has important implications for cellular structure and function as
well as for the metabolic basis of aging.

The classic allometric scaling relationship relating metabolic
rate (B) to body mass (M),

B ! B0M
3⁄4 [1]

(with B0 being a normalization coefficient), was formulated first
for mammals and birds by Kleiber in the 1930s (1–4). It has since
been extended to a wide range of organisms from the smallest
microbes (!10"13 g) to the largest vertebrates and plants (!108

g; refs. 4 and 5). Although the value of B0 varies among broad
taxonomic or functional groups (endotherms, ectotherms, pro-
tists, and vascular plants; ref. 4), the value of the scaling exponent
(b) is invariably close to 3⁄4. Furthermore, many other physio-
logical variables such as lifespan, heart-rate, radius of aorta,
respiratory rate, and so on scale with exponents that are typically
simple multiples of 1⁄4 (2). The origin of the universal quarter
power and, in particular, of the 3⁄4 exponent in Eq. 1 rather than
a linear relationship (b # 1) or a simple Euclidean surface-to-
volume relationship (b # 2⁄3) has been sought for decades. A
quantitative theoretical model (6) has been developed that
accounts for quarter-power scaling on the basis of the assump-
tion that metabolic rates are constrained by the rate of resource
supply. Accordingly, allometric exponents are determined from
generic universal properties of hierarchical transport networks
such as the vascular systems of mammals and plants, which occur
naturally in biological systems. More generally, it has been shown

that quarter powers reflect the effective four-dimensional frac-
tal-like character of biological networks (7).

In this paper we apply the general ideas underlying the model to
show how the scaling of metabolism can be extended down through
all levels of organization from the intact organism to the cell,
mitochondrion, respiratory complex, and ultimately to an individual
molecule of cytochrome oxidase, the terminal enzyme of cellular
respiration. Accordingly, a relatively simple variant of Eq. 1 con-
nects complex biological phenomena spanning an astounding 27
orders of magnitude in mass from a single molecule to the largest
mammal. We know of no precedent for this observation nor any
previous theory that could explain it. Its universal character clearly
reflects something fundamental about the general principles of
biological design and function. The extension of scaling phenomena
down to the molecular level offers potentially important insights
into the organization of metabolic pathways within cells and
organelles as well as into how these fundamental units are inte-
grated functionally at higher levels of organization. In addition to
showing how the general principles of the network model account
for these phenomena, we show how the turnover rate of the enzyme
molecules of the respiratory complex propagates through the
hierarchy to limit the maximum aerobic metabolic capacity of whole
organisms. Furthermore, the allometric scaling of metabolism at
cellular and molecular levels focuses attention on processes asso-
ciated with aging and mortality.

The origin of b # 3⁄4 for both animals and plants follows from
three key properties of their branching transport systems (6): (i)
networks are space-filling (thus, for example, they must reach
every cell in the organism), (ii) their terminal branch units such
as capillaries in the circulatory system or mitochondria within
cells are the same size, respectively, for all organisms or cells of
the same class, and (iii) natural selection has acted to minimize
energy expenditure in the networks. More generally, the uni-
versal quarter power can be derived by assuming that the number
of terminal units (such as capillaries or mitochondria) in the
hierarchical network is maximized when scaled (7). Because this
latter argument does not invoke any specific structural design or
dynamical mechanism, it can be expected to hold at all levels of
biological organization. Because this model works so well for
plants and animals with macroscopic vascular systems, it is
natural to speculate that similar geometric constraints affect
transport processes at the cellular, organelle, and molecular
levels. The observation that b # 3⁄4 for unicellular (4) as well as
multicellular organisms suggests that the distribution networks
within single cells obey the same design principles. Furthermore,
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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organism should increase as M3/4. This relation implies that the
average density of mitochondria in the whole organism, !m

0 !
Nm

o !M, decreases as M"1/4, which is in agreement with observa-
tion (18). In addition, the ratio of average total mitochondrial
volume to whole body volume (assuming a common density) is
given by Nm

o Mm!M # ("Mm!McM)1/4 # 0.06 M"1/4, in agreement
with data (M in grams; ref. 19). It is noteworthy that Eq. 7 for
the average number of mitochondria in the average cell depends
only on the single parameter " and is independent of B0. Taking
Mm # 4 $ 10"14 g gives Nm

c # 300 for a 50-kg mammal. These
are in vivo values. Eq. 7 also predicts that after several genera-
tions in tissue culture, the number of mitochondria in a cell
derived from a mammal of any body size should converge to a
single invariant value corresponding to that for M ! " given by
(Mc!Mm)3/4 # 5,000.

Similar reasoning can be extended to the respiratory complex
with the result that the average total number in the organism, Nr

o

! ("!Mc)1/4(M!Mr)3/4, therefore scaling as M3/4. The average
density in tissue, !r

o ! Nr
o!M ! ("!McMr

3M)1/4, should decrease
similar to that of mitochondria, as M"1/4, in agreement with
observation (2, 14, 15). Taking Mr # 1 $ 10"18 g, the number of
complexes in an average mitochondrion is predicted to be
Nr

m ! (Mm!Mr)3/4 # 3,000, independent of M, in accord with the
idea that both are invariant units. This argument can be extended
in a similar fashion beyond the respiratory complex to the
cytochrome oxidase molecule, which is the terminal enzyme of
cellular respiration.

To test these ideas we have added three further data points to
Fig. 1 (16– 19) corresponding to the metabolic power at 37°C of
a single mitochondrion, a single molecular unit of the mitochon-
drial respiratory complex (NADH dehydrogenase plus cyto-
chrome bc1 plus cytochrome oxidase), and a single molecule of
mammalian cytochrome oxidase. The power data for the mol-
ecules are calculated by multiplying the free energy of the
catalyzed reactions by the in vivo turnover rates in intact, resting
cells at 37°C [for cytochrome oxidase, reduction of O2 by
cytochrome c; for the respiratory complex, reduction of O2 by

NADH (20)]. Nearly all the metabolic power of aerobic organ-
isms is produced by these reactions; the molecular enzyme
complexes that catalyze them constitute the irreducible units of
cellular respiration or, viewed another way, the ultimate terminal
units of the transport network(s) that supply aerobic metabo-
lism. As predicted, the data are well fit by Eq. 6, including both
the slope and the normalization constant (Fig. 3).

A summary of our analysis of the scaling of metabolic rate,
including both predictions and empirical evaluation, is shown in
Fig. 4. The entire plot spans 27 decades of mass and is fitted with
just three parameters, B0, b, and ". The latter two, b # 0.75 and
" # 1 g, are determined by the model, leaving only a single free
parameter, B0, the overall scale of metabolism. Thus, over this
entire range, the scaling exponent is very close to 3⁄4 except for
the region between the smallest mammal and the invariant
isolated cell where it is very close to being linear. We know of
no previous theory that could predict how the power law obeyed
by intact animals can be extrapolated to an isolated cell, a
mitochondrion, and an enzyme molecule of the respiratory
complex. This argument could be turned around: knowing the
scale of power generation at the molecular level is sufficient to
predict the metabolic rate of individual mitochondria and cells
(whether in vitro or in vivo) as well as intact mammals.

The data point for the power generated by the respiratory
complex shown in Fig. 1 is for a coupled unit in vivo. The value
for an uncoupled unit, which represents the maximum output of
the respiratory complex, is #300 times larger. This factor
propagates through the hierarchy of networks such that ulti-
mately the maximum metabolic output of both a mitochondrion
and an isolated cell should be of the order of 300 times larger
than their basal rates. Naive extrapolation to intact mammals
would suggest that maximum aerobic capacity also should be
#300 times basal metabolic rate. In fact, this is an absolute limit
that is never reached because of limitations on the supply
network. For example, f light muscle cells of hovering humming-
birds can indeed metabolize at #200 times their basal rates (2,
8). However, the coupled circulatory and respiratory systems
cannot distribute metabolites and oxygen to all tissues simulta-
neously at this rate. During maximum activity, supply to non-

Fig. 2. Metabolic power of single mammalian cells as a function of body mass
on a logarithmic scale. Blue circles represent cells in vivo calculated for the
same mammals as described in Fig. 1. Red circles represent cultured cells in
vitro of six mammalian species: mouse, hamster, rat, rhesus monkey, human,
and pig (32). The solid blue line is the M"1/4 prediction for cells in vivo from Eq.
3, and the solid red line is the predicted constant for cells in vitro from Eq. 5.
The two lines are predicted to intersect at M ! " # 1 g, at which they have the
value B # 3 $ 10"11 W.

Fig. 3. Metabolic power of an isolated mammalian cell, mitochondrion, respi-
ratorycomplex,andcytochromeoxidasemolecule (reddots)asa functionof their
mass on a logarithmic scale. The solid red line is the M3/4 prediction (Eq. 6). Also
shown are data for unicellular organisms (green dots), which, when adjusted to
mammalian body temperature, closely follow the same scaling relationship.

2476 " www.pnas.org!cgi!doi!10.1073!pnas.012579799 West et al.

were derived: these data give Bc ! 3 " 10#11 W, independent of M,
as predicted. In Fig. 1 this is entered as a single red point at M $
Mc $ 3 " 10#9 g and is the same as the value obtained by a linear
extrapolation from the smallest mammal down to the isolated cell.
Notice also that if whole mammal metabolic rate were naively
extrapolated down to the mass of a single cell by using the classic
three-quarter power law of Eq. 1, it would give a value of B0Mc

3/4 !
8 " 10#9 W. From Eq. 4 this is predicted to exceed the observed
value !3 " 10#11 W by a factor of (!!Mc)1/4 ! 135, which is in
satisfactory agreement with Fig. 1. Also shown in Fig. 2 is the
variation of the in vivo cellular metabolic rate with M; a power law
fit gives good agreement with the exponent of #1⁄4 predicted in Eq.
3. More significantly, it intercepts the invariant in vitro line at !1 g,
which is consistent with our theoretical estimate of ! and the mass
of the smallest mammal (see Appendix).

Unlike cells, mitochondria and respiratory complexes are termi-
nal units of networks and therefore are required by the model to
have invariant properties with respect to the size of the mammal.
For example, the power, Br, generated by the molecules making up
the respiratory enzyme complex is governed predominantly by
biochemical dynamics, thus it should be invariant not only across all
mammals but across all aerobic organisms that rely on the tricar-
boxylic acid cycle. Actual respiratory turnover rates depend on
whether the complex is coupled and transport-limited (in vivo) or
uncoupled and not supply-limited (in vitro), thus the power gener-
ated is predicted to be different in the two cases. It is generally
accepted that eukaryotes evolved via symbiosis and that mitochon-
dria originally were free-living unicellular organisms. It therefore is
reasonable to suppose that mitochondria have metabolic transport
pathways similar to aerobic unicellular organisms. Assuming that
eukaryotes have evolved hierarchical structures that operate under
the general constraints of the network model, we speculate that
prokaryotes and mitochondria have self-similar metabolic pathways
with fractal-like networks that could be real or virtual and the
terminal units of which are respiratory complexes. In that case, their
power production (metabolic rates) should scale as M3/4. Thus, the

extrapolation of the scaling law down from the isolated cell to
mitochondria and the respiratory complex should parallel that of
Eq. 1 but scaled down by the factor (!!Mc)1/4 ! 135:

B " B0"Mc

!
#1⁄4

M
3⁄4. [6]

Setting M $ Mm, Eq. 6 therefore predicts that the metabolic
power of a mitochondrion is Bm $ B0(Mc!!)1/4Mm

3/4; similarly,
that of the respiratory complex Br $ B0(Mc!!)1/4Mr

3/4. Notice that
Eq. 6 agrees with Eq. 5 in predicting the metabolic power of an
isolated cell at M $ Mc. Because the respiratory complex, the
ultimate terminal unit of energy production, is universal for
aerobes, Eq. 6 also should describe the allometric scaling of
metabolic rate for aerobic unicellular organisms. In other words,
Eq. 6, which describes the scaling from the respiratory complex up
through mitochondria and isolated mammalian cells, should apply
also to unicellular organisms. This theory is confirmed by Fig. 3,
which shows that metabolic rates of unicellular organisms follow the
same three-quarter power scaling relationship as that derived for
mammalian cells, mitochondria, and respiratory enzymes.

We also can determine the number of average mitochondria
in a typical cell (12, 13); analogous to Eq. 2, the conservation of
energy implies B(M, Mc, Mm, Mr) $ Nm

o (M)Bm. Because terminal
units are assumed to be invariant, we have dropped any func-
tional dependence of Bm on (M. . . Mr). Mitochondria are
constituents of cells, which in turn are tightly packed constituents
of the whole organism, and thus Nm

o $ Nm
c Nc

o ! (M!Mc)Nm
c ,

where Nm
c is the number of mitochondria in a cell. By using Eqs.

1 and 6 we therefore can write

Nm
c %M& " "Mc

M#"B
Bm

# " "Mc

Mm
#3⁄4"!

M#1⁄4
, [7]

showing that the number of mitochondria in the average cell
decreases as M#1/4, whereas the total number in the whole

Fig. 1. Basal metabolic rate for mammals as a function of body mass on a logarithmic scale (blue circles). The solid blue line represents the predicted
three-quarter power scaling law, covering over six orders of magnitude in mass from a shrew to an elephant. Values for cells in vivo for these same mammals
are shown as a vertical blue band at a cellular mass of 3 " 10#9 g. These are related to the corresponding whole mammal values by a linear relationship, Eq. 2,
as shown by the dashed blue lines. The upper dashed blue line is predicted to intercept the solid blue line at M $ !, close to the mass of a shrew, and to extrapolate
to the value for an isolated cell in vitro (red data point; see Fig. 2). Also shown (red dots) are in vivo values for a mitochondrion, the respiratory complex, and
a cytochrome oxidase molecule.
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This general approach has been applied to enough organisms
to reveal two generalizations. First, basal metabolic rate (here,
normalized to a constant temperature of 20° C for all species)
scales with cell volume (Fig. 1A) with a power-law relationship of

CM = 0.39V 0.88, [1a]

where CM is in units of 109 molecules of ATP per cell per hour,
and cell volume V is in units of cubic micrometers (SI Appendix).
Because the SE of the allometric coefficient is 0.07, this relation-
ship does not deviate significantly from linearity (r2 = 0.88). Al-
though the ranges of data are distinct, there is no discontinuity in
the pattern across the prokaryotic–eukaryotic divide.

Second, the growth requirements per cell scale with cell vol-
ume with the power-law relationship

CG = 26.92V 0.97, [1b]

where CG is in units of 109 molecules of ATP per cell (Fig. 1A).
Because the SE of the allometric coefficient is 0.04, this highly
significant regression (r2 = 0.96) also implies an effectively linear
relationship between the energetic requirements for growth and cell
volume. Again, the relationship seems continuous over four orders
of magnitude of cell size, spanning bacteria and eukaryotes, so there
is no justification for invoking different metabolic scalings between
these two groups. Estimates of the growth requirements for mam-
malian and land-plant cells also follow the pattern just noted, but
the data are not applied to the regressions because of concerns with
artifacts involving cells experiencing out-of-body metabolism (13).
The total cost of building a cell is

CT ’ CG + tCM , [1c]

where t is the cell-division time in hours. Substituting Eqs. 1a and
1b and using an average exponent of 0.91 shows that provided t is
smaller than ∼ 69V 0.09 hours (assuming 20° C), the contribution
from cell growth exceeds that associated with maintenance. Because
minimum cell-division times for unicellular species are one to two
orders of magnitude below this benchmark (Fig. 1B), setting t= 0 in
Eq. 1c provides a close approximation of total cellular ATP require-
ments at maximum growth rates.

Gene Structural Costs
The total cost of an individual gene involves three levels of in-
vestment: replication and chromosome maintenance; transcription

and transcript processing; and translation and protein assembly.
Each of these layers comprises several subcategories, which we
have attempted to rank-order in terms of energetic requirements.
For some subsidiary components, assumptions need to be made
about the underlying biochemistry, but the processes are well
enough understood to achieve approximations sufficient for
the following analyses. Given the shortage of information on
archaebacteria, attention is confined to bacterial and eukaryotic
cells. Throughout, the costs inferred are in terms of numbers of
phosphate bonds hydrolyzed (denoted below as P), with functions
paid in units of GTP being treated as equivalent to ATP. We first
describe the general features of the model and then apply it to
existing data to obtain direct quantitative insight. All details can
be found in SI Appendix.

Chromosome Level. During the lifetime of a cell, both strands of
DNA must be replicated once per cell cycle, and we start with the
assumption that this involves de novo synthesis of the requisite
nucleotides. Nucleotide recycling can occur within cells, but per-
manent sequestration to a new genome ultimately requires the ac-
quisition of new dNTPs. The cost of nucleotide synthesis includes
the cost of synthesizing the intermediate metabolites (e.g., phos-
phoribosyl pyrophosphate and amino acids) used to make purines
and pyrimidines, because the energy invested in such subunits would
otherwise be available for alternative cellular functions. There is
only slight variation in the biosynthetic costs of the four nucleotides,
each being ∼ 50 ATPs per nucleotide, so the biosynthetic cost of
replicating a span of Lg nucleotides is ∼ 2 · 50 ·Lg = 100Lg P.
Additional costs at the DNA level are small relative to nucleotide

synthesis. Although chain polymerization involves the loss of a
diphosphate for each base extension, this has already been in-
corporated into the cost of dNTPs. Unwinding of the parental
double helix requires ∼Lg P per gene, and the summed cost
associated with the RNA primers used for replicate-strand ex-
tension and the ligation of Okazaki fragments is ∼ 0.3Lg and
∼ 3Lg P per gene in bacteria and eukaryotes, respectively. Costs
associated with opening of origins of replication, clamp loading,
proofreading, and DNA repair are likely to be an order of magni-
tude or so smaller than those just noted and can be ignored for
purposes herein. (The basis for this and all other conclusions on
DNA-level costs are elaborated on in SI Appendix.)

The highly ordered, dense nucleosome packaging of DNA
presents a substantial chromosome-level cost specific to eukaryotes,
although some nucleoid-associated proteins exist and must entail a
low level of cost in some bacteria (14). Eukaryotic nucleosomes
contain two heterotetrameric histone complexes followed by a
linker histone. Throughout eukaryotes, each nucleosome wraps
147 bp, and with an average linker length between nucleosomes of
33 bp, there is on average one nucleosome per 180-bp interval.
Weighting by the cost of synthesizing the amino acids that com-
prise histone proteins and the cost of translating such proteins, the
total nucleosome-associated cost is ∼ 160Lg P. The range of vari-
ation for this cost among eukaryotes is of minor significance for
the types of issues being evaluated here (SI Appendix, Supple-
mentary Table 2).
Taking all of the above into consideration, in units of ATP

hydrolyses, we estimate the summed replication-associated costs
of a bacterial gene to be

CDNA, b ’ 101Lg, [2a]

whereas for a haploid eukaryote

CDNA, h ’ 263Lg. [2b]

Doubling the preceding cost for a diploid eukaryote yields

CDNA, d ’ 526Lg, [2c]

or ∼5.2 times the cost of a prokaryotic gene of equivalent length.

A B

Fig. 1. (A) The costs associated with maintaining and producing a cell for a
variety of bacteria (black) and unicellular eukaryotes (blue). The red points,
which denote data for cultures of cells from multicellular species, are included
for comparative purposes but were not used in the regressions. (B) Minimum
cell-division times for unicellular species, normalized to 20 °C, with significant
regression lines shown for individual phylogenetic groups. The upper dotted
line denotes cell-division times that are expected to result in 50% of the cellular
energy budget being allocated to maintenance; the dashed line demarcates the
apparent absolute lower bound to volume-specific cell-division times across the
tree of life. Data sources are provided in the tables in SI Appendix.
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Basal cellular metabolic rate and energy required for growth are 
chiefly dependent on cell size. Cost of growth is generally dominant. 
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This general approach has been applied to enough organisms
to reveal two generalizations. First, basal metabolic rate (here,
normalized to a constant temperature of 20° C for all species)
scales with cell volume (Fig. 1A) with a power-law relationship of

CM = 0.39V 0.88, [1a]

where CM is in units of 109 molecules of ATP per cell per hour,
and cell volume V is in units of cubic micrometers (SI Appendix).
Because the SE of the allometric coefficient is 0.07, this relation-
ship does not deviate significantly from linearity (r2 = 0.88). Al-
though the ranges of data are distinct, there is no discontinuity in
the pattern across the prokaryotic–eukaryotic divide.
Second, the growth requirements per cell scale with cell vol-

ume with the power-law relationship

CG = 26.92V 0.97, [1b]

where CG is in units of 109 molecules of ATP per cell (Fig. 1A).
Because the SE of the allometric coefficient is 0.04, this highly
significant regression (r2 = 0.96) also implies an effectively linear
relationship between the energetic requirements for growth and cell
volume. Again, the relationship seems continuous over four orders
of magnitude of cell size, spanning bacteria and eukaryotes, so there
is no justification for invoking different metabolic scalings between
these two groups. Estimates of the growth requirements for mam-
malian and land-plant cells also follow the pattern just noted, but
the data are not applied to the regressions because of concerns with
artifacts involving cells experiencing out-of-body metabolism (13).
The total cost of building a cell is

CT ’ CG + tCM , [1c]

where t is the cell-division time in hours. Substituting Eqs. 1a and
1b and using an average exponent of 0.91 shows that provided t is
smaller than ∼ 69V 0.09 hours (assuming 20° C), the contribution
from cell growth exceeds that associated with maintenance. Because
minimum cell-division times for unicellular species are one to two
orders of magnitude below this benchmark (Fig. 1B), setting t= 0 in
Eq. 1c provides a close approximation of total cellular ATP require-
ments at maximum growth rates.

Gene Structural Costs
The total cost of an individual gene involves three levels of in-
vestment: replication and chromosome maintenance; transcription

and transcript processing; and translation and protein assembly.
Each of these layers comprises several subcategories, which we
have attempted to rank-order in terms of energetic requirements.
For some subsidiary components, assumptions need to be made
about the underlying biochemistry, but the processes are well
enough understood to achieve approximations sufficient for
the following analyses. Given the shortage of information on
archaebacteria, attention is confined to bacterial and eukaryotic
cells. Throughout, the costs inferred are in terms of numbers of
phosphate bonds hydrolyzed (denoted below as P), with functions
paid in units of GTP being treated as equivalent to ATP. We first
describe the general features of the model and then apply it to
existing data to obtain direct quantitative insight. All details can
be found in SI Appendix.

Chromosome Level. During the lifetime of a cell, both strands of
DNA must be replicated once per cell cycle, and we start with the
assumption that this involves de novo synthesis of the requisite
nucleotides. Nucleotide recycling can occur within cells, but per-
manent sequestration to a new genome ultimately requires the ac-
quisition of new dNTPs. The cost of nucleotide synthesis includes
the cost of synthesizing the intermediate metabolites (e.g., phos-
phoribosyl pyrophosphate and amino acids) used to make purines
and pyrimidines, because the energy invested in such subunits would
otherwise be available for alternative cellular functions. There is
only slight variation in the biosynthetic costs of the four nucleotides,
each being ∼ 50 ATPs per nucleotide, so the biosynthetic cost of
replicating a span of Lg nucleotides is ∼ 2 · 50 ·Lg = 100Lg P.
Additional costs at the DNA level are small relative to nucleotide

synthesis. Although chain polymerization involves the loss of a
diphosphate for each base extension, this has already been in-
corporated into the cost of dNTPs. Unwinding of the parental
double helix requires ∼Lg P per gene, and the summed cost
associated with the RNA primers used for replicate-strand ex-
tension and the ligation of Okazaki fragments is ∼ 0.3Lg and
∼ 3Lg P per gene in bacteria and eukaryotes, respectively. Costs
associated with opening of origins of replication, clamp loading,
proofreading, and DNA repair are likely to be an order of magni-
tude or so smaller than those just noted and can be ignored for
purposes herein. (The basis for this and all other conclusions on
DNA-level costs are elaborated on in SI Appendix.)
The highly ordered, dense nucleosome packaging of DNA

presents a substantial chromosome-level cost specific to eukaryotes,
although some nucleoid-associated proteins exist and must entail a
low level of cost in some bacteria (14). Eukaryotic nucleosomes
contain two heterotetrameric histone complexes followed by a
linker histone. Throughout eukaryotes, each nucleosome wraps
147 bp, and with an average linker length between nucleosomes of
33 bp, there is on average one nucleosome per 180-bp interval.
Weighting by the cost of synthesizing the amino acids that com-
prise histone proteins and the cost of translating such proteins, the
total nucleosome-associated cost is ∼ 160Lg P. The range of vari-
ation for this cost among eukaryotes is of minor significance for
the types of issues being evaluated here (SI Appendix, Supple-
mentary Table 2).
Taking all of the above into consideration, in units of ATP

hydrolyses, we estimate the summed replication-associated costs
of a bacterial gene to be

CDNA, b ’ 101Lg, [2a]

whereas for a haploid eukaryote

CDNA, h ’ 263Lg. [2b]

Doubling the preceding cost for a diploid eukaryote yields

CDNA, d ’ 526Lg, [2c]

or ∼5.2 times the cost of a prokaryotic gene of equivalent length.
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Fig. 1. (A) The costs associated with maintaining and producing a cell for a
variety of bacteria (black) and unicellular eukaryotes (blue). The red points,
which denote data for cultures of cells from multicellular species, are included
for comparative purposes but were not used in the regressions. (B) Minimum
cell-division times for unicellular species, normalized to 20 °C, with significant
regression lines shown for individual phylogenetic groups. The upper dotted
line denotes cell-division times that are expected to result in 50% of the cellular
energy budget being allocated to maintenance; the dashed line demarcates the
apparent absolute lower bound to volume-specific cell-division times across the
tree of life. Data sources are provided in the tables in SI Appendix.
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This general approach has been applied to enough organisms
to reveal two generalizations. First, basal metabolic rate (here,
normalized to a constant temperature of 20° C for all species)
scales with cell volume (Fig. 1A) with a power-law relationship of

CM = 0.39V 0.88, [1a]

where CM is in units of 109 molecules of ATP per cell per hour,
and cell volume V is in units of cubic micrometers (SI Appendix).
Because the SE of the allometric coefficient is 0.07, this relation-
ship does not deviate significantly from linearity (r2 = 0.88). Al-
though the ranges of data are distinct, there is no discontinuity in
the pattern across the prokaryotic–eukaryotic divide.

Second, the growth requirements per cell scale with cell vol-
ume with the power-law relationship

CG = 26.92V 0.97, [1b]

where CG is in units of 109 molecules of ATP per cell (Fig. 1A).
Because the SE of the allometric coefficient is 0.04, this highly
significant regression (r2 = 0.96) also implies an effectively linear
relationship between the energetic requirements for growth and cell
volume. Again, the relationship seems continuous over four orders
of magnitude of cell size, spanning bacteria and eukaryotes, so there
is no justification for invoking different metabolic scalings between
these two groups. Estimates of the growth requirements for mam-
malian and land-plant cells also follow the pattern just noted, but
the data are not applied to the regressions because of concerns with
artifacts involving cells experiencing out-of-body metabolism (13).
The total cost of building a cell is

CT ’ CG + tCM , [1c]

where t is the cell-division time in hours. Substituting Eqs. 1a and
1b and using an average exponent of 0.91 shows that provided t is
smaller than ∼ 69V 0.09 hours (assuming 20° C), the contribution
from cell growth exceeds that associated with maintenance. Because
minimum cell-division times for unicellular species are one to two
orders of magnitude below this benchmark (Fig. 1B), setting t= 0 in
Eq. 1c provides a close approximation of total cellular ATP require-
ments at maximum growth rates.

Gene Structural Costs
The total cost of an individual gene involves three levels of in-
vestment: replication and chromosome maintenance; transcription

and transcript processing; and translation and protein assembly.
Each of these layers comprises several subcategories, which we
have attempted to rank-order in terms of energetic requirements.
For some subsidiary components, assumptions need to be made
about the underlying biochemistry, but the processes are well
enough understood to achieve approximations sufficient for
the following analyses. Given the shortage of information on
archaebacteria, attention is confined to bacterial and eukaryotic
cells. Throughout, the costs inferred are in terms of numbers of
phosphate bonds hydrolyzed (denoted below as P), with functions
paid in units of GTP being treated as equivalent to ATP. We first
describe the general features of the model and then apply it to
existing data to obtain direct quantitative insight. All details can
be found in SI Appendix.

Chromosome Level. During the lifetime of a cell, both strands of
DNA must be replicated once per cell cycle, and we start with the
assumption that this involves de novo synthesis of the requisite
nucleotides. Nucleotide recycling can occur within cells, but per-
manent sequestration to a new genome ultimately requires the ac-
quisition of new dNTPs. The cost of nucleotide synthesis includes
the cost of synthesizing the intermediate metabolites (e.g., phos-
phoribosyl pyrophosphate and amino acids) used to make purines
and pyrimidines, because the energy invested in such subunits would
otherwise be available for alternative cellular functions. There is
only slight variation in the biosynthetic costs of the four nucleotides,
each being ∼ 50 ATPs per nucleotide, so the biosynthetic cost of
replicating a span of Lg nucleotides is ∼ 2 · 50 ·Lg = 100Lg P.
Additional costs at the DNA level are small relative to nucleotide

synthesis. Although chain polymerization involves the loss of a
diphosphate for each base extension, this has already been in-
corporated into the cost of dNTPs. Unwinding of the parental
double helix requires ∼Lg P per gene, and the summed cost
associated with the RNA primers used for replicate-strand ex-
tension and the ligation of Okazaki fragments is ∼ 0.3Lg and
∼ 3Lg P per gene in bacteria and eukaryotes, respectively. Costs
associated with opening of origins of replication, clamp loading,
proofreading, and DNA repair are likely to be an order of magni-
tude or so smaller than those just noted and can be ignored for
purposes herein. (The basis for this and all other conclusions on
DNA-level costs are elaborated on in SI Appendix.)

The highly ordered, dense nucleosome packaging of DNA
presents a substantial chromosome-level cost specific to eukaryotes,
although some nucleoid-associated proteins exist and must entail a
low level of cost in some bacteria (14). Eukaryotic nucleosomes
contain two heterotetrameric histone complexes followed by a
linker histone. Throughout eukaryotes, each nucleosome wraps
147 bp, and with an average linker length between nucleosomes of
33 bp, there is on average one nucleosome per 180-bp interval.
Weighting by the cost of synthesizing the amino acids that com-
prise histone proteins and the cost of translating such proteins, the
total nucleosome-associated cost is ∼ 160Lg P. The range of vari-
ation for this cost among eukaryotes is of minor significance for
the types of issues being evaluated here (SI Appendix, Supple-
mentary Table 2).
Taking all of the above into consideration, in units of ATP

hydrolyses, we estimate the summed replication-associated costs
of a bacterial gene to be

CDNA, b ’ 101Lg, [2a]

whereas for a haploid eukaryote

CDNA, h ’ 263Lg. [2b]

Doubling the preceding cost for a diploid eukaryote yields

CDNA, d ’ 526Lg, [2c]

or ∼5.2 times the cost of a prokaryotic gene of equivalent length.

A B

Fig. 1. (A) The costs associated with maintaining and producing a cell for a
variety of bacteria (black) and unicellular eukaryotes (blue). The red points,
which denote data for cultures of cells from multicellular species, are included
for comparative purposes but were not used in the regressions. (B) Minimum
cell-division times for unicellular species, normalized to 20 °C, with significant
regression lines shown for individual phylogenetic groups. The upper dotted
line denotes cell-division times that are expected to result in 50% of the cellular
energy budget being allocated to maintenance; the dashed line demarcates the
apparent absolute lower bound to volume-specific cell-division times across the
tree of life. Data sources are provided in the tables in SI Appendix.
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malian and land-plant cells also follow the pattern just noted, but
the data are not applied to the regressions because of concerns with
artifacts involving cells experiencing out-of-body metabolism (13).
The total cost of building a cell is
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where t is the cell-division time in hours. Substituting Eqs. 1a and
1b and using an average exponent of 0.91 shows that provided t is
smaller than ∼ 69V 0.09 hours (assuming 20° C), the contribution
from cell growth exceeds that associated with maintenance. Because
minimum cell-division times for unicellular species are one to two
orders of magnitude below this benchmark (Fig. 1B), setting t= 0 in
Eq. 1c provides a close approximation of total cellular ATP require-
ments at maximum growth rates.
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The total cost of an individual gene involves three levels of in-
vestment: replication and chromosome maintenance; transcription

and transcript processing; and translation and protein assembly.
Each of these layers comprises several subcategories, which we
have attempted to rank-order in terms of energetic requirements.
For some subsidiary components, assumptions need to be made
about the underlying biochemistry, but the processes are well
enough understood to achieve approximations sufficient for
the following analyses. Given the shortage of information on
archaebacteria, attention is confined to bacterial and eukaryotic
cells. Throughout, the costs inferred are in terms of numbers of
phosphate bonds hydrolyzed (denoted below as P), with functions
paid in units of GTP being treated as equivalent to ATP. We first
describe the general features of the model and then apply it to
existing data to obtain direct quantitative insight. All details can
be found in SI Appendix.
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and pyrimidines, because the energy invested in such subunits would
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double helix requires ∼Lg P per gene, and the summed cost
associated with the RNA primers used for replicate-strand ex-
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associated with opening of origins of replication, clamp loading,
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although some nucleoid-associated proteins exist and must entail a
low level of cost in some bacteria (14). Eukaryotic nucleosomes
contain two heterotetrameric histone complexes followed by a
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147 bp, and with an average linker length between nucleosomes of
33 bp, there is on average one nucleosome per 180-bp interval.
Weighting by the cost of synthesizing the amino acids that com-
prise histone proteins and the cost of translating such proteins, the
total nucleosome-associated cost is ∼ 160Lg P. The range of vari-
ation for this cost among eukaryotes is of minor significance for
the types of issues being evaluated here (SI Appendix, Supple-
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Taking all of the above into consideration, in units of ATP

hydrolyses, we estimate the summed replication-associated costs
of a bacterial gene to be

CDNA, b ’ 101Lg, [2a]

whereas for a haploid eukaryote
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Doubling the preceding cost for a diploid eukaryote yields
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Fig. 1. (A) The costs associated with maintaining and producing a cell for a
variety of bacteria (black) and unicellular eukaryotes (blue). The red points,
which denote data for cultures of cells from multicellular species, are included
for comparative purposes but were not used in the regressions. (B) Minimum
cell-division times for unicellular species, normalized to 20 °C, with significant
regression lines shown for individual phylogenetic groups. The upper dotted
line denotes cell-division times that are expected to result in 50% of the cellular
energy budget being allocated to maintenance; the dashed line demarcates the
apparent absolute lower bound to volume-specific cell-division times across the
tree of life. Data sources are provided in the tables in SI Appendix.
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coordination among functionally related multiple traits
(Pigliucci 2003; Pigliucci and Preston 2004; Tomkins
et al. 2005; Klingenberg 2008). Although morphological in-
tegration is undoubtedly based on developmental processes
that are regulated by gene networks, the proximate mecha-
nisms are poorly understood (Klingenberg 2004, 2008). Ba-
sically, animal morphology consists of different “modules”
that are regulated via different sets of genes. This may re-
sult in complications when simultaneous modifications of
different modules are required during development (Klingen-
berg 2004). Morphological integration is a process that re-
quires different coordinated changes in different body mod-
ules at the same time. Thus, theoretically, pleiotropic factors
that affect multiple modules should resolve such problems
with associated changes (Cheverud 1996; West-Eberhard
2003).

Hormones are excellent candidates for investigating
pleiotropic factors. They are involved in various biological
processes, including developmental regulation and the re-
sulting structures of life-history traits and sexually selected
traits (reviewed in Flatt et al. 2005). In insects, juvenile hor-
mone (JH) broadly regulates molting and metamorphosis
(Champlin and Truman 1998; Truman and Riddiford 2002).
JH is also known to have growth factor like functions and
to be involved in the exaggeration of sexually selected traits
(Emlen and Nijhout 1999, 2001; Fry 2006; Gotoh et al. 2011).
Moreover, several recent studies have demonstrated that ex-
ogenous JH exaggerated sexually selected traits, but impaired
life-history traits (Rantala et al. 2003; Fry 2006; Contreras-
Garduño et al. 2010). This suggests that JH may mediate
resource allocations related with exaggerated traits (Zera
et al. 2007). Therefore, JH may be a key factor that me-
diates the integration between exaggerated and supportive
traits.

Here, we test the hypothesis that JH mediates the integra-
tion between exaggerated and supportive traits by artificially
elevating JH titers in an armed beetle. Males of the broad-
horned flour beetle Gnatocerus cornutus usually fight for ter-
ritories by using their enlarged mandibles (Fig. 1; Okada
et al. 2006; Okada and Miyatake 2010a). Okada and Miy-
atake (2009) suggested that their head, prothorax, and the
forelegs mechanically support their enlarged mandibles and
aid in the pushing, biting, and lifting-up of opponents dur-
ing male combat. In addition, males with larger weapons
possess relatively larger heads, prothoraxes, and forelegs, as
observed in other armed beetles (Otte and Stayman 1979;
Tatsuta et al. 2004; Okada et al. 2007). Thus, these somatic
characters are morphologically integrated with the enlarged
mandibles and behaviorally support the mandible function
in G. cornutus (Okada and Miyatake 2009). In this study, we
used methoprene as a JH analog (JHA) to elevate JH titers
during the larval to prepupal developmental period. We then

Fig. 1. Scanning Electron Microscope (SEM) images of broad-
horned flour beetle Gnatocerus cornutus. (A and C) Male lateral
and dorsal views. (B and D) Female lateral and dorsal views.

investigated whether JH enhances mandible growth and the
growth of supportive characters.

MATERIALS AND METHODS

Broad-horned flour beetle (G. cornutus)
Gnatocerus cornutus males have large mandibles and a
pair of head horns, but the females lack these structures
(Fig. 1). The stock population originated from adults col-
lected in the Miyazaki City (31◦54′, 131◦25′), Japan, and
had been maintained in the laboratory of the National
Food Research Institute, Japan, for about 50 years on
whole meal flour enriched with yeast as food (Okada and
Miyatake 2010a). The stock population was reared in a
plastic container (diameter, 40 mm; height, 30 mm) and
was provided with an excess of the culture medium. We
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Table 1. The effects of JH analog (JHA) on developmental schedule in the male

Stage Untreated (n = 49) Acetone (n = 52) High JH (n = 26) Low JH (n = 42)

Treatment-prepupa 5.45 ± 0.14a 5.60 ± 0.14a 6.79 ± 0.16b 6.88 ± 0.20b
Prepupa 2.80 ± 0.10 2.69 ± 0.14 2.90 ± 0.11 2.61 ± 0.10
Pupa 8.17 ± 0.08ab 8.25 ± 0.12a 8.00 ± 0.09a 8.52 ± 0.09b

Different characters indicate statistically significant differences (P < 0.05) by general linear mixed (GLM) model following sequential Bonferroni
correction.

wing area (Table 2). Because interactions between treatment
and body size were not significant, trait values of nontarget
traits were shown as EMMs. For the head and genae widths
and the head, horn, and prothorax lengths, the EMMs were
significantly larger in the high JH treatment compared to
the acetone and untreated controls (Fig. 3A–E, supporting
information Fig. S1, A–E). In contrast, the EMMs of ely-
tra length and hind wing area were significantly smaller in
the high JH group compared to the acetone and untreated
controls (Fig. 3, F and H, supporting information Fig. S1,
F and H). JHA treatment had no significant effects on ely-
tra width or fore femur, mid femur, and hind femur lengths
(Table 2). Thus, JHA application produced no significant
responses in these traits (Fig. 3, G and I–K, supporting in-
formation Fig. S1, G and I–K). In summary, effects of JHA
treatment on trait sizes were variable among the body parts
(Fig. 4).

DISCUSSION

Our results show that when applied just before prepupal de-
velopment, exogenous JH can enlarge the mandible size of
G. cornutus males in a dose-dependent manner. JHA ap-
plication delayed the onset of pupation for approximately
1.3 days (Table 1), but the adult body size was not affected
by JHA treatment (Fig. 2). Thus, this delay could potentially
allow exaggerated body parts to grow larger. Recent stud-
ies documented that JH regulates the nutrition-dependent
expression of exaggerated traits (Emlen and Nijhout 1999;
Hartfelder and Emlen 2005; Truman et al. 2006; Gotoh
et al. 2011). In the stag beetle Cyclommatus metallifer, well-
fed male prepupa had higher JH titers than the poorly fed
ones, and the mandible epithelial tissues of well-fed males
undergo intense proliferation (Gotoh et al. 2011). Similar
nutritional effects on mandible size also exist in G. cornutus

Fig. 2. The effects of JH analog (JHA) on
body size (prothorax width) and mandible
length.
(A) Scatter plots of adult morphology
of high juvenile hormone (JH) treatment
(solid circle), low JH treatment (open cir-
cle), acetone treatment (gray circle), and
untreated control (gray dots). Colors of
regression lines corresponds treatments.
Black solid line: high JH, black dashed
line: low JH, gray solid line: acetone, gray
dashed line: untreated. (B and C) Absolute
values of prothorax widths and mandible
lengths. (D) Estimated marginal means of
mandible lengths. Different characters in-
dicate statistically significant differences
(P < 0.05) by general linear mixed (GLM)
model following sequential Bonferroni cor-
rection, n = 40 each.
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Fig. 3. The effects of JH analog (JHA) on
nontarget traits.
Different characters indicate statistically
significant differences (P < 0.05) by gen-
eral linear mixed (GLM) model follow-
ing sequential Bonferroni correction. Sizes
are displayed as estimated marginal means,
n= 40 each.

—Ressource allocation and competition between different 
morphological traits within an organism given limited resources

Nijhout, H. F., and Emlen, D. J. 1998. Competing body parts in the development and evolution of insect morphology. Proc. Natl. Acad. Sci. USA 95: 3685–3689. 
Nijhout, H. F., and Wheeler, D. E. 1996. Growth models of complex allometries in holometabolous insects. Am. Nat. 148: 40–56. 

thoracic wings were removed from larvae submerged in lepi-
dopteran saline, through a small slit made in the lateral
thoracic body wall. After surgery the larvae were allowed to
recover for 1 h on saline-wetted filter paper and then trans-
ferred to individual rearing containers with fresh diet. Control
larvae underwent a sham operation, consisting of anestheti-
zation and wounding but without removal of the discs.

After metamorphosis, a compensatory response was ob-
served in the relative size of the adult fore wings, and this
response was proportional to the number of hind wing discs
removed (Fig. 1b). Larvae whose hind wing discs were re-
moved developed into adults with fore wings that were dis-
proportionately large for their body size. We also examined
other body parts for compensatory growth and found addi-
tional changes in the relative sizes of the thorax and forelegs
but not in the head or abdomen (Fig. 1c).

These results reveal competition among growing traits in
these butterflies and illustrate that the ontogeny of body form
may be sensitive to resource allocation tradeoffs operating
within a developing animal. Because in these butterflies the

fore wings, hind wings, and legs appear to compete for
resources during development, enlargement of one trait should
interfere with the simultaneous enlargement of the others.
This competition among body parts may restrict the range of
morphological variation that is possible, and variant pheno-
types in which more than one of these structures are simulta-
neously enlarged may be produced less frequently than others,
if at all.

Beetle Horns. To address the question whether morpholog-
ical allocation tradeoffs can, in fact, affect character evolution,
we tested whether competition among body parts was respon-
sive to artificial selection in horned beetles. Beetle horns are
exaggerated extensions of exoskeleton, expressed only in males
(Fig. 1d). They are used in intrasexual combat over access to
females and provide one of the classical examples of sexual
selection (1, 27–29). Like butterfly wings, beetle horns con-
stitute a substantial investment for a developing animal. And
as in butterfly wings, horn development does not begin until
the larva has stopped feeding and thus occurs in an essentially
closed system in which resource allocation tradeoffs might be
detectable.

FIG. 1. Resource allocation tradeoffs in the development of butterfly wings and beetle horns. Species illustrated are P. coenia (a) and O. taurus
(d). One or two hind wing imaginal discs were excised from caterpillars of P. coenia during the second day of the final larval instar and the
compensatory responses of fore wings and other tissues was measured in the adults that developed from these larvae. (b) Animals with excised
hind wings developed disproportionally large fore wings for their body sizes (one-way analysis of covariance, with body dry weight as covariate F !
51.010, P ! 0.0001), and the magnitude of this effect depended on the number of hind wings removed. (c) Removal of hind wings also affected
other traits. Males with reduced number of hind wings developed disproportionally large thoracic dry weight and foreleg femur length, but the
relative dry weights of the head and abdomen were unaffected (F values shown are for the effect of hind wing removal in one-way analysis of
covariance, with body dry weight as covariate). Developmental time was not affected by the surgery [duration of final larval instar (mean " SD):
sham-operated controls, 6.50 " 0.86 days; one wing removed, 6.42 " 0.99 days; two wings removed, 6.94 " 0.68 days). In O. acuminatus, male horn
size was altered through artificial selection. After seven generations of selection, males selected for relatively long horns had significantly longer
horns than males selected for relatively short horns (25). (e) Heritable changes in the relative length of male horns resulted in negatively correlated
changes in the sizes of male eyes (one-way analysis of covariance with body size, measured as width of prothorax, as the covariate, F ! 330.355,
P ! 0.0001). ( f) Compensation only involved the compound eyes; the relative sizes of other structures were unaffected by selection on horn size
(F values for one-way analysis of covariance for the effect of artificial selection on horn length with prothorax width as the covariate). Results of
these experiments show that butterfly wings and beetle horns compete with certain other traits during growth and that the relative sizes of these
traits is significantly affected by resource allocation tradeoffs within the developing animal.
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  Cellular Energy Demand

directs growth rateOrganismal
multi scale  

Energy Supply
constraints growth rate

Species and Organ specific

Intrinsic 
Organ size 

measurement

17



• Energy delivery and organ size

Thomas LECUIT   2019-2020

http://clipart-library.com/clipart/

Energy
uptake

Energy
delivery

https://

Colloquium

Allometric scaling of metabolic rate from molecules
and mitochondria to cells and mammals
Geoffrey B. West* †‡, William H. Woodruff* § , and James H. Brown†¶!

*Los Alamos National Laboratory, Los Alamos, NM 87545; †Santa Fe Institute, 1399 Hyde Park Road, Santa Fe, NM 87501; and ¶Department of Biology,
University of New Mexico, Albuquerque, NM 87131

The fact that metabolic rate scales as the three-quarter power of
body mass (M) in unicellular, as well as multicellular, organisms
suggests that the same principles of biological design operate at
multiple levels of organization. We use the framework of a general
model of fractal-like distribution networks together with data on
energy transformation in mammals to analyze and predict allo-
metric scaling of aerobic metabolism over a remarkable 27 orders
of magnitude in mass encompassing four levels of organization:
individual organisms, single cells, intact mitochondria, and enzyme
molecules. We show that, whereas rates of cellular metabolism in
vivo scale as M!1/4, rates for cells in culture converge to a single
predicted value for all mammals regardless of size. Furthermore, a
single three-quarter power allometric scaling law characterizes the
basal metabolic rates of isolated mammalian cells, mitochondria,
and molecules of the respiratory complex; this overlaps with and
is indistinguishable from the scaling relationship for unicellular
organisms. This observation suggests that aerobic energy trans-
formation at all levels of biological organization is limited by the
transport of materials through hierarchical fractal-like networks
with the properties specified by the model. We show how the mass
of the smallest mammal can be calculated (!1 g), and the observed
numbers and densities of mitochondria and respiratory complexes
in mammalian cells can be understood. Extending theoretical and
empirical analyses of scaling to suborganismal levels potentially
has important implications for cellular structure and function as
well as for the metabolic basis of aging.

The classic allometric scaling relationship relating metabolic
rate (B) to body mass (M),

B ! B0M
3⁄4 [1]

(with B0 being a normalization coefficient), was formulated first
for mammals and birds by Kleiber in the 1930s (1–4). It has since
been extended to a wide range of organisms from the smallest
microbes (!10"13 g) to the largest vertebrates and plants (!108

g; refs. 4 and 5). Although the value of B0 varies among broad
taxonomic or functional groups (endotherms, ectotherms, pro-
tists, and vascular plants; ref. 4), the value of the scaling exponent
(b) is invariably close to 3⁄4. Furthermore, many other physio-
logical variables such as lifespan, heart-rate, radius of aorta,
respiratory rate, and so on scale with exponents that are typically
simple multiples of 1⁄4 (2). The origin of the universal quarter
power and, in particular, of the 3⁄4 exponent in Eq. 1 rather than
a linear relationship (b # 1) or a simple Euclidean surface-to-
volume relationship (b # 2⁄3) has been sought for decades. A
quantitative theoretical model (6) has been developed that
accounts for quarter-power scaling on the basis of the assump-
tion that metabolic rates are constrained by the rate of resource
supply. Accordingly, allometric exponents are determined from
generic universal properties of hierarchical transport networks
such as the vascular systems of mammals and plants, which occur
naturally in biological systems. More generally, it has been shown

that quarter powers reflect the effective four-dimensional frac-
tal-like character of biological networks (7).

In this paper we apply the general ideas underlying the model to
show how the scaling of metabolism can be extended down through
all levels of organization from the intact organism to the cell,
mitochondrion, respiratory complex, and ultimately to an individual
molecule of cytochrome oxidase, the terminal enzyme of cellular
respiration. Accordingly, a relatively simple variant of Eq. 1 con-
nects complex biological phenomena spanning an astounding 27
orders of magnitude in mass from a single molecule to the largest
mammal. We know of no precedent for this observation nor any
previous theory that could explain it. Its universal character clearly
reflects something fundamental about the general principles of
biological design and function. The extension of scaling phenomena
down to the molecular level offers potentially important insights
into the organization of metabolic pathways within cells and
organelles as well as into how these fundamental units are inte-
grated functionally at higher levels of organization. In addition to
showing how the general principles of the network model account
for these phenomena, we show how the turnover rate of the enzyme
molecules of the respiratory complex propagates through the
hierarchy to limit the maximum aerobic metabolic capacity of whole
organisms. Furthermore, the allometric scaling of metabolism at
cellular and molecular levels focuses attention on processes asso-
ciated with aging and mortality.

The origin of b # 3⁄4 for both animals and plants follows from
three key properties of their branching transport systems (6): (i)
networks are space-filling (thus, for example, they must reach
every cell in the organism), (ii) their terminal branch units such
as capillaries in the circulatory system or mitochondria within
cells are the same size, respectively, for all organisms or cells of
the same class, and (iii) natural selection has acted to minimize
energy expenditure in the networks. More generally, the uni-
versal quarter power can be derived by assuming that the number
of terminal units (such as capillaries or mitochondria) in the
hierarchical network is maximized when scaled (7). Because this
latter argument does not invoke any specific structural design or
dynamical mechanism, it can be expected to hold at all levels of
biological organization. Because this model works so well for
plants and animals with macroscopic vascular systems, it is
natural to speculate that similar geometric constraints affect
transport processes at the cellular, organelle, and molecular
levels. The observation that b # 3⁄4 for unicellular (4) as well as
multicellular organisms suggests that the distribution networks
within single cells obey the same design principles. Furthermore,
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Questions:  
1) Is the growth of different organs programmed deterministically (ie. 

genetically)? Autonomous growth. 
2) Is organ growth rather coordinated between organs, via feedback 

mechanisms? Regulative growth. 
3) How is growth between the left and right sides adjusted to minimise 

fluctuations and asymmetry? 
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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Programmed vs Self-organised regulation of Growth 

• hierarchical
• modular
• deterministic rules (ie. genetically encoded)

Thomas LECUIT   2019-2020

• no hierarchy
• feedbacks
• statistical rules
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• Intrinsic and Extrinsic regulation of growth: organ and lineages
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cannotbe replenished,but thenumberof cells producedby
each progenitor is expanded (Figure 3Bd). Of importance,
the second scenario requires that the progenitor cells can
undergo a higher than normal number of cell divisions
without exhausting their potential, at least within a certain
limit. In summary, growth regulation implies the existence
of mechanisms capable of: 1) assessing the size of an organ/
progenitor pool; and 2) triggering an increase or decrease
in growth. The processes underlying assessment of organ
size have been recently reviewed (17), and thus, in Section

II.C, we review what is known about
the control of organ growth.

b. Response to impaired proliferation.
Adjustment of organ size after a tran-
sient decrease in cell proliferation
can potentially utilize at least two
distinct strategies. One possibility is
to use the same active mechanisms
utilized by regulative organs in re-
sponse to cell ablation, such that
growth rate is adapted to organ size
(see Section II.C). The alternative
possibility is that organ size is not
assessed and instead the growth rate
of the organ is inversely dependent
on the amount of growth achieved
(eg, number of cell divisions), such
that the organ behaves autono-
mously and stops growing when a
particular number of cell divisions is
reached. In this case, the organ can-
not cope with cell addition/ablation
because the total number of cell di-
visions remains unaltered by the per-
turbation. We elaborate more on this
strategy in Section II.C.

C. Intrinsic and extrinsic
mechanisms of growth control in
vertebrates

1. General strategies to control organ
growth

Table 1 summarizes three basic
strategies that could be employed to
control organ growth and size: 1)
negative feedback between organ
mass and growth; 2) balanced re-
placement of damaged/unfit cells;
and 3) growth cessation after a de-
fined amount of growth. The first
two strategies are able to compen-

sate for cell addition/loss, whereas the last one can only
cope with impaired proliferation.

a. Negative feedback between organ mass and growth. A cen-
tury ago, a negative feedback mechanism was postulated
to explain why some organs resume/accelerate growth af-
ter cell loss but do not overgrow once they recover a nor-
mal size (18). The basic concept inherent to this mecha-
nism is that the affected organ produces growth inhibitors
in an amount proportional to its mass. Such putative

Figure 3.

Figure 3. Autonomous and regulative organ growth. A, Response of autonomous (a) and
regulative (b) organs to cell addition. B, Normal organ development (a) compared to different
outcomes upon cell ablation, depending on whether the organ follows an autonomous program
(b) or there is regulation based on the pool of progenitors (c) or on the size of the organ (d).
(Figure was based on Ref. 98.)

doi: 10.1210/er.2015-1048 press.endocrine.org/journal/edrv 649

The Endocrine Society. Downloaded from press.endocrine.org by [${individualUser.displayName}] on 14 August 2016. at 11:45 For personal use only. No other uses without permission. . All rights reserved.

Thymus Spleen

cannotbe replenished,but thenumberof cells producedby
each progenitor is expanded (Figure 3Bd). Of importance,
the second scenario requires that the progenitor cells can
undergo a higher than normal number of cell divisions
without exhausting their potential, at least within a certain
limit. In summary, growth regulation implies the existence
of mechanisms capable of: 1) assessing the size of an organ/
progenitor pool; and 2) triggering an increase or decrease
in growth. The processes underlying assessment of organ
size have been recently reviewed (17), and thus, in Section

II.C, we review what is known about
the control of organ growth.

b. Response to impaired proliferation.
Adjustment of organ size after a tran-
sient decrease in cell proliferation
can potentially utilize at least two
distinct strategies. One possibility is
to use the same active mechanisms
utilized by regulative organs in re-
sponse to cell ablation, such that
growth rate is adapted to organ size
(see Section II.C). The alternative
possibility is that organ size is not
assessed and instead the growth rate
of the organ is inversely dependent
on the amount of growth achieved
(eg, number of cell divisions), such
that the organ behaves autono-
mously and stops growing when a
particular number of cell divisions is
reached. In this case, the organ can-
not cope with cell addition/ablation
because the total number of cell di-
visions remains unaltered by the per-
turbation. We elaborate more on this
strategy in Section II.C.

C. Intrinsic and extrinsic
mechanisms of growth control in
vertebrates

1. General strategies to control organ
growth

Table 1 summarizes three basic
strategies that could be employed to
control organ growth and size: 1)
negative feedback between organ
mass and growth; 2) balanced re-
placement of damaged/unfit cells;
and 3) growth cessation after a de-
fined amount of growth. The first
two strategies are able to compen-

sate for cell addition/loss, whereas the last one can only
cope with impaired proliferation.

a. Negative feedback between organ mass and growth. A cen-
tury ago, a negative feedback mechanism was postulated
to explain why some organs resume/accelerate growth af-
ter cell loss but do not overgrow once they recover a nor-
mal size (18). The basic concept inherent to this mecha-
nism is that the affected organ produces growth inhibitors
in an amount proportional to its mass. Such putative

Figure 3.

Figure 3. Autonomous and regulative organ growth. A, Response of autonomous (a) and
regulative (b) organs to cell addition. B, Normal organ development (a) compared to different
outcomes upon cell ablation, depending on whether the organ follows an autonomous program
(b) or there is regulation based on the pool of progenitors (c) or on the size of the organ (d).
(Figure was based on Ref. 98.)

doi: 10.1210/er.2015-1048 press.endocrine.org/journal/edrv 649

The Endocrine Society. Downloaded from press.endocrine.org by [${individualUser.displayName}] on 14 August 2016. at 11:45 For personal use only. No other uses without permission. . All rights reserved.

Autonomous 
Growth

Regulative 
Growth

1 graft

multiple
grafts

normal development

autonomous growth

regulative growth
(progenitor pool size)

regulative growth
(final organ size)

• Cell ablation experiments

• Graft experiments

Roselló-Díez A, Joyner AL. Endocr Rev. (2015);36(6):646-80. Review.

Metcalf D. Transplantation. (1964); 2:387–392. 

Metcalf D. Austr J Exp Biol Med Sci. 
(1963); 41:437– 447 

AI Penzo-Mendez and BZ Stanger. (2015) CSH Perspect Biol doi: 10.1101/cshperspect.a019240  Review 

20



Thomas LECUIT   2019-2020

• Extrinsic control of growth: existence of a humoral relay signal
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2153Nutritional control of the cell cycle

during the 1 day of normal feeding (Fig. 3A,D). When larvae
were labeled with BrdU for a 24 hour period while feeding
normally, virtually every endoreplicating cell in the larval gut
and fat body incorporated BrdU (Fig. 3A,D), as well as most
cells in the salivary glands, epidermis and trachea (data not
shown). However, when BrdU incorporation was performed
during the 24 hour period immediately following food
withdrawal a subset of the endoreplicating cells of the gut, fat
body, epidermis, trachea and salivary glands did not label
(compare Fig. 3B,E with Fig. 3A,D and data not shown).
Between 48 and 72 hours after food withdrawal, none of the
endoreplicating cells in the fat body incorporated BrdU (Fig.
3F) and in the gut only a few endoreplicating cells in the
midgut labeled (Fig. 3C, data not shown). Occasional
epidermal, tracheal and salivary gland nuclei were observed to
incorporate BrdU as well (data not shown). By the fifth day
after food withdrawal, no epidermal cells incorporated BrdU,
but occasional midgut, salivary gland, and tracheal cells did
label. These results show that unlike the neuroblasts, ERTs
require nutrition to maintain the cycling state. The larval fat
body shows the most rapid response to nutrient withdrawal,

followed by the majority of the gut and epidermal cells. In
addition to shutting down the cell cycle, the fat body also shows
dramatic changes in texture and opacity in response to
starvation (compare Fig. 3F with 3D).

The crucial dietary component for cell cycle
activation is amino acids
To understand what dietary component(s) is critical for cell
cycle initiation we utilized a synthetic complete diet defined
by Sang (1978). Larvae were hatched on either complete
medium or medium lacking various classes of dietary
components (Table 1). Growth and survival were monitored for
up to 12 days, and BrdU incorporation was examined after a
24 hour pulse on the third day of culture. Larvae cultured on
synthetic complete medium grew normally and pupariated after
4 to 5 days. BrdU incorporation was observed in all tissue types
in these larvae. Larvae cultured on media which lacked either
nucleotide precursors, lipids, or vitamins were able to grow to
the late second or early third instar before dying. All tissue
types incorporated BrdU after culture on these media as well.
In contrast, larvae cultured on medium lacking amino acids did
not grow, and the only cells which incorporated BrdU were the
MBNbs and germ cells. To determine whether one specific
amino acid was required as a signal for cell cycle activation,
each of the eleven essential amino acids was added back
individually to the amino acid drop-out media. No single amino
acid was sufficient to rescue larval growth or cell cycle
activation, suggesting that protein synthesis is required for cell
cycle activation and growth.

Inclusion of the protein synthesis inhibitor cycloheximide in
the complete synthetic medium blocked larval growth and cell
cycle activation as well as BrdU incorporation into all cells
including the MBNbs. Cycloheximide had no effect on
viability and the block to growth and development was
reversible for more than 12 days (Table 1). The ability of the
MBNbs to cycle in the absence of nutrition but not in the
presence of cycloheximide suggests that starved larvae do
possess enough stores of amino acids to allow some protein
synthesis, however higher levels of protein synthesis must be
required for the activation of quiescent cells.

Amino acids are not sufficient for the initiation of
DNA replication in cultured larval tissues
To determine whether the requirement for amino acids was
tissue-autonomous or if amino acids were required at the
organismal level, we incubated tissues dissected from starved
larvae in D-22 insect cell culture medium. Since D-22 is rich
in all the essential amino acids, if the requirement for amino
acids is at the cell or tissue level it should be provided by the
culture medium. The quiescent larval CNS was dissected from
larvae which had been starved for 3 days from hatching, and
then cultured for 4 days. BrdU was added either immediately
or for the final day of culture. BrdU incorporation was only
observed in the MBNbs (Fig. 5A). When the quiescent larval
gut or fat body was cultured in the presence of BrdU for up to
4 days, no incorporation was observed (data not shown). As a
positive control, central nervous systems were dissected from
fed third instar larvae and cultured. BrdU was added for the
final day of culture. The larval neuroblasts incorporated BrdU
even after 4 days in culture, demonstrating that our culture
system was capable of supporting survival and cell cycle

Fig. 3. The endoreplication cycles require continuous nutrition. BrdU
incorporation patterns in larval gut (A-C) and fat body (D-F) after
food withdrawal. Larvae were fed fly food for one day before
transfer to sucrose. BrdU was added either during the one day of
feeding (A,D), immediately following food withdrawal (B,E), or two
days after food withdrawal (C,F). Larvae were dissected
approximately 24h after addition of BrdU.
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required for the activation of quiescent cells.

Amino acids are not sufficient for the initiation of
DNA replication in cultured larval tissues
To determine whether the requirement for amino acids was
tissue-autonomous or if amino acids were required at the
organismal level, we incubated tissues dissected from starved
larvae in D-22 insect cell culture medium. Since D-22 is rich
in all the essential amino acids, if the requirement for amino
acids is at the cell or tissue level it should be provided by the
culture medium. The quiescent larval CNS was dissected from
larvae which had been starved for 3 days from hatching, and
then cultured for 4 days. BrdU was added either immediately
or for the final day of culture. BrdU incorporation was only
observed in the MBNbs (Fig. 5A). When the quiescent larval
gut or fat body was cultured in the presence of BrdU for up to
4 days, no incorporation was observed (data not shown). As a
positive control, central nervous systems were dissected from
fed third instar larvae and cultured. BrdU was added for the
final day of culture. The larval neuroblasts incorporated BrdU
even after 4 days in culture, demonstrating that our culture
system was capable of supporting survival and cell cycle

Fig. 3. The endoreplication cycles require continuous nutrition. BrdU
incorporation patterns in larval gut (A-C) and fat body (D-F) after
food withdrawal. Larvae were fed fly food for one day before
transfer to sucrose. BrdU was added either during the one day of
feeding (A,D), immediately following food withdrawal (B,E), or two
days after food withdrawal (C,F). Larvae were dissected
approximately 24h after addition of BrdU.
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during the 1 day of normal feeding (Fig. 3A,D). When larvae
were labeled with BrdU for a 24 hour period while feeding
normally, virtually every endoreplicating cell in the larval gut
and fat body incorporated BrdU (Fig. 3A,D), as well as most
cells in the salivary glands, epidermis and trachea (data not
shown). However, when BrdU incorporation was performed
during the 24 hour period immediately following food
withdrawal a subset of the endoreplicating cells of the gut, fat
body, epidermis, trachea and salivary glands did not label
(compare Fig. 3B,E with Fig. 3A,D and data not shown).
Between 48 and 72 hours after food withdrawal, none of the
endoreplicating cells in the fat body incorporated BrdU (Fig.
3F) and in the gut only a few endoreplicating cells in the
midgut labeled (Fig. 3C, data not shown). Occasional
epidermal, tracheal and salivary gland nuclei were observed to
incorporate BrdU as well (data not shown). By the fifth day
after food withdrawal, no epidermal cells incorporated BrdU,
but occasional midgut, salivary gland, and tracheal cells did
label. These results show that unlike the neuroblasts, ERTs
require nutrition to maintain the cycling state. The larval fat
body shows the most rapid response to nutrient withdrawal,

followed by the majority of the gut and epidermal cells. In
addition to shutting down the cell cycle, the fat body also shows
dramatic changes in texture and opacity in response to
starvation (compare Fig. 3F with 3D).

The crucial dietary component for cell cycle
activation is amino acids
To understand what dietary component(s) is critical for cell
cycle initiation we utilized a synthetic complete diet defined
by Sang (1978). Larvae were hatched on either complete
medium or medium lacking various classes of dietary
components (Table 1). Growth and survival were monitored for
up to 12 days, and BrdU incorporation was examined after a
24 hour pulse on the third day of culture. Larvae cultured on
synthetic complete medium grew normally and pupariated after
4 to 5 days. BrdU incorporation was observed in all tissue types
in these larvae. Larvae cultured on media which lacked either
nucleotide precursors, lipids, or vitamins were able to grow to
the late second or early third instar before dying. All tissue
types incorporated BrdU after culture on these media as well.
In contrast, larvae cultured on medium lacking amino acids did
not grow, and the only cells which incorporated BrdU were the
MBNbs and germ cells. To determine whether one specific
amino acid was required as a signal for cell cycle activation,
each of the eleven essential amino acids was added back
individually to the amino acid drop-out media. No single amino
acid was sufficient to rescue larval growth or cell cycle
activation, suggesting that protein synthesis is required for cell
cycle activation and growth.

Inclusion of the protein synthesis inhibitor cycloheximide in
the complete synthetic medium blocked larval growth and cell
cycle activation as well as BrdU incorporation into all cells
including the MBNbs. Cycloheximide had no effect on
viability and the block to growth and development was
reversible for more than 12 days (Table 1). The ability of the
MBNbs to cycle in the absence of nutrition but not in the
presence of cycloheximide suggests that starved larvae do
possess enough stores of amino acids to allow some protein
synthesis, however higher levels of protein synthesis must be
required for the activation of quiescent cells.

Amino acids are not sufficient for the initiation of
DNA replication in cultured larval tissues
To determine whether the requirement for amino acids was
tissue-autonomous or if amino acids were required at the
organismal level, we incubated tissues dissected from starved
larvae in D-22 insect cell culture medium. Since D-22 is rich
in all the essential amino acids, if the requirement for amino
acids is at the cell or tissue level it should be provided by the
culture medium. The quiescent larval CNS was dissected from
larvae which had been starved for 3 days from hatching, and
then cultured for 4 days. BrdU was added either immediately
or for the final day of culture. BrdU incorporation was only
observed in the MBNbs (Fig. 5A). When the quiescent larval
gut or fat body was cultured in the presence of BrdU for up to
4 days, no incorporation was observed (data not shown). As a
positive control, central nervous systems were dissected from
fed third instar larvae and cultured. BrdU was added for the
final day of culture. The larval neuroblasts incorporated BrdU
even after 4 days in culture, demonstrating that our culture
system was capable of supporting survival and cell cycle
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during the 1 day of normal feeding (Fig. 3A,D). When larvae
were labeled with BrdU for a 24 hour period while feeding
normally, virtually every endoreplicating cell in the larval gut
and fat body incorporated BrdU (Fig. 3A,D), as well as most
cells in the salivary glands, epidermis and trachea (data not
shown). However, when BrdU incorporation was performed
during the 24 hour period immediately following food
withdrawal a subset of the endoreplicating cells of the gut, fat
body, epidermis, trachea and salivary glands did not label
(compare Fig. 3B,E with Fig. 3A,D and data not shown).
Between 48 and 72 hours after food withdrawal, none of the
endoreplicating cells in the fat body incorporated BrdU (Fig.
3F) and in the gut only a few endoreplicating cells in the
midgut labeled (Fig. 3C, data not shown). Occasional
epidermal, tracheal and salivary gland nuclei were observed to
incorporate BrdU as well (data not shown). By the fifth day
after food withdrawal, no epidermal cells incorporated BrdU,
but occasional midgut, salivary gland, and tracheal cells did
label. These results show that unlike the neuroblasts, ERTs
require nutrition to maintain the cycling state. The larval fat
body shows the most rapid response to nutrient withdrawal,

followed by the majority of the gut and epidermal cells. In
addition to shutting down the cell cycle, the fat body also shows
dramatic changes in texture and opacity in response to
starvation (compare Fig. 3F with 3D).

The crucial dietary component for cell cycle
activation is amino acids
To understand what dietary component(s) is critical for cell
cycle initiation we utilized a synthetic complete diet defined
by Sang (1978). Larvae were hatched on either complete
medium or medium lacking various classes of dietary
components (Table 1). Growth and survival were monitored for
up to 12 days, and BrdU incorporation was examined after a
24 hour pulse on the third day of culture. Larvae cultured on
synthetic complete medium grew normally and pupariated after
4 to 5 days. BrdU incorporation was observed in all tissue types
in these larvae. Larvae cultured on media which lacked either
nucleotide precursors, lipids, or vitamins were able to grow to
the late second or early third instar before dying. All tissue
types incorporated BrdU after culture on these media as well.
In contrast, larvae cultured on medium lacking amino acids did
not grow, and the only cells which incorporated BrdU were the
MBNbs and germ cells. To determine whether one specific
amino acid was required as a signal for cell cycle activation,
each of the eleven essential amino acids was added back
individually to the amino acid drop-out media. No single amino
acid was sufficient to rescue larval growth or cell cycle
activation, suggesting that protein synthesis is required for cell
cycle activation and growth.

Inclusion of the protein synthesis inhibitor cycloheximide in
the complete synthetic medium blocked larval growth and cell
cycle activation as well as BrdU incorporation into all cells
including the MBNbs. Cycloheximide had no effect on
viability and the block to growth and development was
reversible for more than 12 days (Table 1). The ability of the
MBNbs to cycle in the absence of nutrition but not in the
presence of cycloheximide suggests that starved larvae do
possess enough stores of amino acids to allow some protein
synthesis, however higher levels of protein synthesis must be
required for the activation of quiescent cells.

Amino acids are not sufficient for the initiation of
DNA replication in cultured larval tissues
To determine whether the requirement for amino acids was
tissue-autonomous or if amino acids were required at the
organismal level, we incubated tissues dissected from starved
larvae in D-22 insect cell culture medium. Since D-22 is rich
in all the essential amino acids, if the requirement for amino
acids is at the cell or tissue level it should be provided by the
culture medium. The quiescent larval CNS was dissected from
larvae which had been starved for 3 days from hatching, and
then cultured for 4 days. BrdU was added either immediately
or for the final day of culture. BrdU incorporation was only
observed in the MBNbs (Fig. 5A). When the quiescent larval
gut or fat body was cultured in the presence of BrdU for up to
4 days, no incorporation was observed (data not shown). As a
positive control, central nervous systems were dissected from
fed third instar larvae and cultured. BrdU was added for the
final day of culture. The larval neuroblasts incorporated BrdU
even after 4 days in culture, demonstrating that our culture
system was capable of supporting survival and cell cycle

Fig. 3. The endoreplication cycles require continuous nutrition. BrdU
incorporation patterns in larval gut (A-C) and fat body (D-F) after
food withdrawal. Larvae were fed fly food for one day before
transfer to sucrose. BrdU was added either during the one day of
feeding (A,D), immediately following food withdrawal (B,E), or two
days after food withdrawal (C,F). Larvae were dissected
approximately 24h after addition of BrdU.
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mid-third instar larvae. BrdU was added on the final day of
culture. Co-culture of quiescent central nervous systems with
fat body resulted in activation of neuroblast proliferation in the
VNC and/or brain in 75.4% of the co-cultured central nervous
systems (n=69 in nine independent cultures) (Fig. 5B), a result
never observed when the fat body was omitted from the culture
(n=71) (Fig. 5A). This fat body-dependent activation occurred
in a relatively normal spatiotemporal pattern: neuroblasts in the
larval brain activated on the third day of co-culture while
neuroblasts in the thoracic VNC activated on the fourth day of
co-culture. We also cultured quiescent central nervous systems
in the presence of gut or CNS dissected from feeding third
instar larvae, but observed no cell cycle activation under these
conditions. These results suggest that the ability to activate the
neuroblast cell cycle is specific to the larval fat body. The
configuration of the cultured tissues in our system suggests that
the mitogenic signal from the fat body must be able to diffuse,
since the fat bodies float on the surface of the medium while
the central nervous systems sink to the bottom (Fig. 5C,D).
Quiescent larval guts were also co-cultured with fed larval fat
bodies for up to 4 days in the presence of BrdU. We included
quiescent central nervous systems in these cocultures as an
internal control for cell cycle activation. Gut cells did not
reenter the cell cycle in the presence of fat bodies (n=15 in two
independent cultures) even though the quiescent central
nervous systems in the same culture did show activation
(66.7%, n=15) (data not shown). This result suggests that cell

cycle activation in the ERTs is regulated by a factor which is
distinct from the fat body mitogen.

DISCUSSION

Our results suggest that multiple pathways are involved in
regulating the onset of cell proliferation in different tissue types
in response to the global nutritional cue (Fig. 6). We show that
mitotic and endoreplicating cell cycles are regulated differently
in response to the nutritional state: the endoreplicating tissues
(ERTs) require continuous nutrition to cycle, whereas the
mitotic cells cycle in a nutrition-independent manner once
activated. In addition, the mechanism of cell cycle arrest in the
two types of quiescent cells is different: quiescent ERTs can
be driven into S-phase by ectopic expression of either of the
G1/S regulators E2F or Cyclin E, while neither of these

Fig. 5. The larval fat body produces a neuroblast mitogen. Central
nervous systems were dissected from larvae which were fed only
sucrose for 3 days after larval hatching, and then cultured for 4 days
in D-22 insect cell culture media supplemented with fetal bovine
serum (FBS) (see Materials and Methods) either without (A) or with
(B) fat bodies collected from ten feeding mid-third instar larvae. In
this example, BrdU was added after 72 hours in culture. Tissues were
fixed approximately 24 hours after addition of BrdU. (C) A
photograph of our co-culture system showing the separation of the
two tissue types in a 20 µl drop of culture medium. (D) A cartoon
representation of the photograph in C. Abbreviations are as in Fig. 1.
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Fig. 6. Nutritional regulation of cell cycle initiation in larval tissues.
A schematic diagram depicting the interactions between dietary
amino acids and cell cycle activation in different tissue types.
(A) Nutrition stimulates the quiescent cells of the larval ERTs to
enter S-phase. The requirement for dietary amino acids can be
bypassed by ectopic expression of Cyclin E or the E2F transcription
factor. Nutrition is continuously required for these tissues to remain
in the cycling state. (B) The larval neuroblasts only require
nutritional input at the time of cell cycle activation. We propose that
dietary amino acids stimulate the production or secretion of a
mitogen from the fat body which acts on the quiescent larval
neuroblasts. Starvation may regulate the production or secretion of
the fat body-derived factor.

J. Britton and B. Edgar. Development 125, 2149-2158 (1998) 

—Endoreplicating cells arrest 
growth and become quiescent 
following starvation 
(no amino acids, only sucrose)

21



Thomas LECUIT   2019-2020Thomas LECUIT   2019-2020

Neuroblasts
CNS

2155Nutritional control of the cell cycle

mid-third instar larvae. BrdU was added on the final day of
culture. Co-culture of quiescent central nervous systems with
fat body resulted in activation of neuroblast proliferation in the
VNC and/or brain in 75.4% of the co-cultured central nervous
systems (n=69 in nine independent cultures) (Fig. 5B), a result
never observed when the fat body was omitted from the culture
(n=71) (Fig. 5A). This fat body-dependent activation occurred
in a relatively normal spatiotemporal pattern: neuroblasts in the
larval brain activated on the third day of co-culture while
neuroblasts in the thoracic VNC activated on the fourth day of
co-culture. We also cultured quiescent central nervous systems
in the presence of gut or CNS dissected from feeding third
instar larvae, but observed no cell cycle activation under these
conditions. These results suggest that the ability to activate the
neuroblast cell cycle is specific to the larval fat body. The
configuration of the cultured tissues in our system suggests that
the mitogenic signal from the fat body must be able to diffuse,
since the fat bodies float on the surface of the medium while
the central nervous systems sink to the bottom (Fig. 5C,D).
Quiescent larval guts were also co-cultured with fed larval fat
bodies for up to 4 days in the presence of BrdU. We included
quiescent central nervous systems in these cocultures as an
internal control for cell cycle activation. Gut cells did not
reenter the cell cycle in the presence of fat bodies (n=15 in two
independent cultures) even though the quiescent central
nervous systems in the same culture did show activation
(66.7%, n=15) (data not shown). This result suggests that cell

cycle activation in the ERTs is regulated by a factor which is
distinct from the fat body mitogen.

DISCUSSION

Our results suggest that multiple pathways are involved in
regulating the onset of cell proliferation in different tissue types
in response to the global nutritional cue (Fig. 6). We show that
mitotic and endoreplicating cell cycles are regulated differently
in response to the nutritional state: the endoreplicating tissues
(ERTs) require continuous nutrition to cycle, whereas the
mitotic cells cycle in a nutrition-independent manner once
activated. In addition, the mechanism of cell cycle arrest in the
two types of quiescent cells is different: quiescent ERTs can
be driven into S-phase by ectopic expression of either of the
G1/S regulators E2F or Cyclin E, while neither of these

Fig. 5. The larval fat body produces a neuroblast mitogen. Central
nervous systems were dissected from larvae which were fed only
sucrose for 3 days after larval hatching, and then cultured for 4 days
in D-22 insect cell culture media supplemented with fetal bovine
serum (FBS) (see Materials and Methods) either without (A) or with
(B) fat bodies collected from ten feeding mid-third instar larvae. In
this example, BrdU was added after 72 hours in culture. Tissues were
fixed approximately 24 hours after addition of BrdU. (C) A
photograph of our co-culture system showing the separation of the
two tissue types in a 20 µl drop of culture medium. (D) A cartoon
representation of the photograph in C. Abbreviations are as in Fig. 1.
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Fig. 6. Nutritional regulation of cell cycle initiation in larval tissues.
A schematic diagram depicting the interactions between dietary
amino acids and cell cycle activation in different tissue types.
(A) Nutrition stimulates the quiescent cells of the larval ERTs to
enter S-phase. The requirement for dietary amino acids can be
bypassed by ectopic expression of Cyclin E or the E2F transcription
factor. Nutrition is continuously required for these tissues to remain
in the cycling state. (B) The larval neuroblasts only require
nutritional input at the time of cell cycle activation. We propose that
dietary amino acids stimulate the production or secretion of a
mitogen from the fat body which acts on the quiescent larval
neuroblasts. Starvation may regulate the production or secretion of
the fat body-derived factor.
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nutrient-deprived conditions. The ana gene encodes a repressor
of S-phase initiation (Ebens et al., 1993), and in fed ana mutant
larvae S-phase initiation occurs precociously. We reasoned that
ANA might be responsible for maintaining the quiescent state
of larval neuroblasts under nutrient-deprived conditions.
However, we observed no neuroblast activation in nutrient-
deprived ana mutant larvae (data not shown). This further
confirms that the trol/ana pathway is not involved in nutritional
regulation of cell cycle activation.

Once initiated, mitotic proliferation becomes
nutrition independent
To better understand the nutritional requirements for cell cycle
activation and maintenance in the larval neuroblasts, we studied
the effects of nutrient withdrawal after a feeding pulse. Larvae
were fed for either 1 or 2 days and then transferred to a sucrose
diet on which they were maintained for up to 7 days. BrdU was
added to the culture on the final day before dissection and
fixation. Neuroblasts reenter the cell cycle in an anterior to
posterior wave which initiates in the brain region, then progresses
to the thoracic VNC, and finally reaches the abdominal and
terminal VNC (see brackets in Fig. 1C). At the time of food
withdrawal, larvae which were fed for 1 day showed neuroblast
proliferation in the brain and thoracic region of the VNC (Fig.
2A), while those fed for 2 days showed proliferation in the
abdominal and terminal regions of the VNC as well (Fig. 2D).
Interestingly, we observed that neuroblasts which had reentered
the mitotic cell cycle during the feeding period continued to cycle
after nutrient withdrawal. Larvae which were fed for 1 day before
transfer to the sucrose diet continued to incorporate BrdU into
the neuroblasts in the brain and thoracic region of the VNC for
up to 7 days (Fig. 2B,C). Those larvae that were fed for 2 days
before transfer to the sucrose diet showed persistent BrdU
incorporation in the abdominal and terminal regions of the VNC
as well as the brain and thoracic VNC (Fig. 2E,F). In contrast to
the behavior of proliferating neuroblasts, neuroblasts which had
not yet activated at the time of food withdrawal remained
quiescent after food withdrawal (compare abdominal and
terminal neuroblasts in Fig 2A-C to those in Fig. 2D-F). A
reduction in the number of proliferating neuroblasts was observed
over time after food withdrawal, probably due to a subset of the
activated neuroblasts completing their programs of division
during the extended period of culture on sucrose (see Discussion).
BrdU incorporation patterns were also examined in imaginal

discs after food withdrawal. We observed that like neuroblasts,
disc cells continued to incorporate BrdU up to 7 days after food
withdrawal (data not shown). These results demonstrate that
nutrition is required for activation but not for maintenance of
mitotic proliferation. Once activated, neuroblasts and disc cells
cycle in a nutrition-independent manner like the MBNbs. 

ERTs require continuous nutrition for maintenance
of cell cycle progression
To compare the nutritional regulation of the ERTs to that of
neuroblasts, we performed a similar food withdrawal
experiment. Larvae were fed for 1 day and then transferred to
a sucrose diet for up to 5 days. BrdU was fed to the larvae
during the final 24 hours of culture prior to dissection and
fixation (Figs 3B-C,E-F). As a control, larvae were fed BrdU

J. S. Britton and B. A. Edgar

Table 1. The effects of modified diets on DNA replication
MBNb Nb and Disc ERT

replication Gonad Replication replication Survival/
Media (M) (M) (M) (ER) Rescuability

Complete Yes Yes Yes Yes NA
−inosine & uridine Yes Yes Yes Yes 10 days
−choline & cholesterol Yes Yes Yes Yes 9 days
−vitamins Yes Yes Yes Yes 6-8 days
−amino acids Yes Yes No No 10 days
−amino acids+one amino acid Yes Yes No No 10 days
complete+cycloheximide No No No No >12 days
20% sucrose/PBS Yes Yes No No 8 days

Larvae were hatched on either complete synthetic medium, medium lacking various classes of essential dietary components, or complete synthetic medium
containing 500 µg/ml cycloheximide, and monitored for growth and survival for up to 12 days. BrdU incorporation patterns were examined after a 24 hour
feeding pulse from ~48-72 hours after transfer.  Rescuability was determined by the ability of larvae to produce adult flies when transferred from synthetic media
to normal fly food. For all samples, n>20 larvae. M, mitotic cell type; ER, endoreplicating cell type.

Fig. 2. The maintenance of larval neuroblast proliferation is
nutrition-independent. BrdU incorporation patterns in the larval CNS
after food withdrawal (AFW). Larvae were fed fly food for 1 (A-C)
or 2 (D-F) days before transfer to sucrose. BrdU was added either
immediately following food withdrawal (A,D), 48 hours after food
withdrawal (B,E) or 144 hours after food withdrawal (C,F). Larvae
were dissected approximately 24 hours after addition of BrdU.
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mid-third instar larvae. BrdU was added on the final day of
culture. Co-culture of quiescent central nervous systems with
fat body resulted in activation of neuroblast proliferation in the
VNC and/or brain in 75.4% of the co-cultured central nervous
systems (n=69 in nine independent cultures) (Fig. 5B), a result
never observed when the fat body was omitted from the culture
(n=71) (Fig. 5A). This fat body-dependent activation occurred
in a relatively normal spatiotemporal pattern: neuroblasts in the
larval brain activated on the third day of co-culture while
neuroblasts in the thoracic VNC activated on the fourth day of
co-culture. We also cultured quiescent central nervous systems
in the presence of gut or CNS dissected from feeding third
instar larvae, but observed no cell cycle activation under these
conditions. These results suggest that the ability to activate the
neuroblast cell cycle is specific to the larval fat body. The
configuration of the cultured tissues in our system suggests that
the mitogenic signal from the fat body must be able to diffuse,
since the fat bodies float on the surface of the medium while
the central nervous systems sink to the bottom (Fig. 5C,D).
Quiescent larval guts were also co-cultured with fed larval fat
bodies for up to 4 days in the presence of BrdU. We included
quiescent central nervous systems in these cocultures as an
internal control for cell cycle activation. Gut cells did not
reenter the cell cycle in the presence of fat bodies (n=15 in two
independent cultures) even though the quiescent central
nervous systems in the same culture did show activation
(66.7%, n=15) (data not shown). This result suggests that cell

cycle activation in the ERTs is regulated by a factor which is
distinct from the fat body mitogen.

DISCUSSION

Our results suggest that multiple pathways are involved in
regulating the onset of cell proliferation in different tissue types
in response to the global nutritional cue (Fig. 6). We show that
mitotic and endoreplicating cell cycles are regulated differently
in response to the nutritional state: the endoreplicating tissues
(ERTs) require continuous nutrition to cycle, whereas the
mitotic cells cycle in a nutrition-independent manner once
activated. In addition, the mechanism of cell cycle arrest in the
two types of quiescent cells is different: quiescent ERTs can
be driven into S-phase by ectopic expression of either of the
G1/S regulators E2F or Cyclin E, while neither of these

Fig. 5. The larval fat body produces a neuroblast mitogen. Central
nervous systems were dissected from larvae which were fed only
sucrose for 3 days after larval hatching, and then cultured for 4 days
in D-22 insect cell culture media supplemented with fetal bovine
serum (FBS) (see Materials and Methods) either without (A) or with
(B) fat bodies collected from ten feeding mid-third instar larvae. In
this example, BrdU was added after 72 hours in culture. Tissues were
fixed approximately 24 hours after addition of BrdU. (C) A
photograph of our co-culture system showing the separation of the
two tissue types in a 20 µl drop of culture medium. (D) A cartoon
representation of the photograph in C. Abbreviations are as in Fig. 1.
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Fig. 6. Nutritional regulation of cell cycle initiation in larval tissues.
A schematic diagram depicting the interactions between dietary
amino acids and cell cycle activation in different tissue types.
(A) Nutrition stimulates the quiescent cells of the larval ERTs to
enter S-phase. The requirement for dietary amino acids can be
bypassed by ectopic expression of Cyclin E or the E2F transcription
factor. Nutrition is continuously required for these tissues to remain
in the cycling state. (B) The larval neuroblasts only require
nutritional input at the time of cell cycle activation. We propose that
dietary amino acids stimulate the production or secretion of a
mitogen from the fat body which acts on the quiescent larval
neuroblasts. Starvation may regulate the production or secretion of
the fat body-derived factor.
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during the 1 day of normal feeding (Fig. 3A,D). When larvae
were labeled with BrdU for a 24 hour period while feeding
normally, virtually every endoreplicating cell in the larval gut
and fat body incorporated BrdU (Fig. 3A,D), as well as most
cells in the salivary glands, epidermis and trachea (data not
shown). However, when BrdU incorporation was performed
during the 24 hour period immediately following food
withdrawal a subset of the endoreplicating cells of the gut, fat
body, epidermis, trachea and salivary glands did not label
(compare Fig. 3B,E with Fig. 3A,D and data not shown).
Between 48 and 72 hours after food withdrawal, none of the
endoreplicating cells in the fat body incorporated BrdU (Fig.
3F) and in the gut only a few endoreplicating cells in the
midgut labeled (Fig. 3C, data not shown). Occasional
epidermal, tracheal and salivary gland nuclei were observed to
incorporate BrdU as well (data not shown). By the fifth day
after food withdrawal, no epidermal cells incorporated BrdU,
but occasional midgut, salivary gland, and tracheal cells did
label. These results show that unlike the neuroblasts, ERTs
require nutrition to maintain the cycling state. The larval fat
body shows the most rapid response to nutrient withdrawal,

followed by the majority of the gut and epidermal cells. In
addition to shutting down the cell cycle, the fat body also shows
dramatic changes in texture and opacity in response to
starvation (compare Fig. 3F with 3D).

The crucial dietary component for cell cycle
activation is amino acids
To understand what dietary component(s) is critical for cell
cycle initiation we utilized a synthetic complete diet defined
by Sang (1978). Larvae were hatched on either complete
medium or medium lacking various classes of dietary
components (Table 1). Growth and survival were monitored for
up to 12 days, and BrdU incorporation was examined after a
24 hour pulse on the third day of culture. Larvae cultured on
synthetic complete medium grew normally and pupariated after
4 to 5 days. BrdU incorporation was observed in all tissue types
in these larvae. Larvae cultured on media which lacked either
nucleotide precursors, lipids, or vitamins were able to grow to
the late second or early third instar before dying. All tissue
types incorporated BrdU after culture on these media as well.
In contrast, larvae cultured on medium lacking amino acids did
not grow, and the only cells which incorporated BrdU were the
MBNbs and germ cells. To determine whether one specific
amino acid was required as a signal for cell cycle activation,
each of the eleven essential amino acids was added back
individually to the amino acid drop-out media. No single amino
acid was sufficient to rescue larval growth or cell cycle
activation, suggesting that protein synthesis is required for cell
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synthesis, however higher levels of protein synthesis must be
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epidermal, tracheal and salivary gland nuclei were observed to
incorporate BrdU as well (data not shown). By the fifth day
after food withdrawal, no epidermal cells incorporated BrdU,
but occasional midgut, salivary gland, and tracheal cells did
label. These results show that unlike the neuroblasts, ERTs
require nutrition to maintain the cycling state. The larval fat
body shows the most rapid response to nutrient withdrawal,
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mid-third instar larvae. BrdU was added on the final day of
culture. Co-culture of quiescent central nervous systems with
fat body resulted in activation of neuroblast proliferation in the
VNC and/or brain in 75.4% of the co-cultured central nervous
systems (n=69 in nine independent cultures) (Fig. 5B), a result
never observed when the fat body was omitted from the culture
(n=71) (Fig. 5A). This fat body-dependent activation occurred
in a relatively normal spatiotemporal pattern: neuroblasts in the
larval brain activated on the third day of co-culture while
neuroblasts in the thoracic VNC activated on the fourth day of
co-culture. We also cultured quiescent central nervous systems
in the presence of gut or CNS dissected from feeding third
instar larvae, but observed no cell cycle activation under these
conditions. These results suggest that the ability to activate the
neuroblast cell cycle is specific to the larval fat body. The
configuration of the cultured tissues in our system suggests that
the mitogenic signal from the fat body must be able to diffuse,
since the fat bodies float on the surface of the medium while
the central nervous systems sink to the bottom (Fig. 5C,D).
Quiescent larval guts were also co-cultured with fed larval fat
bodies for up to 4 days in the presence of BrdU. We included
quiescent central nervous systems in these cocultures as an
internal control for cell cycle activation. Gut cells did not
reenter the cell cycle in the presence of fat bodies (n=15 in two
independent cultures) even though the quiescent central
nervous systems in the same culture did show activation
(66.7%, n=15) (data not shown). This result suggests that cell

cycle activation in the ERTs is regulated by a factor which is
distinct from the fat body mitogen.

DISCUSSION

Our results suggest that multiple pathways are involved in
regulating the onset of cell proliferation in different tissue types
in response to the global nutritional cue (Fig. 6). We show that
mitotic and endoreplicating cell cycles are regulated differently
in response to the nutritional state: the endoreplicating tissues
(ERTs) require continuous nutrition to cycle, whereas the
mitotic cells cycle in a nutrition-independent manner once
activated. In addition, the mechanism of cell cycle arrest in the
two types of quiescent cells is different: quiescent ERTs can
be driven into S-phase by ectopic expression of either of the
G1/S regulators E2F or Cyclin E, while neither of these

Fig. 5. The larval fat body produces a neuroblast mitogen. Central
nervous systems were dissected from larvae which were fed only
sucrose for 3 days after larval hatching, and then cultured for 4 days
in D-22 insect cell culture media supplemented with fetal bovine
serum (FBS) (see Materials and Methods) either without (A) or with
(B) fat bodies collected from ten feeding mid-third instar larvae. In
this example, BrdU was added after 72 hours in culture. Tissues were
fixed approximately 24 hours after addition of BrdU. (C) A
photograph of our co-culture system showing the separation of the
two tissue types in a 20 µl drop of culture medium. (D) A cartoon
representation of the photograph in C. Abbreviations are as in Fig. 1.
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Fig. 6. Nutritional regulation of cell cycle initiation in larval tissues.
A schematic diagram depicting the interactions between dietary
amino acids and cell cycle activation in different tissue types.
(A) Nutrition stimulates the quiescent cells of the larval ERTs to
enter S-phase. The requirement for dietary amino acids can be
bypassed by ectopic expression of Cyclin E or the E2F transcription
factor. Nutrition is continuously required for these tissues to remain
in the cycling state. (B) The larval neuroblasts only require
nutritional input at the time of cell cycle activation. We propose that
dietary amino acids stimulate the production or secretion of a
mitogen from the fat body which acts on the quiescent larval
neuroblasts. Starvation may regulate the production or secretion of
the fat body-derived factor.

food deprived food deprived + 
serum containing Fat Body

J. Britton and B. Edgar. Development 125, 2149-2158 (1998) 

—Endoreplicating cells arrest 
growth following starvation

—Other tissues (eg. neuroblasts, 
imaginal discs) do not arrest cell 
division and cell growth 
following starvation.

—Growth requires a factor 
produced by the Fat body

• Extrinsic control of growth: existence of a humoral relay signal

22



Thomas LECUIT   2019-2020Thomas LECUIT   2019-2020

• Existence of a humoral relay signal required for growth
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to effect the differential growth that shapes tissues and
organs during development (see Edgar, 1999; Stocker
and Hafen, 2000; Weinkove and Leevers, 2000 for re-
views).

Here we address the possibility that Drosophila’s Inr/
PI3K signaling system is used for nutritional control dur-
ing larval development, when most of the organism’s
growth takes place. The differentiated tissues that con-
stitute the bulk of the larva use a modified cell cycle, the
endoreplication cycle. This cycle employs successive
rounds of DNA synthesis without intervening mitoses,
generating polyploid cells (Edgar and Orr-Weaver,
2001). As a result, growth of the larva-specific tissues
is achieved by increases in cell size, rather than by
increases in cell number. Endoreplication cell cycles
occur in the gut, fat body, salivary glands, malpighian
(renal) tubules, trachea, and epidermis, and are required
for growth of all of these organs and the organism as a
whole. Our previous studies showed that cell growth and
DNA replication in the endoreplicating tissues (ERTs) are
tightly regulated in response to nutrition, occurring only
when animals are fed a proteinaceous diet (Britton and
Edgar, 1998). These studies also suggested that the
rapid cell cycle shutdown that occurs in the ERTs when
larvae are starved of protein is due to the loss of circulat-
ing growth factors, rather than to starvation for amino
acids at the cellular level. The identity of these nutri-
tionally responsive growth factors, however, was un-
known. The studies detailed below reveal an essential
role for Inr/PI3K signaling in controlling the growth of
all of the polyploid larval tissues, and indicate that Dro-
sophila use this signaling system to coordinate cellular
metabolism with diet.

Figure 1. PI3K Activity Is Required for Organismal and Cellular
Growth

Results
Suppressing Inr/PI3K signaling in the fat body using the Adh-Gal4
driver (A) or ubiquitously using Act-Gal4 (B) inhibits larval growth

Inhibiting PI3K Arrests ERT Cell Growth and phenocopies starvation. Growth of animals overexpressing
and Phenocopies Starvation UAS-p60, UAS-!p60, or UAS-PTEN under control of these drivers

was monitored and compared to the growth of control animals thatTo test whether PI3K is required for larval growth, we
carried no UAS transgene. The animals shown were raised in parallelinhibited its activity by expressing p60, !p60, or PTEN
and are shown at 5 days after egg deposition (AED). (C) and (C")in large domains of the larva using the Gal4/UAS system.
show an L3 fat body in which PI3K activity was suppressed in

p60 is an adaptor that couples Inr to Dp110, and !p60 GFP-marked cells (arrows) by induction of p60 with Flp/Gal4. Red
is a deletion variant lacking part of the Dp110 binding indicates the cell surface marker CD2, and DNA is stained blue with
domain (Weinkove et al., 1999). These molecules and DAPI. (D) and (D") show growth suppression by p60 in GFP-marked

salivary gland cells (arrows) by the same treatment. Cortical actintheir mammalian homologs have dominant-negative ef-
is stained red with rhodamine-phalloidin.fects on PI3K activity when overexpressed, presumably

because they compete with endogenous Dp110/p60
complexes for binding sites on upstream activators such
as insulin receptors and IRSs (Rodriguez-Viciana et al., growth in the different larval cell types, we used the

Flp/Gal4 technique (Neufeld et al., 1998; Pignoni and1997; Kodaki et al., 1994; Weinkove et al., 1999). PTEN
is a lipid phosphatase that counteracts the enzymatic Zipursky, 1997) to express p60, !p60, or PTEN in scat-

tered cells throughout the larva. This method employsactivity of PI3K (Gao et al., 2000; Goberdhan et al., 1999).
When p60 was expressed under the control of Act-Gal4 the Act# CD2# Gal4 and hs-Flp transgenes to activate

UAS-linked target genes, including the cell marker UAS-(expressed ubiquitously) or Adh-Gal4 (expressed pre-
dominantly in fat body), larvae remained growth arrested GFPnls, in cell clones. Heat shock-independent activa-

tion of Gal4 occurred prior to the onset of larval growthin the first instar for as long as 2 weeks (Figures 1A, 1B,
and 7B). !p60 and PTEN had similar effects. Dissection and DNA endoreplication in 1%–10% of cells (depending

on organ) in the fat body, gut, salivary glands, renalof these animals revealed that all of their tissues and
organs were proportionally reduced (data not shown). (malpigian) tubules, and epidermis (see Experimental

Procedures). Cells overexpressing p60, !p60, or PTENThis developmental arrest is indistinguishable from the
effects of starvation or inhibition of protein synthesis in the salivary glands and fat body were greatly reduced

in size and had much smaller nuclei with far less DNA(Britton and Edgar, 1998; Galloni and Edgar, 1999).
To test whether PI3K was autonomously required for than adjacent control cells (Figures 1C, 1D, 3H, and
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This treatment did not arrest larval growth, and had no
detectable effect upon tGPH localization or levels in the
epidermis (data not shown). In summary, these results
indicate that cellular levels of PIP3 drop as a conse-
quence of starvation for dietary protein.

Inr/PI3K Signaling Can Bypass the Nutritional
Requirement for Cell Growth
To determine whether Inr/PI3K signaling could maintain
cell growth in the face of starvation, we used Flp/Gal4
to express Dp110 or Inr in scattered ERT cells, and then
assessed changes in cell size and DNA replication at
time points during a protein starvation regime. At larval
hatching, prior to starvation, cells expressing Dp110 or
Inr in the gut, fat body, malpighian tubules, and epider-
mis were only slightly larger than nonexpressing cells
(Figure 5A and data not shown). After several days of
starvation on 20% sucrose, Inr- or Dp110-expressing
cells in these organs were much larger than adjacent
control cells, and had visibly increased DNA content
(Figures 5B, 5C, and 5E). BrdU incorporation indicated
that gut and fat body cells expressing Dp110 or Inr
continued to replicate their DNA for at least 2 to 3 days
under starvation conditions (Figures 5D and 5F). Nor-
mally, DNA endoreplication in these cells ceases within
1 to 2 days of starvation (Britton and Edgar, 1998). A
catalytically inactive PI3K, Dp110D945A, did not promote
cell growth or DNA endoreplication, indicating that lipid
kinase activity was required. Interestingly, dMyc, a po-
tent promoter of ERT cell growth in feeding animals,
had little or no ability to promote cell growth under
starvation conditions, although it did promote DNA repli-
cation (data not shown; see Edgar and Orr-Weaver,
2001). These experiments indicate that active Inr/PI3K
signaling is sufficient to bypass the nutritional require-
ment for cellular growth and DNA replication in many
larval cell types, and that this effect is cell autonomous.

Inr/PI3K Signaling Regulates Cellular Storage
of Nutrients
To explore the means by which Inr/PI3K signaling in-
duces cell growth, we examined the morphology of fat
body cells in which PI3K activity had been manipulated.
Fat body cells accumulate large stores of protein, carbo-
hydrate, and lipids during larval life, and also produce
growth factors (Davis and Shearn, 1977; Britton and
Edgar, 1998; Kawamura et al., 1999). During the third
larval instar, these accumulations of nutrients cause fat
body cells to become opaque. These nutrients are nor-
mally utilized during metamorphosis, but if a larva
is starved, they are precociously mobilized into the
haemolymph to support the animal during the ensuing
dietary crisis (Dean et al., 1985; Keeley, 1985). This

cells of a fed (E) or starved (F) L2 larva, imaged in living animals.
(G) and (H) show the same treatments in fixed fat body tissue, with

Figure 4. PI3K Activity Is Nutrition Dependent DNA stained blue. (I) and (J) show the effects of starvation on 20%
(A)–(D) show changes in tGPH localization in the epidermis of living sucrose for 18 (I) or 36 (J) hr in epidermal cells from animals of
larvae during an experiment in which fed L2 larvae (A) were first genotype en-Gal4 UAS-Dp110; tGPH. Anterior cells (A) are normal
starved for dietary protein by culturing them in 20% sucrose/PBS and posterior cells (P) overexpress Dp110. See Figure 3A for a fed
for 2 days (B). After 8 days of starvation, these larvae were refed control of this genotype. Images (A)–(D) are matched for magnifica-
whole food for 1 (C) or 2 (D) days. (E) and (F) show tGPH in fat body tion, as are (E) and (F), (G) and (H), and (I) and (J).
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Figure 6. Inr and PI3K Activity Modulate Nutrient Storage in Fat Body and Gut Cells

Transgene expression was induced in early L3 using the Flp/Gal4 technique.
(A–D) DNA (blue) and the clonal marker UAS-GFP (green) in cells expressing the indicated genes in the fat body (A–C) or foregut (D) are shown.
DIC images of the same fields are shown below (A!–D!). Arrows indicate some GFP-positive cells that coexpress the indicated transgenes.
Note that the DIC effect varies from image to image, precluding comparisons between panels.
(E–G) TEM images of control (E and G) and Inr-expressing (E and F) fat body cells are shown. Lipid droplets appear as vacant white areas.
Nuclei are indicated by “N” and contain an electron-dense nucleolus. (E) at 2750" shows two Inr-expressing cells below (# Inr) and two wild-
type cells (WT) above. Cell membranes in this panel have been highlighted in black. (F) and (G) at 4125" show parts of single Inr-expressing
(F) and wild-type (G) cells.

PI3K activity is critical to maintaining metabolic homeo- expressing cells, and a consequent drop in levels of
haemolymph insulins.stasis under starvation conditions. The remarkable abil-

ity of Inr/PI3K-expressing cells to continue stockpiling
nutrients and grow, even in starved animals (Figure 5), Hyperactivation of Inr/PI3K Signaling Alters

Feeding Behaviormay account for the starvation sensitivity we observed
at the organismal level. This idea was supported by In performing these experiments, we noticed that larvae

that overexpressed Inr or Dp110 wandered away fromobservations made in starved tGPH larvae that overex-
pressed Dp110 in posterior compartment epidermal their food. To more carefully analyze this phenotype,

animals expressing various PI3K signaling componentscells (genotype, en-Gal4 UAS-Dp110 tGPH). In these
animals, high levels of membrane-bound tGPH per- under Adh-Gal4 control were cultured on agar plates

with red-colored food (yeast paste) in the center for !24sisted in Dp110-expressing (posterior; P) epidermal cells
until 2 days after nutrient withdrawal (Figure 4J, “P”), at hr after hatching. These animals were then scored for

the presence of red food in the gut as well as theirwhich point the animals died. In anterior (A) cells, which
did not overexpress Dp110, tGPH was completely lost proximity to the food source. Animals overexpressing

Inr, Dp110, or Dp110CAAX fed poorly (i.e., often had nofrom plasma membranes within 18 hr after nutrient dep-
rivation (Figure 4I, “A”), and tGPH protein became unde- food in the gut) and frequently wandered away from

their food (Figure 7D). Similar aberrant behaviors weretectable by 36 hr (Figure 4J, “A”). This is a much more
rapid starvation response than observed in animals that observed when Dp110 was expressed ubiquitously us-

ing Flp/Gal4, in which case nearly all animals wandereddid not contain Dp110-expressing cells (Figures 4A and
4B). Anterior epidermal cells also shrank rapidly during out of the food and pupated precociously. Thus, ele-

vated levels of Inr/PI3K signaling alter larval feedingstarvation, whereas posterior, Dp110-expressing cells
maintained their large size. These effects might result behavior, perhaps by affecting the animal’s perceived

level of hunger.from the rapid depletion of nutrients by the PI3K-

• Insulin and Pi3K signalling modulates cellular 
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the breakdown of lipids via lipolysis and b-oxidation and
the bulk degradation of cytoplasmic constituents via autop-
hagy, presumably to prevent futile cycles of synthesis and
degradation [8,9]. Cumulatively, this promotion of anabolic
activity underlies the effects on cell, tissue, and organismal
growth for which the pathway is best known. This central
node of metabolic control is intimately linked to pathways
that sense secreted growth factors as well as the cellular
abundance of amino acids, glucose, oxygen, and energy,
which are concomitantly required for full activation of
mTORC1 [10]. Growth factors and amino acids have an
especially acute effect on mTORC1 activation and it has
come to be appreciated that these two inputs act through
parallel, largely independent pathways [11–13]. We dis-
cuss the molecular events downstream of PI3K that lead to
activation of mTORC1, with emphasis on how growth
factor-stimulated PI3K signaling and amino acid signaling
are integrated at the lysosome, where mTORC1 is activat-
ed.

The primary pathway from PI3K to mTORC1: switching
on Rheb
A little more than a decade ago, the PI3K–Akt pathway
and mTOR pathway were both known to be important,
growth factor-sensitive regulators of protein synthesis and
cell growth, but whether they functioned within a linear
pathway or in parallel remained an unresolved question
[14]. Genetic and biochemical studies unified these path-
ways through identification of two missing links between
Akt and mTORC1: the small GTPase Rheb and its negative
regulator, the TSC complex [15–32]. These and subsequent
studies have shown that regulation of a switch involving
Akt, the TSC complex, and Rheb is the primary mechanism
through which PI3K signaling activates mTORC1
(Figure 1).

Direct activation of mTORC1 by Rheb
Rheb, which is essential for development in both flies and
mice, is a potent activator of mTORC1 [25,33,34]. Two
Rheb family members, Rheb1 and Rheb2 (also known as
RhebL1), are found in mammals, and although Rheb1 is
the essential isoform in mice and appears to be the domi-
nant regulator of mTORC1, both isoforms are ubiquitously
expressed [35,36] and can activate mTORC1 [37–39]. By
contrast, Rheb does not stimulate mTORC2 kinase activity
in vitro or signaling in vivo [39–41]. Active Rheb can
indirectly inhibit PI3K and mTORC2 signaling by inducing
various mTORC1-dependent negative feedback loops
[1,42]. Like all GTPases, Rheb cycles between GTP- and
GDP-bound states that differ in conformation and function.
GTP-bound Rheb, but not GDP-bound Rheb, robustly sti-
mulates mTORC1 activity [39,43] through what is likely to
be a direct interaction with the kinase domain of mTOR,
mLST8, and perhaps Raptor [39,43–45]. This role appears
to be unique to Rheb among small GTPases [28,31]. If
recombinant Rheb is purified from bacteria [39] or mam-
malian cells [43,45] and loaded with GTP, its subsequent
addition to in vitro mTORC1 kinase assays is sufficient to
stimulate mTORC1 activity toward its physiological sub-
strates. Likewise, mTORC1 exhibits in vitro kinase activi-
ty only if copurified from cells with Rheb mutants that are

highly GTP bound, but not those that are nucleotide defi-
cient [44]. Because of the unique role played by Rheb, it is
required for activation of mTORC1 in response to both
amino acids and growth factors [13].

The evidence that Rheb directly activates mTORC1 is
quite strong, but two indirect mechanisms have also been
suggested. First, active Rheb has been proposed to com-
petitively bind a putative endogenous inhibitor of
mTORC1 known as FK506-binding protein 38 (FKBP38),
thereby relieving an inhibitory interaction between
FKBP38 and the FKBP12–rapamycin binding (FRB)
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Figure 1. The pathways through which class I phosphoinositide 3-kinase (PI3K)
activates mechanistic target of rapamycin complex 1 (mTORC1). Growth factors
(including hormones, cytokines, and chemokines) activate receptor tyrosine kinases
(RTKs) or G-protein-coupled receptors (GPCRs), which, through various mechanisms,
activate PI3K. PI3K generates phosphatidylinositol-3,4,5-trisphosphate (PIP3), which
specifically binds Akt and 3-phosphoinositide-dependent kinase 1 (PDK1) promoting
the phosphorylation and activation of Akt by PDK1. Phosphorylation of Akt by
mTORC2 boosts its activity several-fold and mTORC2 activation is at least partially
PI3K dependent. Akt inhibits the tuberous sclerosis complex (TSC) complex (TSC
complex), the specific GTPase activating protein (GAP) for the small GTPase Ras
homolog enriched in brain (Rheb), through multisite phosphorylation of the TSC2
subunit. This relieves inhibition of Rheb, allowing it to become activated and
stimulate mTORC1 kinase activity. Once mTORC1 is activated by Rheb, the
simultaneous phosphorylation of its inhibitory subunit 40-kDa proline-rich Akt
substrate (PRAS40) by Akt and mTORC1 itself causes PRAS40 to dissociate from
mTORC1. This is thought to increase substrate access to the complex. Glucose,
oxygen, and energy levels are also sensed upstream of the TSC complex. Amino
acids (and glucose) are sensed upstream of mTORC1 via pathways that regulate the
Rag GTPases, which do not directly activate mTORC1 but serve to bring it in proximity
to Rheb in cells. mTORC1 directly phosphorylates numerous substrates including
ribosomal protein S6 kinase (S6K) and eukaryotic translation initiation factor
4E-binding protein (4E-BP), which mediate its control of anabolic metabolism,
cellular growth, and proliferation.
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arrest at L3 (Weinkove et al., 1999). In further tests, we
stained fat body cells for lipids with Nile red or for protein
with Texas red X succinimidyl ester (data not shown).
This revealed that the cytoplasm of Inr-expressing cells
contained many more, but much smaller, lipid droplets
than neighboring control cells. This was confirmed using
transmission electron microscopy (Figures 6E–6G). In
summary, activation of the Inr/PI3K pathway has pro-
found effects on cytoplasmic composition. These ef-
fects mimic changes in the fat body that normally take
place late in the L3 stage when nutrient storage by these
cells is maximal. Suppression of Inr/PI3K activity has
opposite effects on cytoplasmic composition, and these
appear to mimic the mobilization of nutrients that nor-
mally accompanies starvation.

Constitutive Inr/PI3K Signaling Confers
Starvation Sensitivity
Considering the above results, it should be advanta-
geous to larvae to downregulate insulin/PI3K signaling
when nutrients are limited, since this would suppress
nutrient storage and cell growth and allow nutrient mobi-
lization by tissues such as the fat body. We tested this
idea by hyperactivating Inr/PI3K signaling and then
tracking development under different nutritional condi-
tions. Several Gal4 drivers were used to induce expres-
sion in large numbers of cells, including Adh-Gal4 (ex-
pressed in the fat body, trachea, and a few cells in the
gut), en-Gal4 (expressed in posterior epidermal cells,
the hindgut, and some neural cells), Act-Gal4 (expressed
ubiquitously), and hs-Flp/Act!Cd2!Gal4 (induced by
heat shock in all cells). In several cases, overexpressed
Dp110 and Inr were tolerated in feeding animals. For
instance, animals expressing Dp110 under Adh-Gal4 or
en-Gal4 control developed without delay and eclosed
at the same frequency as controls, giving viable fertile

Figure 5. PI3K Activity Drives Cellular Growth and DNA Endorepli-
adults (Figure 7A). Inr was more deleterious, but somecation in Protein-Deprived Larvae
animals expressing Inr under Adh-Gal4 control devel-Flp/Gal4 was used to clonally express Dp110 (A–D) or Inr (E and F)
oped to the L3 stage and a few viable adults eclosedin fat body cells (A–D) or the gut (E and F). Animals were starved
(Figures 7A and 7B). Ubiquitous expression of Dp110 orof dietary protein from hatching at L1. (A) and (B) show that Dp110-

expressing cells, marked green with GFP, are nearly normal in size Inr using the Act-Gal4 driver, however, was 100% lethal
!8 hr after hatching (A), but grow dramatically during 2 days of at prelarval stages (data not shown).
starvation (B). DNA is blue and GFP is green; (A) and (B) are the In contrast, hyperactivating Inr/PI3K signaling under
same magnification. (C)–(F) show continued DNA replication in some

starvation conditions was catastrophic (Figure 7C).Dp110- or Inr-expressing cells (with large nuclei, DNA is blue) after
When Adh-Gal4 was used to drive Dp110 or Inr expres-starvation. BrdU (red) was added to the starvation media (20% su-
sion, for instance, L1 larvae raised on the sucrose/PBScrose/PBS) during the last 24 hr of a 3 day starvation regime.
diet all perished within 3 to 4 days of hatching, whereas
control animals survived 8 to 9 days (Figure 7C). Animals
expressing Dp110 under en-Gal4 control also perishedcauses the fat body cells to shrink and become clear
within 2 to 3 days, 4 to 5 days before controls, whenas they lose organelles by autophagy and deplete stored
deprived of dietary protein (data not shown). Sup-metabolites (Britton and Edgar, 1998; Dean et al., 1985).
pressing PI3K activity by expressing p60, "p60, PTEN,Expression of Inr or PI3K in fat body cells increased
or Dp110D945A using Adh-Gal4, en-Gal4, or even Act-Gal4the opacity of the cytoplasm, and thus promoted nutri-
had no effect on viability under starvation conditionsent storage (Figures 6A# and 6B#). A similar cytoplasmic
(Figures 1A, 1B, and 7C and data not shown). Animalseffect was observed in intestinal cells from L1 animals
overexpressing another growth-promoting gene, dmyc,(Figure 6D#). Close inspection revealed that in both cell
under the control of Adh-Gal4 or en-Gal4, were not star-types, ectopic Inr or PI3K decreased the size of promi-
vation sensitive (Figure 7C). These results suggest thatnent vesicles in the cytoplasm (Figures 6D# and 6E–6G).
the starvation sensitivity caused by high Inr/PI3K activityInduction of p60 in early L3 larvae had opposite effects,
is specifically related to nutrient uptake and storage,causing fat body cells to become more translucent (Fig-
functions that appear to be unique to Inr and PI3K.ure 6C#). We also observed a loss of opacity in fat bodies

from Dp110 mutants (data not shown) after their growth These results demonstrate that downregulation of Inr/

• Clonal activation of Pi3K signalling in starved 
animals induces cell growth and division. 

J. Britton et al and B. Edgar (2002) Developmental Cell, Vol. 2, 239–249 

• Thus, nutritional conditions modulate cellular 
growth mediated by Pi3K presumably via a fat 
body hormonal relay signal. 
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Question: Is the sensing mechanism 
purely cell autonomous? 

• Existence of a humoral relay signal from Fat Body

• Amino acid withdrawal blocks translation before aa 
pools are depleted in cells so there is a cellular 
amino acid sensing mechanism

• Aa levels tune the binding of repressor 4EBP1 to 
translation initiation factor EIF4E as well as activity of 
the S6K kinase via TOR signalling

—Amino-acid transport inside cells is required for growth of cells and organisms in flies

J. Colombani et al. and P. Leopold. (2003) Cell, Vol. 114, 739–749 

Cell
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Figure 1. Characterization of the slimfast
(slif) Gene

(A) The slif gene corresponds to CG11128
(hatched boxes: coding region). GAL4-
dependent transcription of P(UY)681 runs in
reverse orientation of the gene (black arrow).
(B) Phenotype of slif1 mutant: wild-type (wt)
and homozygous slif1 males are shown.
(C) Body weight, wing size, average wing cell
density, and wing cell surface in slif1 animals
compared to wt.
(D) Measurement of arginine uptake in S2
cells. Schneider S2 cells were transfected
with a control plasmid, a slif construct, or
treated with double-stranded slif RNA (RNAi).
In our conditions, only 3% of the cells are
efficiently transfected by the slif-expressing
plasmid. Average of triplicate experiments is
presented (*p ! 0.05; **p ! 0.01). RT-PCR
analysis shows slif expression in normal and
RNAi-treated S2 cells; the actin gene is used
as an internal control.

pathway does not directly respond to nutrient shortage experiments (Davis and Shearn, 1977; Britton and Edgar,
1998). Here, we demonstrate that the FB operates as a(Campbell et al., 1999; Hara et al., 1998; Kimball et al.,

1999; Patti et al., 1998; Radimerski et al., 2002). Hence, sensor for variations in nutrient levels and coordinates
growth of peripheral tissues accordingly via a humoralan intermediate sensor mechanism must link nutrient

availability to insulin/IGF signaling. mechanism.
An intriguing possibility is that specific organs could

function as nutrient sensors and induce a nonautono- Results
mous modulation of insulin/IGF growth signaling in re-
sponse to changes in nutrient levels. Here, we use a A Tool to Study the Growth Response to Variation

in Amino Acid Levelsgenetic approach in Drosophila to assess both the cellu-
lar and humoral responses to amino acid deprivation in In the course of a P[UAS]-based overexpression screen

for growth modifiers (Raisin et al., 2003), a P[UAS]-inser-the context of a developing organism. The insect fat
body (FB) has important storage and humoral functions tion line (UY681) was found to cause growth retardation

upon ectopic activation. Sequence analysis revealedassociated with nutrition, comparable to vertebrate liver
and adipose tissue. During larval stages, the FB accu- that P(UY)681 is inserted in a predicted gene (CG11128)

that encodes a putative protein showing strong homol-mulates large stores of proteins, lipids, and carbohy-
drates, which are normally degraded by autophagy dur- ogy with amino acid permeases of the cationic amino

acid transporter (CAT) family (Figure 1A and Supplemen-ing metamorphosis in order to supply the developing
tissues (Dean et al., 1985) but can also be remobilized tal Figure S1, online at http://www.cell.com/cgi/content/

full/114/6/739/DC1). The P[UAS] element is inserted induring larval life to compensate transitory nutrient short-
age. In addition to its storage function, the FB also has the first intron of the CG11128 gene, potentially driving

transcription of an antisense RNA in a GAL4-dependentendocrine activity and supports growth of imaginal disc
explants and DNA replication of larval brains in coculture manner (Figure 1A). To assess the function of this trans-

• Slimfast (Slif) is an amino acid permease of the 
cationic amino acid transporter (CAT) family

• In mutants, flies are smaller, and cells are smaller/
higher density.  Arg uptake assay in S2 cells
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Figure 2. Loss of slif Function Mimics Amino
Acid Starvation

(A) Reduction of slif function in slif1 or da-
GAL4!slifAnti larvae induces a starvation re-
sponse in the FB visible as storage vesicle
aggregation, similar to that observed in ani-
mals raised on protein-free media (sugar).
(B) Functional analysis of the slifAnti condi-
tional allele:GAL4-activation of P(UY)681 in
the wing disc using the MS1096-GAL4 driver
reduces growth. This is partially rescued by
coexpression of slif under UAS control or en-
hanced by reducing slif gene dosage with the
deficiency Df(3L)"1AK.
(C) Northern blot analysis indicates that in da-
GAL4!slifAnti larvae (slifAnti), slif RNA levels are
strongly reduced, whereas those of the star-
vation marker PEPCK1 are increased. Actin
is used as a loading control.
(D) In da-GAL4!slifAnti larvae (slifAnti), S6 kinase
activity is reduced by 80%; wt and ds6kl-1

mutant animals are used as controls. dS6K
levels are compared using anti-dS6K anti-
bodies.

porter, 3H-arginine uptake was measured in S2 cells. suffer amino acid deprivation. A major consequence of
amino acid deprivation in larvae is the remobilizationResults indicate that amino acid uptake is either en-

hanced by transfection of a CG11128 cDNA or sup- of nutrient stores in the FB, which typically results in
aggregation of storage vesicles. Consistently, fusion ofpressed by RNAi, indicating that the encoded protein

presents CAT activity ex vivo (Figure 1D). In situ hybrid- storage vesicles was observed in the FB of slif1 larvae
and was indistinguishable from that observed in animalsization revealed basal levels of CG11128 expression in

most larval tissues but much higher levels in the FB and fed on protein-free media (compare slif1 and sugar, Fig-
ure 2A).the gut, two tissues involved in amino acid processing

(Supplemental Figures S2C and S2E). GAL4 induction of P(UY)681 resulted in a growth-defi-
cient phenotype similar to that of slif1 loss of functionBy P element remobilization, we obtained an impre-

cise excision that deletes the sequences encoding the (Figures 2A and 2B). The antisense orientation of
P(UY)681 (Figure 1A) suggested that the growth defectN-terminal half of the protein (Figure 1A). 87% of homo-

zygous mutant animals die during larval stages. The few following GAL4 induction was due to an RNAi effect.
Indeed, Northern blot analysis revealed that ubiquitousviable adults emerged after a 2 day delay and were

smaller and markedly slimmer than control animals (Fig- GAL4-dependent activation of P(UY)681 using the
daughterless-GAL4 (da-GAL4) driver strongly reducedure 1B). We named the associated gene slimfast (slif )

and the excision allele slif 1. Weight measurement indi- slif mRNA levels (Figure 2C). Only two of the three alter-
native first exons are potentially affected by the anti-cated that homozygous slif 1 adult males displayed a

16% mass reduction compared to control (Figure 1C). sense RNA, possibly explaining the residual accumula-
tion of slif mRNAs in da-GAL4; P(UY)681 animals (FigureAccordingly, adult wing size was reduced by 8% due

to a reduction of both cell size and cell number (Figure 1A). Most of these animals died at larval stage, similar
to what was observed for slif1 mutants. Specific induc-1C). When the slif1 allele was in trans to Df(3L)"1AK, a

deficiency covering the locus, larval lethality was slightly tion of P(UY)681in the wing disc using the MS1096-
GAL4 driver provoked a reduction of the adult wing size,enhanced, suggesting that slif1 corresponds to a strong

hypomorphic allele. The amino acid transporter function which could be either rescued by coactivation of a UAS-
slif transgene or enhanced by reducing slif gene dosageof slif, as well as the phenotypes observed upon reduc-

tion of slif function suggest that slif mutant animals might with the heterozygous Df(3L)"1AK deficiency (Figure

• Existence of a humoral relay signal from Fat Body

J. Colombani et al. and P. Leopold. (2003) Cell, Vol. 114, 739–749 

• A slif mutant mimicks amino acid starvation:

- Fat Body cells accumulate large storage vesicles

- S6K activity is strongly reduced

• Inhibiting Slif in developing wings reduces their size consistent 
with an organ autonomous requirement in addition to a cell 
autonomous requirement
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Table 1. Systemic Growth Control by the FB

Mean Adult Emergence Adult FB Cell Nuclear
Time (Days) Weight (%) Size (%) Volume (%) n

Wt 11 100 100 100 150
Sugar (PBS 20% sucrose) ! ! 69 21 !
ppl"slifAnti 12.5 (18#C) 54 (18#C) 90 25 120
ppl"dPTEN 11 99 70 10 120
ppl"dTORTED 12 72 84 26 120
ppl"dTSC1 $ dTSC2 12.5 82 78 19 150
ppl"slifAnti $ S6K-D4 12.5 (18#C) 68 (18#C) ! ! 60

Different constructs were specifically expressed in the larval FB using the ppl-GAL4 driver: dTORTED (Hennig and Neufeld, 2002), dTSC1 and
dTSC2 (Tapon et al., 2001), dPTEN (Huang et al., 1999), and mammalian activated S6K-D4 (Zhang et al., 2000). Adult emergence time (days
at 25#C) and adult weight (% of wt) were determined. n, number of animals for each experiment. FB cell size and nuclear volume were
measured 5 days AED from images of FB tissue stained with phalloidin-rhodamin and propidium iodide. All experiments were carried at 25#C,
except when indicated. In this case, emergence time and weight were compared to wt flies maintained at the same temperature, and emergence
time was converted taking into account the increased development time of wt flies at 18#C.

Induction of slifAnti in the FB autonomously provoked ble to the phenotypes observed in slif loss-of-function
larvae. Taken together, these results prompted us toa remobilization of lipid vesicles in FB cells, as well as

a reduction in cell size and endoreduplication levels test whether the TOR pathway might participate in the
FB amino acid sensor mechanism. For this purpose, wecomparable to the effect of a diet lacking protein (Fig-

ures 4B–4C% and Table 1). Since the FB has been pro- used a truncated version of dTOR (corresponding to a
754 amino acid central region described as “toxic ef-posed to promote growth of larval tissue through endo-

crine signals (Davis and Shearn, 1977; Britton and Edgar, fector domain”), which dominantly suppresses dTOR
function in vivo (dTORTED) (Hennig and Neufeld, 2002).1998; Martin et al., 2000), reduction of FB growth might

directly affect hormone secretion and generate systemic FB-specific overexpression of dTORTED triggered vesicle
aggregation and restricted endoreduplication in FB cellsgrowth defects. To investigate this issue, larval develop-

ment was analyzed following restriction of FB growth in (Figures 4E and 4E%, Table 1). Interestingly, this was
accompanied by a developmental delay and a growthresponse to various growth antagonists. Using the ppl-

GAL4 driver, overexpression of either dPTEN or a domi- defect comparable to those induced by a mild slif down-
regulation (Table 1). A similar phenotype was observednant-negative form of the DrosophilaPI3K (dPI3KDN, not

shown) led to a pronounced reduction of FB cell size by cooverexpressing dTSC1 and dTSC2, which inhibit
the TOR pathway (Figures 4F and 4F%; Table 1). Theseand DNA endoreduplication (Figure 4D, Table 1). Al-

though this defect was stronger than that induced by phenotypes strikingly resemble those induced by slif
downregulation, demonstrating that inhibiting dTOR ac-slifAnti, aggregation of storage vesicles was not observed

(Figure 4D%). Furthermore, in these conditions, the flies tivity specifically in the FB is sufficient to trigger the
amino acid sensor.were neither delayed at eclosion, nor reduced in size

(Table 1). This indicates that the systemic growth de- Remarkably, overexpression of dPTEN in FB cells did
not induce vesicle aggregation. Moreover, although itfects induced by slifAnti expression in the FB are not due

to a moderate limitation of FB growth. induced a more pronounced growth inhibition of FB cells
than dTORTED, dTSC1, dSTC2, or slifAnti expression, it didIn conclusion, our data suggest that a sensor mecha-

nism, specifically triggered by amino acid availability, not affect general growth of the flies (Figures 4D and
4D%, Table 1). This indicates that inhibition of the PI3Koriginates from the larval FB to orchestrate develop-

mental growth. signaling pathway within the FB fails to activate the
amino acid sensor and suggests that PI3K signaling
does not participate in the amino acid sensing mecha-Downregulation of TOR Signaling Activates
nism per se.the FB Amino Acid Sensor

The growth defects induced by FB-directed slif down-
regulation at 18#C were partially rescued by coexpress- Inr/PI3K Signaling Is Downregulated in Peripheral

Tissues in Response to FB Amino Aciding Drosophila S6 kinase (not shown) or an activated
form of mammalian S6 kinase (S6K1-D4, Table1). Simi- Sensor Activation

Using a GFP-PH domain fusion protein (tGPH) as a re-larly, the strong pupal lethality induced by slif downregu-
lation at 25#C was totally rescued by coexpression of porter, it has recently been shown that PI3K activity

is downregulated in larvae deprived of dietary protein/Drosophila S6 kinase (not shown). This suggests that
dS6K is an important effector of the amino acid sensor amino acids (Britton et al., 2002). We therefore investi-

gated whether activation of the FB amino acid sensormechanism. In flies, dS6K is a major downstream target
of the TOR signaling pathway and overexpression of an could remotely control Inr/PI3K signaling in other larval

tissues. To test this hypothesis, tGPH was used as aactivated form of S6 kinase was shown to partially res-
cue a hypomorphic dTOR heteroallelic combination cytological marker to monitor PI3K activity in larval cells.

FB induction of slifAnti resulted in a faint decrease of(Oldham et al., 2000; Zhang et al., 2000). Growth defects
and aggregation of FB storage vesicles have also been tGPH-associated fluorescence at the membrane of FB

cells, reflecting only a mild downregulation of PI3K activ-reported in dTOR mutants (Zhang et al., 2000), compara-

J. Colombani et al. and P. Leopold. (2003) Cell, Vol. 114, 739–749 
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2B). Thus, GAL4-dependent activation of P(UY)681 re-
duces slif function and defines a conditional loss-of-
function allele hereafter termed slifAnti.

As expected, loss of slif function using the slifAnti allele
also mimicked amino acid deprivation. Accordingly,
ubiquitous slifAnti induction in growing larvae resulted
in storage vesicle aggregation and strong reduction of
global S6 kinase activity, similar to what was reported
in animals raised on protein-free diet (Figures 2A and
2D) (Oldham et al., 2000; Zhang et al., 2000). Additionally,
an increase in PEPCK1 gene transcription was observed,
similar to the effect of amino acid withdrawal (Figure
2C) (Zinke et al., 2002).

In summary, we have identified two loss-of-function
alleles of the slif gene whose defects mimic physiologi-
cal aspects of amino acid deprivation. Importantly, the
conditional slifAnti allele provides a unique tool to mimic
an amino acid deprivation in a tissue-specific manner.

A Nutrient Status Sensor in the FB
Several experiments suggest that in multicellular organ-
isms, nutrient signals are not sensed at the cell level
but, rather, relayed to peripheral tissues by a central
sensing mechanism (Britton and Edgar, 1998). In Dro-
sophila larvae, the FB plays important roles in the nutri-
tional response and could therefore sense and relay
nutrient availability to coordinate growth of the whole
organism. To test this hypothesis, we induced slif down-
regulation specifically in this organ using the pumpless
(ppl)-GAL4 driver (see Experimental Procedures). As ex-
pected, slif expression was strongly reduced in the FB,
but not in other tissues of ppl!slifAnti larvae (compare
Supplemental Figures S2E and S2F with gut internal
control S2C and S2D). Under these conditions and de-
spite normal feeding behavior and processing of food
along the digestive tract (Supplemental Figure S2A), lar-
val development was delayed and accompanied by sig-
nificant growth defects (Figure 3A). Measurement of lar-
val volumes indicated that the growth rate was strongly
reduced throughout larval life, as compared to control
animals (Figure 3D). Under mild slifAnti induction (18"C),
emerging adults were remarkably reduced in size and
body weight (54% of wt, Figure 3E and Table 1). Stronger
induction (25"C) provoked a longer developmental delay

Figure 3. Amino Acid Deprivation in the FB Induces a Develop-associated with pupal lethality (not shown). Interest-
mental Delay and a General Growth Defect

ingly, a 90% reduction of arginine concentration in the
(A) Growth of ppl-GAL4!slifAnti animals was monitored and com-food did not affect the growth of control animals but pared to control raised in parallel (ppl-GAL4) at 25"C (days AED

led to a dramatic aggravation of the growth defect of are indicated). Pupal weight measurement shows 35% reduction
ppl!slifAnti animals, with most animals dying as small L2 compared to control.

(B) Comparison of salivary glands and wing imaginal disc size beforelarvae (Figure 3C). This aggravation was not observed
pupariation. ppl-GAL4!slifAnti wing discs (day 7) are 20% reducedafter starvation for the neutral amino acid valine (not
as compared to ppl-GAL4 control (day 5). Salivary glands at theshown), consistent with the fact that in the FB, Slif func-
same developmental times are more affected. Control gland is fromtions as a transporter of cathionic amino acids. Compari- pGawB-GAL4!slifAnti, which present a leaky GAL4 expression in

son of larval endoreduplicating tissues (ERTs), as repre- salivary glands similar to ppl-GAL4!slifAnti.
sented in the case of salivary glands, and imaginal discs (C) A 10-fold decrease of arginine concentration in the food has no

significant effect on the development of ppl-GAL4 control animals,revealed that in ppl!slifAnti animals, growth of discs was
but lethality of ppl-GAL4!slifAnti animals occurs earlier (early L2less affected than growth of the ERTs (Figure 2B). A
stage instead of late pupa). Experiments were conducted at 25"C;similar phenotype was previously described in larvae
larvae are shown at the time of pupariation for control.starved for protein and in dTOR loss-of function mutants (D) Measurement of larval volumes (n # 10 per time point; *p $ 0.05)

(Britton and Edgar, 1998; Zhang et al., 2000). Overall, indicates a significant reduction in growth rate of ppl-GAL4!slifAnti

these results suggest that amino acid deprivation within larvae (25"C).
(E) ppl-GAL4!slifAnti adult males are 48% reduced in mass withthe FB triggers a systemic response, which restricts
normal proportions (18"C).growth of larval tissues.
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• However, inhibition of slif in the Fat Body (FB) alone causes non 
autonomous effects on adult size

• This is amplified by strong (10x) reduction of a single aa (eg. 
arginine). 

• Similar defects are observed when TOR signalling is inhibited in 
the fat body. 

• Therefore, the Fat Body is a bone fide organismal aa 
sensor responsible for a relay mechanism of tissue 
growth. 

FB>> FB>> 1/10X Arg diet
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• Existence of a humoral relay signal from Fat Body

• Activation of the amino acid sensor pathway via 
inhibition of the aa transport Slif causes strong 
reduction of Pi3K signalling in  encareplicating 
tissues (eg. epidermis), and a mild reduction in 
imaginal discs. 
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Figure 6. dilp5 Expression Is Differentially Modulated by Distinct
Nutritional Conditions

(A) Schematic localization of m-NSCs expressing dilp3 and dilp5 in
larval brain.
(B–F) In situ hydridization of dilp5 mRNA on third instar larval brains.
Similar results were obtained with a dilp3 probe (not shown). “Sugar”
and “H2O” indicate carbohydrate-only and water-only diets, respec-
tively.

in size, but their relative body proportions are main-
tained. These regulations occur in most metazoans
whose life spans over fasting and feeding phases. Young
rats weaned onto a low-protein diet display proportion-
ate growth defects accompanied by a cell size reduction
(Crace et al., 1991). The preserved proportions of these
animals indicate that under nutrient restriction, an ad-
justing mechanism coordinately restrains growth of the
various body parts.

Here, we present a study of growth control by nutrition
in Drosophila, which highlights the importance of sys-
temic regulations.

The Role of the FB in the Nutritional Response
We have established that the FB is a sensor tissue for
amino acid levels, as downregulation of the Slif amino
acid transporter within the FB is sufficient to induce a

Figure 7. dALS Is Expressed in the FB and Repressed by Starvationgeneral reduction in the rate of larval growth. In contrast,
During larval development, dALS is expressed only in the FB (A)specific disruption of slif in imaginal discs, larval gut, or
and the seven dilp-expressing mNSCs (E). Double labeling of dALSsalivary glands did not induce a nonautonomous growth
and dilp5 shows colocalization in the same seven mNSCs in the brainresponse (not shown), suggesting that these tissues do
lobes (F). slifAnti expression (B), protein-free diet (C), or completenot participate in the systemic control of growth. The starvation (D) abolish dALS expression in the FB. Amino acid depri-

dilp-expressing m-NSCs also affect growth control, vation also strongly reduces dALS expression in the mNSCs (G). (H)
since selective ablation of these cells in the larval brain Our results establish that the larval FB is a central sensor role for

amino acids levels. Once triggered in FB cells through a modulationinduces an overall reduction of animal size (Ikeya et al.,
of TOR signaling (1), a starvation signal is relayed to peripheral2002; Rulifson et al., 2002). In response to complete
tissues to suppress the Inr/PI3K pathway (2). Imaginal tissues wouldsugar and protein starvation, the m-NSCs stop express-
be partially protected from this regulation by an autocrine produc-ing dilp3 and dilp5 genes, suggesting that these neurons tion of Dilp2.

also sense nutrient levels (Ikeya et al., 2002). We show

—The Fat Body is a nutrient 
organismal sensor that tunes 
TOR signalling

—A humoral relay mechanism 
adjusts the growth PI3K 
pathway in all tissues to tune 
cellular growth 

A Nutritional Sensor in Drosophila
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Figure 5. Activation of the FB Amino Acid
Sensor Triggers a Shutdown of PI3K Activity
in Larval ERTs

(A–I) tGPH fluorescence (green) in the FB (A–
C), epidermis (D–F), and wing disc (G–I) of
L3 larvae raised at 25!C. Genotypes are:ppl-
GAL4 (A, D, and G), ppl-GAL4" slifAnti (B, E,
and H), and ppl-GAL4" PTEN (C, F, and I). In
(C) and (E), membranes (rhodamin-phalloidin,
[C] inset) and/or DNA (propidium iodide, [C]
and [E], insets) were counterstained.
(J–O) tGPH fluorescence (GFP, green) and
propidium iodide (PI, red) in salivary glands
of control (pGawB-GAL4" slifAnti) and ppl-
GAL4" slifAnti L3 larvae.

unit (ALS) (Boisclair et al., 2001; Duan, 2002). This ternary and in the mNSCs (Figures 7C, 7D, and 7G). Interestingly,
dALS expression in the FB is strongly suppressed whencomplex is known to regulate most of IGF-I biological

functions and plays an important role in the stabilization amino acid restriction is induced in this tissue using
slifAnti (Figure 7B), suggesting that it is a direct target ofof circulating IGF-I. ALS is a liver-secreted glycoprotein

whose concentration in the serum varies with nutritional the FB sensor mechanism.
conditions. We identified a Drosophila ALS ortholog
gene (dALS), which encodes a protein presenting 46% Discussion
homology with human ALS in a 444 amino acid central
region (Supplemental Figure S3). Strikingly, the gene is Developing animals must be able to tolerate variations

in nutrient availability. In Drosophila larvae, amino acidexpressed in the same seven dilp-expressing m-NSCs
in each larval brain lobe, reinforcing the notion of a restriction arrests growth and endoreplication of larval

tissues and slows down growth and proliferation of thefunctional link with Dilps (Figures 7E and 7F). In contrast
to the dilp genes, dALS is also strongly expressed in central nervous system and imaginal discs (Britton and

Edgar, 1998). If starvation is temporary, development isthe larval FB (Figure 7A), but not in any other larval
tissue (not shown). In response to different starvation delayed but metamorphosis eventually proceeds to give

rise to adult flies. Emerging adults are severely reducedconditions, dALS is severely downregulated in the FB

J. Colombani et al. and P. Leopold. (2003) Cell, Vol. 114, 739–749 
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Muscle

Fat body

Reproductive
system

Nervous system

Digestive
system

Figure 3
Drosophila melanogaster has functionally equivalent organ systems to the human liver/adipose tissues (fat
bodies and oenocytes in Drosophila), gut, brain, muscle, gonads, and others (4, 17, 35, 81, 109). This allows
the study of interorgan communication using the powerful genetic tools available in flies.

Dilps: Drosophila
insulin-like peptides

IGFs: insulin-like
growth factors

hematopoietic cells, muscles, wings, eyes, and gonads, but have dividing stem cells in the gut and
gonads (4, 17, 35, 81, 109). In sum, larvae are a model for growing, developing organisms, whereas
adults are a model for homeostatic regulation of metabolism, reproduction, tissue homeostasis,
and aging.

Drosophila Interorgan Communication Factors
A number of conserved interorgan communication factors have been identified over the years—
many recently—in Drosophila larvae and adults using genetic approaches (summarized in Table 2
and Figures 5–9 ).

Drosophila Brain-Derived Systemic Factors
Drosophila brain-derived systemic factors include insulin-like peptides, secreted decoy of InR, and
γ-aminobutyric acid (Figure 5).

Drosophila insulin-like peptides 2, 3, and 5. Drosophila insulin-like peptides (Dilps) and mam-
malian insulin and insulin-like growth factors (IGFs) are homologous (15, 102, 152). In mammals,
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• Inter-organ communication and nutrient sensing

—Inter-organ communication tunes supply and demand
—Central sensors orchestrate such communications 
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Brain
Sugar utilization, metabolic 

control, insulin secretion, 
behavior

Tumor/wound
Growth, metabolism

Nutrients

Gut
Nutrient uptake, waste 
disposal, regeneration, 
metabolism

Imaginal discs
(developing tissues)

Metabolism, proliferation,
differentiation

Gonads
Metabolism, proliferation,

differentiation, meiosis,
epigenetics/genetics

Fat body and
oenocytes

Nutrient sensing,
glycogen storage,

fat/sugar synthesis/
release, detoxification

Muscle
Contraction, glycogen 
storage, glucose and

fat oxidation

Nutrient release
to periphery

Figure 4
A simplified view of organ specialization and integration in Drosophila (4, 17, 35, 81, 109).

IPCs:
insulin-producing cells

GSCs: germline stem
cells

Hemolymph:
insect equivalent of
vertebrate blood;
bathes organs and
provides a medium for
interorgan
communication

insulin is produced by β-cells, whereas in Drosophila, Dilps 2, 3, and 5 are secreted from median
neurosecretory cells [insulin-producing cells (IPCs)] of the brain (15, 62, 102, 127, 152). Insulin
and Dilps act through the highly homologous insulin receptor (InR) on all organs to increase
growth, nutrient storage, and anabolism (15, 62, 102, 127, 152). In adults, Dilps also regulate
germline stem cells (GSCs) (75) and aging (145). It will be important to discover the functional
differences between Drosophila Dilps (102).

Secreted decoy of InR. Secreted decoy of InR (SDR) is an extracellular Dilp binding protein
that is orthologous to InR. In Drosophila larva, SDR is secreted from glial cells on the surface of
the brain. SDR binds to and inhibits Dilp function, negatively regulates growth, and is necessary
for starvation resistance (104). It is not clear what regulates SDR secretion (104). In mammals,
soluble decoy versions of transmembrane receptors have been identified (91); soluble InR can be
generated by transcript termination before the transmembrane domain (149).

γ-Aminobutyric acid. Larval olfaction induces secretion of the neurotransmitter γ-
aminobutyric acid (GABA) into the hemolymph (insect functional equivalent of blood) (4,
109) from brain neurons (135). GABA targets the GABAB metabotropic receptor on the
hematopoietic lymph gland, induces intracellular calcium signaling, and preserves hematopoietic
progenitor cells, suggesting that environmental sensing can be translated into a change in
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INTRODUCTION
Organ functions are highly specialized. For example, nutrients are taken up through the gut;
sensed, processed, stored, and released by the liver and adipose tissues; and utilized by the pe-
ripheral organs. Nutrients are used by the skeletal muscle and heart for contraction, by the brain
for behavior, by the kidney for water balance and waste disposal, by the gonads for reproduction,
and by other tissues for growth (Figure 1) (136, 148). In addition, each organ depends on other
organs. For instance, increased physiological demands such as exercise, brain activity, growth,
and disease require increased nutrient uptake by the gut and nutrient release (sugars, fats, ketone
bodies) by the liver and adipose tissues (136, 148). Because organ functions are interdependent, it
is important to understand how organs communicate their states to each other. In this review, we
focus on the identification of factors that mediate communication between organs. In particular,
we focus on the fruit fly Drosophila melanogaster, which offers the advantages of having organ sys-
tems with similar functions to those of humans, and powerful genetic tools. Importantly, many of
the Drosophila organ communication factors identified to date have human orthologs.

IDENTIFICATION OF INTERORGAN COMMUNICATION
FACTORS IN MAMMALS
Experiments in mammals and other vertebrates have identified important interorgan communi-
cation factors. As a number of recent reviews (34, 37, 65, 107, 117) have described mammalian

Pancreas
Sugar sensing, metabolic 

control

Brain
Sugar and ketone body 

utilization, metabolic 
control, behavior

Heart
Contraction, fat oxidation

Kidney
Water balance, waste 

removal, gluconeogenesis

Nutrients

Tumor/wound
Growth, metabolism

Immunity and bone
Immune and stromal
cells, calcium storage

Gut
Nutrient uptake, waste
disposal, regeneration,
metabolism

Skeletal muscle
Contraction, glycogen

storage, glucose and fat
oxidation, heat

Liver
Nutrient sensing, glycogen

storage, fat/sugar/ketone
body synthesis/release,

detoxification

Adipose
Nutrient sensing, fat

storage/release, heat

Nutrient release
to periphery

Figure 1
A simplified view of organ specialization and integration in mammals (136, 148). Nutrients are taken up by
the gut (black arrows) and then sensed, processed, stored, and released to peripheral organs by the liver and
adipose tissues ( gray dashed arrows). Increased physiological demands enhance nutrient traffic to certain
organs. For instance, during exercise, muscles require increased levels of fatty acids and glucose from the
liver and adipose tissues.
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Diet controls Insulin production in neurosecretory cells in the brain 

The brain insulin producing cells integrates fat body derived signals to 
control growth via insulin secretion

C. Geminard, E. Rulifson and P. Leopold. (2009) Cell Metabolism 10, 199–207,

prevented, and significant lethality (50%) was observed (Figures
3B and 3C).
In order to characterize the regulation of Dilp secretion in the

IPCs, we first tested whether other secreted molecules were
subjected to a control of secretion comparable to the one oper-
ating for endogenous Dilps. For this purpose, a secreted GFP
(secGFP) construct was expressed in the IPCs using the Gal4
system, and the behavior of the protein was followed in rich-
and restrictive-diet conditions. As in the case of FLAG-tagged
Dilp2, secGFP presented a strong accumulation in low diet

(Figure 2A). By contrast, neither secGFP nor Dilp2F ectopically
produced in the Kurs6 neurons was subjected to low-diet-
induced accumulation (data not shown), indicating that the
IPCs have the specific ability to couple the release of secreted
molecules to a nutritional input.
We next tested whether IPC membrane depolarization was

important for the control of Dilp release by inducing expression
of mammalian Kir2.1, a constitutively active potassium channel,
specifically in the IPCs. Kir2.1-induced hyperpolarization of IPCs
resulted in increased accumulation of Dilp2 in the cell bodies and
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Figure 1. Diet Controls the Level of Dilp Accumulation in the Brain Neurosecretory Cells
(A) Insulin-producing cells (IPCs, labeled with GFP) are visualized in the brain hemisphere. Brains from third-instar larvae fed, raised on poor medium (0.13), or

starved for 24 hr on PBS/1% sucrose were immunostained with anti-Dilp2 antibodies and imaged by confocal microscopy, using laser and scan settings adjusted

on the accumulation state to avoid saturation. With these settings, Dilp staining is not visible in the fed (23) state. Low-magnification Nomarski image of a brain is

presented in the upper left panel, showing IPCs as green-labeled cells.

(B) Quantified fluorescence intensities for Dilp2 and Dilp5 in the IPCs of larvae raised on different diets during all development (n = 30 larvae for each plot,

**p < 0.01; error bars represent SEM).

(C) Measurement of larval brain DILP2 and DILP5 transcript levels during starvation by quantitative RT-PCR. Larvae were reared on normal or restricted food

during all development. Fold changes (f.c.) are indicated; RP-49 is used as an internal reference; error bars represent SEM.

(D) Kinetics of Dilp accumulation upon refeeding. Third-instar larvae (72 hr AED) were starved on PBS/1% sucrose for 24 hr then transferred to rich medium for

indicated times. Dilp2 fluorescence intensity in the IPCs was quantified as previously (n = 30 larvae for each plot; error bars represent SEM).

(E) Ingestion of amino acids is sufficient to induce insulin secretion from IPCs. Third-instar larvae starved on PBS/1% sucrose for 24 hr were refed for 6 hr with

23 food, 17 g/l tryptone, 10% sucrose or glucose, 17 g/l soy lipids mix, 0.3% L-isoleucine, or 0.2% L-leucine. Brains were immunostained for Dilp2, and

fluorescence intensity was quantified (n = 20 larvae, *p < 0.05, **p < 0.01 compared to nonfed control; error bars represent SEM).
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(data not shown), indicating that the reduction of Dilp2 staining
observed in underfed brain/fed fat body cocultures is not due
to a specific degradation induced by the coculture, but reflects
Dilp release from the IPCs. Accordingly, incubation of underfed
brains in the presence of 100 mM KCl, a condition that forced
depolarization of brain cells, also induced Dilp release, in line
with our previous results obtained upon ectopic expression of
the Kir2.1 potassium channel (Figure 5B). Incubation of fed and
underfed fat bodies together with larval brains induced Dilp
release similarly to that observed with fed fat bodies alone.
Therefore, our experiments suggest that fat bodies in the fed
state emit a diffusible factor stimulating brain Dilp release that
is dominant over the underfed state.
We next reasoned that the secretion signal produced by the fat

body should be released and circulate into the larval hemolymph
in order to reach the brain IPCs. For this, we tested the effect of
larval hemolymph on Dilp release in our culture system. Interest-
ingly, hemolymph from fed but not from underfed or ppl > slif A

larvae was able to promote efficient Dilp2 release from starved
brains (Figure 5B). This established that a secretion factor
emanating from the fat body is released in the hemolymph in
fed conditions. This secretion signal could be either a metabolite
or a specific factor produced by the fat body. We tested the
effects of different metabolites added directly to the brain
culture. Neither carbohydrates (glucose, sucrose, or trehalose),
lipids (complete soy lipid extract), nor amino acids (already
present in the Schneider medium) were able to promote Dilp
release when added in the culture with larval brains (Figure 5B).
Similar results were obtained using anti-Dilp5 antibodies (data
not shown). Overall, this demonstrates that the IPCs do not
respond directly to nutrient inputs, but instead the fat body relays
the nutritional information to the IPCs through the production of
a specific secretion signal.

DISCUSSION

Due to the lack of immunoassay, the study of the regulation of
Dilp levels in Drosophila has been limited so far to the analysis
of their expression level in response to nutritional conditions.
Here, we present evidence that the secretion of Dilp2 and
Dilp5 as well as a secGFP is controlled by the nutritional status
of the larva. Our data also indicate that the IPCs have the specific
ability to couple secretion with nutritional input. This suggests
that all Dilps produced in the IPCs could be subjected to
a common control on their secretion that could therefore
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Figure 4. The Larval Fat Body Uses TOR Signaling to Relay the
Nutritional Signal to the Brain IPCs
(A) Reducing amino acid import or TOR signaling in fat-body cells remotely

induces Dilp2 accumulation in the IPCs. The slif A genetic background (Colom-

bani et al., 2003) was used to suppress amino acid import in fat cells. Overex-

pression of TSC1 and TSC2 or Raptor silencing was used to specifically

reduce TORC1 signaling, and overexpression of PTEN was used to reduce

PI3K activity. slif A and TOR knockdown directed in fat cells induced Dilp accu-

mulation, whereas PI3K inhibition did not. Experiments were carried out with

the fat-body ppl-Gal4 driver; identical results were obtained with the cg-Gal4

driver (data not shown).

(B) Anti-Dilp2 fluorescence in the IPCs was quantified as described (n = 20

larvae, **p < 0.01 compared to control; error bars represent SEM).

(C) Activation of TOR signaling in the larval fat body is sufficient to block Dilp

accumulation induced by restrictive diet. Larvae expressing a TSC2 RNAi

construct in the fat body (ppl > TSC2i) were reared on rich (23) and poor

(0.13) medium. In these conditions, accumulation of Dilp2 in the IPCs on

poor medium was no more observed. For both conditions, IPCs were imaged

by confocal microscopy using laser and scan settings adjusted on the fed

state, which explains the difference in intensity in the fed state when compared

to other images. Anti-Dilp2 fluorescence in the IPCs was quantified as

described previously (n = 15 larvae; error bars represent SEM). Experiments

were carried out with the fat-body ppl-Gal4 driver; identical results were

obtained with the cg-Gal4 driver (data not shown).
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(data not shown), indicating that the reduction of Dilp2 staining
observed in underfed brain/fed fat body cocultures is not due
to a specific degradation induced by the coculture, but reflects
Dilp release from the IPCs. Accordingly, incubation of underfed
brains in the presence of 100 mM KCl, a condition that forced
depolarization of brain cells, also induced Dilp release, in line
with our previous results obtained upon ectopic expression of
the Kir2.1 potassium channel (Figure 5B). Incubation of fed and
underfed fat bodies together with larval brains induced Dilp
release similarly to that observed with fed fat bodies alone.
Therefore, our experiments suggest that fat bodies in the fed
state emit a diffusible factor stimulating brain Dilp release that
is dominant over the underfed state.
We next reasoned that the secretion signal produced by the fat

body should be released and circulate into the larval hemolymph
in order to reach the brain IPCs. For this, we tested the effect of
larval hemolymph on Dilp release in our culture system. Interest-
ingly, hemolymph from fed but not from underfed or ppl > slif A

larvae was able to promote efficient Dilp2 release from starved
brains (Figure 5B). This established that a secretion factor
emanating from the fat body is released in the hemolymph in
fed conditions. This secretion signal could be either a metabolite
or a specific factor produced by the fat body. We tested the
effects of different metabolites added directly to the brain
culture. Neither carbohydrates (glucose, sucrose, or trehalose),
lipids (complete soy lipid extract), nor amino acids (already
present in the Schneider medium) were able to promote Dilp
release when added in the culture with larval brains (Figure 5B).
Similar results were obtained using anti-Dilp5 antibodies (data
not shown). Overall, this demonstrates that the IPCs do not
respond directly to nutrient inputs, but instead the fat body relays
the nutritional information to the IPCs through the production of
a specific secretion signal.

DISCUSSION

Due to the lack of immunoassay, the study of the regulation of
Dilp levels in Drosophila has been limited so far to the analysis
of their expression level in response to nutritional conditions.
Here, we present evidence that the secretion of Dilp2 and
Dilp5 as well as a secGFP is controlled by the nutritional status
of the larva. Our data also indicate that the IPCs have the specific
ability to couple secretion with nutritional input. This suggests
that all Dilps produced in the IPCs could be subjected to
a common control on their secretion that could therefore
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Figure 4. The Larval Fat Body Uses TOR Signaling to Relay the
Nutritional Signal to the Brain IPCs
(A) Reducing amino acid import or TOR signaling in fat-body cells remotely

induces Dilp2 accumulation in the IPCs. The slif A genetic background (Colom-

bani et al., 2003) was used to suppress amino acid import in fat cells. Overex-

pression of TSC1 and TSC2 or Raptor silencing was used to specifically

reduce TORC1 signaling, and overexpression of PTEN was used to reduce

PI3K activity. slif A and TOR knockdown directed in fat cells induced Dilp accu-

mulation, whereas PI3K inhibition did not. Experiments were carried out with

the fat-body ppl-Gal4 driver; identical results were obtained with the cg-Gal4

driver (data not shown).

(B) Anti-Dilp2 fluorescence in the IPCs was quantified as described (n = 20

larvae, **p < 0.01 compared to control; error bars represent SEM).

(C) Activation of TOR signaling in the larval fat body is sufficient to block Dilp

accumulation induced by restrictive diet. Larvae expressing a TSC2 RNAi

construct in the fat body (ppl > TSC2i) were reared on rich (23) and poor

(0.13) medium. In these conditions, accumulation of Dilp2 in the IPCs on

poor medium was no more observed. For both conditions, IPCs were imaged

by confocal microscopy using laser and scan settings adjusted on the fed

state, which explains the difference in intensity in the fed state when compared

to other images. Anti-Dilp2 fluorescence in the IPCs was quantified as

described previously (n = 15 larvae; error bars represent SEM). Experiments

were carried out with the fat-body ppl-Gal4 driver; identical results were

obtained with the cg-Gal4 driver (data not shown).
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• dILP2 is expressed and secreted 
by a small group of neurons in the 
brain

• dILP2 secretion is blocked when 
animals are starved

• dILP2 secretion is also blocked 
when aa transport in the Fat Body 
or when TOR signalling is inhibited

• Inter-organ communication and nutrient sensing

(Fat Body expression)
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Sun/Mth promote insulin secretion in response to protein-rich diet

Sun peptide translation or secretion from fat
cells. PGC1-Spargel is a transcription activator,
the expression of which relies on nutritional
input (fig. S4D) (16). We find that PGC1 is re-
quired for sun transcription (Fig. 4D) and that
fat body silencing of PGC1 and sun induce iden-
tical larval phenotypes (Fig. 4E and fig. S4C).
Although PGC1 expression is strongly suppressed
upon starvation, blocking TORC1 activity in fat
cells does not reduce PGC1 expression (fig. S4E).
Conversely, knocking down PGC1 does not inhib-
it TORC1 activity (fig. S4F). This finding suggests
that PGC1 and TORC1 act in parallel. Therefore,
Sun production by fat cells in response to nutri-
tion is controlled at two distinct levels by PGC1
and TORC1.
The Sun peptide is identical to the e subunit

of the mitochondrial F1F0-adenosine triphospha-
tase (F1F0-ATPase) synthase (complex V) (14, 17).
Indeed, both endogenous Sun and Sun labeled
with a hemagglutinin tag (Sun-HA) (fig. S5A)
colocalize with mitochondrial markers in fat
cells (fig. S5B), and the Sun peptide cofraction-
ates with mitochondrial complex V in blue native
polyacrylamide gel electrophoresis (fig. S5C).
In addition, silencing sun in fat cells decreases
mitochondrial Sun staining (fig. S5B) and the
amounts of adenosine triphosphate (ATP) (fig.
S5D). However, recent evidence indicates that
an ectopic (ecto) form of the F1F0-ATP synthase
is found associated with the plasma membrane
in mammalian and insect cells (18–21). In addi-
tion, coupling factor 6, a subunit of complex V, is
found in the plasma (22). Therefore, Stunted
could participate in two separate functions carried
by distinct molecular pools. To address this pos-
sibility, we used a modified form of Stunted
carrying a green fluorescent protein (GFP) tag at
its N terminus (GFP-Sun), next to the mitochondria-
targeting signal (MTS) (fig. S5A). When expressed
in fat cells, GFP-Sun does not localize to the
mitochondria (fig. S6A), contrarily to a Sun
peptide tagged at its C-terminal end (Sun-GFP)
(fig. S6C). This suggests that addition of the
N-terminal tag interferes with the MTS and
prevents mitochondrial transport of Sun. How-
ever, both GFP-Sun and Sun-GFP are found in
the hemolymph (fig. S6B) and rescue pupal size
and Dilp2 accumulation in larvae fed a low–
amino acid diet as efficiently as wild-type Sun
(wt-Sun) (Figs. 4F and 1E and fig. S6E) and do
so in a mth-dependent manner (fig. S6D). This
indicates that the growth-promoting function of
Sun requires its secretion but not its mitochon-
drial localization and suggests the existence of
one pool of Sun peptide located in the mito-
chondria devoted to F1F0-ATP synthase activity
and ATP production and another pool released
in the hemolymph for coupling nutrient and
growth control. In this line, although fat body
levels of Sun are decreased upon starvation
(fig. S6F), its mitochondrial localization is not
reduced (fig. S6G). This finding indicates that
starvation affects a nonmitochondrial pool of
Sun. In support of this, starved fat bodies con-
tain normal levels of ATP and lactate (fig. S6, H
and I), indicating that mitochondrial oxidative
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Fig. 1. Mth and Sun are required for systemic growth. (A) Three different mth RNAi constructs (KK
102303, TRIP 36823, and BA3) decrease pupal size when driven in the IPC (dilp2>) (n > 20). (B) Silencing
mth in the IPC induces accumulation of Dilp2 (n > 20). Fluorescence intensity measured as fold change
(f.c.). (C) Silencing sun in the fat body (lpp-Gal4>sun-Ri) reduces pupal volume. No defect is observed
when silencing in other tissues (myo1d-Gal4, gut;MHC-Gal4, muscle; elav-Gal4, CNS; or dilp2-Gal4, IPC).
(D) sun silencing in the fat body causes Dilp2 accumulation in the IPC (n > 60). (E) sun overexpression in
the fat body partially rescues the pupal size reduction observed in larvae fed a low-protein diet compared
with those fed a high-protein diet (n > 20). Amino acid, aa. Red dashed line here and below shows the
level of controls. (F) Overgrowth observed upon forced fat body expression of sun in larvae fed a low–
amino acid diet is observed in mth1/+ but not in mth1/1 homozygous flies (n > 40). In graphs, means are
shown, and error bars represent ±SEM; **P < 0.01.
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Sun peptide translation or secretion from fat
cells. PGC1-Spargel is a transcription activator,
the expression of which relies on nutritional
input (fig. S4D) (16). We find that PGC1 is re-
quired for sun transcription (Fig. 4D) and that
fat body silencing of PGC1 and sun induce iden-
tical larval phenotypes (Fig. 4E and fig. S4C).
Although PGC1 expression is strongly suppressed
upon starvation, blocking TORC1 activity in fat
cells does not reduce PGC1 expression (fig. S4E).
Conversely, knocking down PGC1 does not inhib-
it TORC1 activity (fig. S4F). This finding suggests
that PGC1 and TORC1 act in parallel. Therefore,
Sun production by fat cells in response to nutri-
tion is controlled at two distinct levels by PGC1
and TORC1.
The Sun peptide is identical to the e subunit

of the mitochondrial F1F0-adenosine triphospha-
tase (F1F0-ATPase) synthase (complex V) (14, 17).
Indeed, both endogenous Sun and Sun labeled
with a hemagglutinin tag (Sun-HA) (fig. S5A)
colocalize with mitochondrial markers in fat
cells (fig. S5B), and the Sun peptide cofraction-
ates with mitochondrial complex V in blue native
polyacrylamide gel electrophoresis (fig. S5C).
In addition, silencing sun in fat cells decreases
mitochondrial Sun staining (fig. S5B) and the
amounts of adenosine triphosphate (ATP) (fig.
S5D). However, recent evidence indicates that
an ectopic (ecto) form of the F1F0-ATP synthase
is found associated with the plasma membrane
in mammalian and insect cells (18–21). In addi-
tion, coupling factor 6, a subunit of complex V, is
found in the plasma (22). Therefore, Stunted
could participate in two separate functions carried
by distinct molecular pools. To address this pos-
sibility, we used a modified form of Stunted
carrying a green fluorescent protein (GFP) tag at
its N terminus (GFP-Sun), next to the mitochondria-
targeting signal (MTS) (fig. S5A). When expressed
in fat cells, GFP-Sun does not localize to the
mitochondria (fig. S6A), contrarily to a Sun
peptide tagged at its C-terminal end (Sun-GFP)
(fig. S6C). This suggests that addition of the
N-terminal tag interferes with the MTS and
prevents mitochondrial transport of Sun. How-
ever, both GFP-Sun and Sun-GFP are found in
the hemolymph (fig. S6B) and rescue pupal size
and Dilp2 accumulation in larvae fed a low–
amino acid diet as efficiently as wild-type Sun
(wt-Sun) (Figs. 4F and 1E and fig. S6E) and do
so in a mth-dependent manner (fig. S6D). This
indicates that the growth-promoting function of
Sun requires its secretion but not its mitochon-
drial localization and suggests the existence of
one pool of Sun peptide located in the mito-
chondria devoted to F1F0-ATP synthase activity
and ATP production and another pool released
in the hemolymph for coupling nutrient and
growth control. In this line, although fat body
levels of Sun are decreased upon starvation
(fig. S6F), its mitochondrial localization is not
reduced (fig. S6G). This finding indicates that
starvation affects a nonmitochondrial pool of
Sun. In support of this, starved fat bodies con-
tain normal levels of ATP and lactate (fig. S6, H
and I), indicating that mitochondrial oxidative
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Fig. 1. Mth and Sun are required for systemic growth. (A) Three different mth RNAi constructs (KK
102303, TRIP 36823, and BA3) decrease pupal size when driven in the IPC (dilp2>) (n > 20). (B) Silencing
mth in the IPC induces accumulation of Dilp2 (n > 20). Fluorescence intensity measured as fold change
(f.c.). (C) Silencing sun in the fat body (lpp-Gal4>sun-Ri) reduces pupal volume. No defect is observed
when silencing in other tissues (myo1d-Gal4, gut;MHC-Gal4, muscle; elav-Gal4, CNS; or dilp2-Gal4, IPC).
(D) sun silencing in the fat body causes Dilp2 accumulation in the IPC (n > 60). (E) sun overexpression in
the fat body partially rescues the pupal size reduction observed in larvae fed a low-protein diet compared
with those fed a high-protein diet (n > 20). Amino acid, aa. Red dashed line here and below shows the
level of controls. (F) Overgrowth observed upon forced fat body expression of sun in larvae fed a low–
amino acid diet is observed in mth1/+ but not in mth1/1 homozygous flies (n > 40). In graphs, means are
shown, and error bars represent ±SEM; **P < 0.01.
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Sun peptide translation or secretion from fat
cells. PGC1-Spargel is a transcription activator,
the expression of which relies on nutritional
input (fig. S4D) (16). We find that PGC1 is re-
quired for sun transcription (Fig. 4D) and that
fat body silencing of PGC1 and sun induce iden-
tical larval phenotypes (Fig. 4E and fig. S4C).
Although PGC1 expression is strongly suppressed
upon starvation, blocking TORC1 activity in fat
cells does not reduce PGC1 expression (fig. S4E).
Conversely, knocking down PGC1 does not inhib-
it TORC1 activity (fig. S4F). This finding suggests
that PGC1 and TORC1 act in parallel. Therefore,
Sun production by fat cells in response to nutri-
tion is controlled at two distinct levels by PGC1
and TORC1.
The Sun peptide is identical to the e subunit

of the mitochondrial F1F0-adenosine triphospha-
tase (F1F0-ATPase) synthase (complex V) (14, 17).
Indeed, both endogenous Sun and Sun labeled
with a hemagglutinin tag (Sun-HA) (fig. S5A)
colocalize with mitochondrial markers in fat
cells (fig. S5B), and the Sun peptide cofraction-
ates with mitochondrial complex V in blue native
polyacrylamide gel electrophoresis (fig. S5C).
In addition, silencing sun in fat cells decreases
mitochondrial Sun staining (fig. S5B) and the
amounts of adenosine triphosphate (ATP) (fig.
S5D). However, recent evidence indicates that
an ectopic (ecto) form of the F1F0-ATP synthase
is found associated with the plasma membrane
in mammalian and insect cells (18–21). In addi-
tion, coupling factor 6, a subunit of complex V, is
found in the plasma (22). Therefore, Stunted
could participate in two separate functions carried
by distinct molecular pools. To address this pos-
sibility, we used a modified form of Stunted
carrying a green fluorescent protein (GFP) tag at
its N terminus (GFP-Sun), next to the mitochondria-
targeting signal (MTS) (fig. S5A). When expressed
in fat cells, GFP-Sun does not localize to the
mitochondria (fig. S6A), contrarily to a Sun
peptide tagged at its C-terminal end (Sun-GFP)
(fig. S6C). This suggests that addition of the
N-terminal tag interferes with the MTS and
prevents mitochondrial transport of Sun. How-
ever, both GFP-Sun and Sun-GFP are found in
the hemolymph (fig. S6B) and rescue pupal size
and Dilp2 accumulation in larvae fed a low–
amino acid diet as efficiently as wild-type Sun
(wt-Sun) (Figs. 4F and 1E and fig. S6E) and do
so in a mth-dependent manner (fig. S6D). This
indicates that the growth-promoting function of
Sun requires its secretion but not its mitochon-
drial localization and suggests the existence of
one pool of Sun peptide located in the mito-
chondria devoted to F1F0-ATP synthase activity
and ATP production and another pool released
in the hemolymph for coupling nutrient and
growth control. In this line, although fat body
levels of Sun are decreased upon starvation
(fig. S6F), its mitochondrial localization is not
reduced (fig. S6G). This finding indicates that
starvation affects a nonmitochondrial pool of
Sun. In support of this, starved fat bodies con-
tain normal levels of ATP and lactate (fig. S6, H
and I), indicating that mitochondrial oxidative
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Fig. 1. Mth and Sun are required for systemic growth. (A) Three different mth RNAi constructs (KK
102303, TRIP 36823, and BA3) decrease pupal size when driven in the IPC (dilp2>) (n > 20). (B) Silencing
mth in the IPC induces accumulation of Dilp2 (n > 20). Fluorescence intensity measured as fold change
(f.c.). (C) Silencing sun in the fat body (lpp-Gal4>sun-Ri) reduces pupal volume. No defect is observed
when silencing in other tissues (myo1d-Gal4, gut;MHC-Gal4, muscle; elav-Gal4, CNS; or dilp2-Gal4, IPC).
(D) sun silencing in the fat body causes Dilp2 accumulation in the IPC (n > 60). (E) sun overexpression in
the fat body partially rescues the pupal size reduction observed in larvae fed a low-protein diet compared
with those fed a high-protein diet (n > 20). Amino acid, aa. Red dashed line here and below shows the
level of controls. (F) Overgrowth observed upon forced fat body expression of sun in larvae fed a low–
amino acid diet is observed in mth1/+ but not in mth1/1 homozygous flies (n > 40). In graphs, means are
shown, and error bars represent ±SEM; **P < 0.01.
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Sun peptide translation or secretion from fat
cells. PGC1-Spargel is a transcription activator,
the expression of which relies on nutritional
input (fig. S4D) (16). We find that PGC1 is re-
quired for sun transcription (Fig. 4D) and that
fat body silencing of PGC1 and sun induce iden-
tical larval phenotypes (Fig. 4E and fig. S4C).
Although PGC1 expression is strongly suppressed
upon starvation, blocking TORC1 activity in fat
cells does not reduce PGC1 expression (fig. S4E).
Conversely, knocking down PGC1 does not inhib-
it TORC1 activity (fig. S4F). This finding suggests
that PGC1 and TORC1 act in parallel. Therefore,
Sun production by fat cells in response to nutri-
tion is controlled at two distinct levels by PGC1
and TORC1.
The Sun peptide is identical to the e subunit

of the mitochondrial F1F0-adenosine triphospha-
tase (F1F0-ATPase) synthase (complex V) (14, 17).
Indeed, both endogenous Sun and Sun labeled
with a hemagglutinin tag (Sun-HA) (fig. S5A)
colocalize with mitochondrial markers in fat
cells (fig. S5B), and the Sun peptide cofraction-
ates with mitochondrial complex V in blue native
polyacrylamide gel electrophoresis (fig. S5C).
In addition, silencing sun in fat cells decreases
mitochondrial Sun staining (fig. S5B) and the
amounts of adenosine triphosphate (ATP) (fig.
S5D). However, recent evidence indicates that
an ectopic (ecto) form of the F1F0-ATP synthase
is found associated with the plasma membrane
in mammalian and insect cells (18–21). In addi-
tion, coupling factor 6, a subunit of complex V, is
found in the plasma (22). Therefore, Stunted
could participate in two separate functions carried
by distinct molecular pools. To address this pos-
sibility, we used a modified form of Stunted
carrying a green fluorescent protein (GFP) tag at
its N terminus (GFP-Sun), next to the mitochondria-
targeting signal (MTS) (fig. S5A). When expressed
in fat cells, GFP-Sun does not localize to the
mitochondria (fig. S6A), contrarily to a Sun
peptide tagged at its C-terminal end (Sun-GFP)
(fig. S6C). This suggests that addition of the
N-terminal tag interferes with the MTS and
prevents mitochondrial transport of Sun. How-
ever, both GFP-Sun and Sun-GFP are found in
the hemolymph (fig. S6B) and rescue pupal size
and Dilp2 accumulation in larvae fed a low–
amino acid diet as efficiently as wild-type Sun
(wt-Sun) (Figs. 4F and 1E and fig. S6E) and do
so in a mth-dependent manner (fig. S6D). This
indicates that the growth-promoting function of
Sun requires its secretion but not its mitochon-
drial localization and suggests the existence of
one pool of Sun peptide located in the mito-
chondria devoted to F1F0-ATP synthase activity
and ATP production and another pool released
in the hemolymph for coupling nutrient and
growth control. In this line, although fat body
levels of Sun are decreased upon starvation
(fig. S6F), its mitochondrial localization is not
reduced (fig. S6G). This finding indicates that
starvation affects a nonmitochondrial pool of
Sun. In support of this, starved fat bodies con-
tain normal levels of ATP and lactate (fig. S6, H
and I), indicating that mitochondrial oxidative
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Fig. 1. Mth and Sun are required for systemic growth. (A) Three different mth RNAi constructs (KK
102303, TRIP 36823, and BA3) decrease pupal size when driven in the IPC (dilp2>) (n > 20). (B) Silencing
mth in the IPC induces accumulation of Dilp2 (n > 20). Fluorescence intensity measured as fold change
(f.c.). (C) Silencing sun in the fat body (lpp-Gal4>sun-Ri) reduces pupal volume. No defect is observed
when silencing in other tissues (myo1d-Gal4, gut;MHC-Gal4, muscle; elav-Gal4, CNS; or dilp2-Gal4, IPC).
(D) sun silencing in the fat body causes Dilp2 accumulation in the IPC (n > 60). (E) sun overexpression in
the fat body partially rescues the pupal size reduction observed in larvae fed a low-protein diet compared
with those fed a high-protein diet (n > 20). Amino acid, aa. Red dashed line here and below shows the
level of controls. (F) Overgrowth observed upon forced fat body expression of sun in larvae fed a low–
amino acid diet is observed in mth1/+ but not in mth1/1 homozygous flies (n > 40). In graphs, means are
shown, and error bars represent ±SEM; **P < 0.01.
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The GPCR Meth is required specifically 
in dILP2 producing neurons to control 
organismal growth and dILP2 secretion

Sun is required in the Fat Body to control 
organismal growth and insulin secretion

R. Delanoue et al. and P. Leopold. (2016) Science 353 (6307), 1553-1556. 
DOI: 10.1126/science.aaf8430 
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dILP2

Sun/Mth promote insulin secretion in response to protein-rich diet

phosphorylation is preserved in fat cells in poor
nutrient conditions. Last, other subunits from
complex V (ATP5a) or complex I (NdufS3)

were not detected in circulating hemolymph
(fig. S6J). Therefore, the release of Sun in the
hemolymph relies on a specific mechanism.

In conclusion, we provide evidence for a mole-
cular cross-talk between fat cells and brain IPCs
involving the ligand Stunted and its receptor
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phosphorylation is preserved in fat cells in poor
nutrient conditions. Last, other subunits from
complex V (ATP5a) or complex I (NdufS3)

were not detected in circulating hemolymph
(fig. S6J). Therefore, the release of Sun in the
hemolymph relies on a specific mechanism.

In conclusion, we provide evidence for a mole-
cular cross-talk between fat cells and brain IPCs
involving the ligand Stunted and its receptor
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Sun is a Fat Body derived factor that promotes insuline secretion in the brain
(collect of hemolymph and incubation with brain)

R. Delanoue et al. and P. Leopold. (2016) Science 353 (6307), 1553-1556. DOI: 10.1126/science.aaf8430 

—Positive signal: 

Sun levels in the home lymph requires Feeding and TOR signalling in the Fat Body

Methuselah. Stunted is a moonlighting peptide
present both in the mitochondria as part of the
F1F0-ATP synthase complex and as an insulino-
tropic ligand circulating in the hemolymph. The
mechanism of Stunted release remains to be
clarified. The beta subunit of the ectopic form of
F1F0-ATP synthase is a receptor for lipoproteins
(18–21), which serve as cargos for proteins and
peptides. In addition, Drosophila lipid transfer
particle–containing lipoproteins were shown to
act on the larval brain to control systemic insulin
signaling in response to nutrition (23). This sug-
gests that Sun could be loaded on lipoproteins for
its transport. Given the role of insulin–insulin-
like growth factor (IGF) signaling in aging, our
findings could help in understanding the role of
Sun/Mth in aging adult flies (9–11, 13, 14).
The same genetic screen previously identified

the fly tumor necrosis factor a Eiger (Egr) as an
adipokine necessary for long-term adaptation
to protein starvation (24), and recent work pointed
to other adipose factors (5, 6, 8), illustrating the
key role of the larval fat body in orchestrating
nutrient response. The multiplicity of adipose
factors and their possible redundancy could ex-
plain the relatively mild starvation-like pheno-
type obtained after removal of only one of them.
Overall, these findings suggest a model whereby
partially redundant fat-derived signals account
for differential response to positive and negative

valence of various diet components, as well as
acute versus long-term adaptive responses.
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Fig. 4. The level of circulating Sun relies on TOR and PGC1 in fed ani-
mals. (A) Circulating Sun peptide is detected by Western blotting of he-
molymph from fed larvae (lanes 1 and 2) but not starved larvae (lanes 3 and 4).
Antibodies against Crossveinless d lipoprotein (aCv-d) are used as a loading
control. Quantification in arbitrary units (a.u.) of the normalized circulating
Sun detected in the hemolymph according to nutritional conditions (means ±
SEM; n = 4); **P < 0.01. (B) The sun transcript levels in the fat body decrease
upon starvation and increase upon refeeding (measured by quantitative
reverse transcription polymerase chain reaction) (means ± SEM; n = 4);

**P < 0.01. (C) Circulating Sun levels decrease upon sun silencing in fat body
cells (lpp>sun-Ri) but not in gut cells (myo1d>sun-Ri). Blocking TORC1 in fat cells
(lpp>TSC1/2) strongly decreases circulating Sun. Quantification of normalized
circulating Sun. (D) sun expression is severely reduced when PGC1 is silenced
in fat body cells (means ± SEM; n = 3); **P < 0.01. (E) Silencing PGC1 in the fat
body (lpp>PGC1-Ri) decreases pupal size (means ± SEM; n > 40); **P < 0.01.
(F) Forced fat body expression of GFP-Sun (lpp>GFP-Sun) or Sun-GFP
(lpp>Sun-GFP) rescues pupal size reduction observed from larvae fed the low–
amino acid diet (means ± SEM; n > 40); **P < 0.01.
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Methuselah. Stunted is a moonlighting peptide
present both in the mitochondria as part of the
F1F0-ATP synthase complex and as an insulino-
tropic ligand circulating in the hemolymph. The
mechanism of Stunted release remains to be
clarified. The beta subunit of the ectopic form of
F1F0-ATP synthase is a receptor for lipoproteins
(18–21), which serve as cargos for proteins and
peptides. In addition, Drosophila lipid transfer
particle–containing lipoproteins were shown to
act on the larval brain to control systemic insulin
signaling in response to nutrition (23). This sug-
gests that Sun could be loaded on lipoproteins for
its transport. Given the role of insulin–insulin-
like growth factor (IGF) signaling in aging, our
findings could help in understanding the role of
Sun/Mth in aging adult flies (9–11, 13, 14).
The same genetic screen previously identified

the fly tumor necrosis factor a Eiger (Egr) as an
adipokine necessary for long-term adaptation
to protein starvation (24), and recent work pointed
to other adipose factors (5, 6, 8), illustrating the
key role of the larval fat body in orchestrating
nutrient response. The multiplicity of adipose
factors and their possible redundancy could ex-
plain the relatively mild starvation-like pheno-
type obtained after removal of only one of them.
Overall, these findings suggest a model whereby
partially redundant fat-derived signals account
for differential response to positive and negative

valence of various diet components, as well as
acute versus long-term adaptive responses.
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Fig. 4. The level of circulating Sun relies on TOR and PGC1 in fed ani-
mals. (A) Circulating Sun peptide is detected by Western blotting of he-
molymph from fed larvae (lanes 1 and 2) but not starved larvae (lanes 3 and 4).
Antibodies against Crossveinless d lipoprotein (aCv-d) are used as a loading
control. Quantification in arbitrary units (a.u.) of the normalized circulating
Sun detected in the hemolymph according to nutritional conditions (means ±
SEM; n = 4); **P < 0.01. (B) The sun transcript levels in the fat body decrease
upon starvation and increase upon refeeding (measured by quantitative
reverse transcription polymerase chain reaction) (means ± SEM; n = 4);

**P < 0.01. (C) Circulating Sun levels decrease upon sun silencing in fat body
cells (lpp>sun-Ri) but not in gut cells (myo1d>sun-Ri). Blocking TORC1 in fat cells
(lpp>TSC1/2) strongly decreases circulating Sun. Quantification of normalized
circulating Sun. (D) sun expression is severely reduced when PGC1 is silenced
in fat body cells (means ± SEM; n = 3); **P < 0.01. (E) Silencing PGC1 in the fat
body (lpp>PGC1-Ri) decreases pupal size (means ± SEM; n > 40); **P < 0.01.
(F) Forced fat body expression of GFP-Sun (lpp>GFP-Sun) or Sun-GFP
(lpp>Sun-GFP) rescues pupal size reduction observed from larvae fed the low–
amino acid diet (means ± SEM; n > 40); **P < 0.01.
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• Inhibition of  TNF/egr in the Fat body increases the 
growth of starved animals and over expression of the 
ectodomain further reduces growth

• TNFa/Egr inhibits growth in starved animals

is observed in pathophysiological responses to energy homeo-
stasis imbalance, and its effects on insulin resistance are mostly
explained by auto/paracrine modulations of insulin signaling in
peripheral tissues. Both TNF-a and FFAs are potent activators
of the Jun N-terminal kinase (JNK) signaling pathway whose ac-
tivity is abnormally elevated in obesity. jnk1!/! obese mice show
significant improvement in adiposity and insulin sensitivity, sug-
gesting that JNK is a major effector of TNF-a in this pathological
context (Hirosumi et al., 2002). In Drosophila, TNF mainly acts
through JNK signaling, and the role of JNK in counteracting insu-
lin/IGF signaling appears to be conserved. In larval tissues, JNK
represses IIS-induced growth by promoting the nuclear localiza-
tion of FoxO (Wang et al., 2005). In brain insulin-producing cells
of adult flies, JNK also represses IIS and insulin production and
allows systemic adaptive response to oxidative and heat stress
(Wang et al., 2005; Karpac et al., 2009). More recently, adipose
JNK was shown to participate in high-sugar-diet-induced insulin
resistance through transcriptional activation of the lipocalin
N-Laz (Hull-Thompson et al., 2009; Pasco and Léopold, 2012).
Here, we demonstrate a function for TNF-a signaling in the

physiological control of body size by nutrients in Drosophila. In
a genetic screen designed to identify factors modulating IIS in
response to changes in amino acid diet, we identified Eiger,
the Drosophila TNF-a, as a FDS released in the hemolymph in
response to starvation. We demonstrate that Eiger is an adipo-
kine produced by fat body cells that reduces the expression of
insulin-like peptides by remotely acting on its receptor Grindel-
wald locally expressed in the brain IPCs. We further bring
evidence that the molecular pathway linking TNF-signaling to
insulin gene expression in insulin-producing cells is a conserved
feature from flies to mammals. Our work provides a paradigm for
TNF-a acting as a metabolic hormone controlling the production
of insulin-like peptides in response to nutrients. This opens the
possibility for conserved mechanisms operating in pathological
conditions associated with insulin/IGF biology in mammals.

RESULTS

Drosophila TNF-a Eiger Is Required for Nutritional
Control of Body Size
We conducted a screen to identify molecules secreted by fat
body cells required for the nutritional control of body size. For
this, genes identified by their ontology as encoding potential
secreted factors were specifically silenced in the fat body of
larvae fed either full or amino-acid-restricted diets (referred to
as low-protein diet, LPD; see Table S1 available online) and
screened for their capacity to affect final body size. In the course
of this screen, we found that silencing eiger (egr), the gene
encoding the fly TNF-a (Igaki et al., 2002; Moreno et al., 2002),
in the fat body using the lpp-GAL4 or the cg-GAL4 allows a par-
tial rescue of the body size reduction observed when animals are
grown on LPD (Figures 1A and S1). By contrast, no size effect is
observed when egr is silenced in the fat body of animals fed on a
control diet (Figure 1B). No change in pupal volume is also
observed when egr is silenced in the muscles, the nervous sys-
tem, or the gut (Figure S1). Egr encodes a protein with a trans-
membrane domain and a C-terminal TNF homology domain
(Igaki et al., 2002; Moreno et al., 2002). Overexpression of a sol-
uble form of Egr, which lacks the transmembrane domain but

Figure 1. Eiger/ TNF-a and the Nutritional Regulation of Body Size
(A and B) Reducing egr expression in the fat body with the lpp-GAL4 line with

two different RNAi lines increases pupal volume compared to controls (lpp-

GAL4 or RNAi lines crossed with wild-type flies) in low-protein diet (LPD), but

not in control (Ctrl) conditions. Expression of the extracellular form of Egr

lacking the transmembrane domain with the lpp-GAL4 decreases pupal

volume compared to controls in both LPD and control conditions. Statistically

significant percentage changes in pupal volume are indicated above the

genotypes compared with lpp-GAL4 crossed with wild-type flies.

(C) An egr-GAL4 enhancer trap line is strongly expressed in the fat body as

visualized by nls-GFP (green). Nuclei are labeled with DAPI (blue). The bottom

panel shows the specificity of egr-GAL4 expression that is restricted to fat

body cells but not the salivary gland (indicated by SG). Scale bar, 50 mm. Error

bars represent SEM; *p < 0.05 and **p < 0.01 versus control. See also

Figure S1.

676 Cell Metabolism 23, 675–684, April 12, 2016

34



Thomas LECUIT   2019-2020

• Nature of humoral the relay signals Article

An EGF-Responsive Neural Circuit Couples Insulin
Secretion with Nutrition in Drosophila

Graphical Abstract

Highlights
d Drosophila growth-blocking peptides (GBPs) are EGFR

ligands acting at long distance

d GBPs are adipose-derived signals secreted in rich protein

diet conditions

d GBPs act on a pair of intermediate inhibitory neurons called

the ICNs

d GBPs alleviate the inhibition exerted by ICNs on the insulin-

producing neurons

Authors

Eleonora Meschi, Pierre Léopold,
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Figure 1. R22H11Neurons Present Axonal Projections Mak-
ing Physical Contacts with the IPCs
(A)UAS-DenMark; UAS-SyteGFP are driven by the IPCs driver, dilp2-

GAL4. The dendritic marker DenMark is used to visualize the IPCs

dendrites (red), and SyteGFP reveals their axonal architecture

(green).

(B) The R22H11-GAL4 line drivesmCD8GFP (green) in one neuron in

each brain hemisphere, sending projections toward the IPCs (anti-

Dilp2, red) (hereafter referred to as ICNs; see text).

(C) Expression of UAS-DVglut::GFP (a vesicular transporter of

glutamate) driven by R22H11-GAL4 (hereafter referred to as icn-

GAL4) labels presynaptic vesicles (green). Analysis of z sections re-

veals that ICN axons (green) co-localize with the IPCs (anti-Dilp2, red)

along their neuronal tracts and cell bodies.

(D) GFP reconstitution across synaptic partners (GRASP) shows

physical connections between IPCs and ICNs. icn-LexA and dilp2-

GAL4 are used to express membrane-tethered split-GFP LexAop-

CD4::spGFP11 and UAS-CD4::spGFP1-10, respectively. IPCs are

stained by the anti-Dilp2 (cyan), and ICNs are labeled with a mem-

brane-associated RFP (dsRed, red). The GRASP signal is visualized

in green.

CC, corpora cardiaca; SEG, subesophageal ganglion.

See also Figure S1.
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Figure 6
Drosophila fat body (FB)-derived systemic factors include the transforming growth factor (TGF)-related Daw
(dawdle), PGRPs (peptidoglycan recognition proteins), Dilp6 (Drosophila insulin-like peptide 6), ImpL2,
GBPs (growth-blocking peptides), CCHa2 (CCHamide2), Egr (Eiger), and leptin-like Upd2 (unpaired-2).
Daw acts through the receptor Babo/Punt to regulate metabolism, gut digestive enzymes, pH equilibrium,
and Dilp (Drosophila insulin-like peptide) secretion (not shown as it may be indirect). It is not clear whether
Daw is a systemic factor, as it is found in multiple organs. PGRPs are secreted by age-inflamed FBs and act
directly or indirectly to regulate gut inflammation and stem cell proliferation. Upd2 regulates Dilp secretion
through the receptor dome (domeless). Egr negatively regulates Dilp secretion through the receptor Grnd
(Grindelwald). GBP1/2 induces Dilp secretion through unknown mechanisms. CCHa2 induces Dilp
secretion through the CCHa2 receptor. CCHa2 may also be produced by the gut (not shown). Dilp6 acts
through insulin receptor (InR) on oenocytes and imaginal discs to regulate lipid uptake and growth,
respectively. Dilp6 may also regulate IPC Dilp secretion (not shown). Also, ImpL2 is secreted from larval
FBs upon starvation to inhibit extracellular Dilp. Data from References 1, 6, 7, 21–23, 50, 58, 72, 105, 118,
122, 129, and 139.

TNF: tumor necrosis
factor

JNK: Jun N-terminal
kinase

regulate Dilp secretion (28) independent of Upd2 (118), suggesting that additional FB-derived
signals exist.

Eiger. Eiger (Egr) is a tumor necrosis factor (TNF)-family cytokine expressed as a transmem-
brane protein. In larvae, low protein diet induces Egr secretion from FBs into the hemolymph
through inhibition of TOR (target of rapamycin) and induction of TNFα-converting enzyme
(TACE), which cleaves Egr from the membrane (1). Egr binds to IPCs through the Grindelwald
(Grnd) receptor, which acts through the Jun N-terminal kinase ( JNK) pathway to inhibit Dilp2/5
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• Link between Growth and developmental transition: Timing 

Thomas LECUIT   2019-2020

Developmental 
Transition

Growth arrest
Morphogenesis

—Metamorphosis: a key developmental transition must be 
properly timed with respect to growth/size. 
• Organ intrinsic growth arrest mechanisms could induce developmental transition
• As a consequence: if growth is delayed, metamorphosis is delayed until proper organ size is reached.
• And/Or Feedback interactions between Developmental Timing and Growth?

Growth

http://themirthlab.org/body-size/
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Growth arrest
Morphogenesis20
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Ecdysone: Steroid Hormone required for developmental transition

Adapated from:
http://themirthlab.org/body-size/
D. Kethidi et al. Journal of Insect Physiology 51 (2005) 393–400 

JH: maintains juvenile (larval)

38



• Link between Growth and developmental transition: Timing 

Thomas LECUIT   2019-2020

• Lesions of cells in imaginal discs 
delay pupariation

• The amount of lesion correlates 
with the extent of developmental 
delay

• Hypothesis: a signal produced by 
growing tissues induce hormones 
required for pupariation
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• Link between Growth and developmental transition: Timing 
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Developmental Timing

Growth Rate

Coordination??
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• Link with developmental transition: Timing 

Thomas LECUIT   2019-2020

• Surprisingly, overgrowth of the Prothoracic Gland (PG) 
with activation of the Pi3K pathway causes a reduction 
of animal size. And conversely, a smaller PG is 
associated with animal overgrowth.

• 20Ecdyzone suppresses this effect arguing that it 
represses growth

rate), which is primarily controlled by IIS, and
the overall duration of the growth period,
which is limited by the onset of the larval-
pupal transition and is timed by peaks of
ecdysone secretion (5). Little is known about
the mechanisms that coordinate these two
parameters during larval development (6).

To investigate the function of ecdysone in
controlling organismal growth, we developed a
genetic approach that allowed us to modulate
basal levels of ecdysteroids inDrosophila. Our
initial rationale was to modify the mass of the
ring gland in order to change the level of
ecdysteroid production. In pursuit of this goal,
we manipulated the levels of PI3K activity in
the PG by crossing P0206-Gal4 (P02069 ), a
line with specific Gal4 expression in the PG
and corpora allata (CA) (7, 8), with flies car-
rying UAS constructs that allowed expression
of either wild-type PI3K or dominant-negative
PI3K (PI3KDN). As expected, these crosses
produced striking autonomous growth effects
in the ring gland, and particularly in the PG:
Tissue size was increased upon PI3K activa-
tion and decreased upon inhibition (Fig. 1A).
Surprisingly, the changes in ring gland growth
were accompanied by opposite effects at the
organismal level. P02069PI3K animals (with
large ring glands) showed reduced growth at all
stages of development and produced emerging
adults with reduced size and body weight (78%
of wild type; Fig. 1, A and B). Conversely, re-
ducing PI3K activity in the ring gland of
P02069PI3KDN animals led to increased growth
and produced adults with 17% greater weight on
average (Fig. 1, A and B). Adult size increase
was attributable to an increase in cell number in
the wing and the eye. Adult size reduction was
accompanied by a decrease in cell number in
the wing and in cell size in the eye (Fig. 1B).

The timing of embryonic and larval devel-
opment of these animals was comparable to
that in controls. Both the L2 to L3 transition
and the cessation of feeding (wandering) oc-
curred at identical times (Fig. 1C). Moreover,
animals entered pupal development at the
same time, except for P02069PI3KDN, which
showed a 1- to 2-hour delay intrinsic to the
UAS-PI3KDN line itself. The duration of pupal
development was slightly modified, however:
Adult emergence was delayed in P02069PI3K
and advanced in P02069PI3KDN, albeit by less
than 4 hours after 10 days of development (9).
In contrast, the speed of larval growth was
found to be increased in P02069PI3KDN ani-
mals and decreased in the P02069PI3K back-
ground at the earliest stage that we could
measure (early L2 instar) (Fig. 1D). Because
none of these effects were observed when PI3K
levels were modified specifically in the CA
with the use of the Aug21-Gal4 driver (fig. S1,
B and C), we can conclude that the observed
phenotypes are solely due to PI3K modula-
tion in the PG. Together, these results dem-
onstrate that manipulating PI3K levels in

the PG induces nonautonomous changes in
the speed of larval growth (growth rate ef-
fects) without changing the timing of larval
development.

To investigate whether these effects could
be attributed to changes in 20E levels, we first
measured ecdysteroid titers in third-instar
larvae of the different genotypes. Early after
ecdysis into third instar E74 hours after egg
deposition (AED)^, ecdysteroids are present at
basal level; they accumulate to an intermediate
plateau around 90 hours AED and reach peak
levels before pupariation (120 hours AED)
(10). Because early L3 levels are below the
detection limit of our enzyme immunoassay,
we measured ecdysteroid titers at the inter-
mediate plateau (90 hours AED). In these
conditions, we observed a very modest in-
crease of ecdysteroids in P02069PI3K lar-
vae and a small but significant decrease in
P02069PI3KDN animals (Fig. 2A). This was
further confirmed by measuring the tran-
script levels of a direct target of 20E, E74B,
which responds to low and moderate levels
of 20E (11) (Fig. 2B). However, in early L3
larvae with basal ecdysteroid levels (74

hours AED), differences in E74B transcripts
were clearly visible, with a factor of 1.9
increase seen for P02069PI3K and a factor
of 1.7 decrease for P02069PI3KDN. These
findings establish that basal circulating
levels of 20E are modified in response to
our manipulation of PI3K levels in the PG,
and they also suggest that the observed
differences in basal 20E levels equalize with
the strong global increase of ecdysteroids in
mid- to late L3.

Several related lines of evidence strengthen
these results. First, the increase in growth rate
and size observed in P02069PI3KDN animals
could be efficiently reversed by adding 20E to
their food (Figs. 1D and 2C). Second, feeding
wild-type larvae 20E recapitulated the effects
observed in P02069PI3K animals (Fig. 2C).
Third, ubiquitous silencing of the nuclear
receptor EcR by means of an inducible EcR
RNA interference (RNAi) construct (fig. S2)
resulted in a growth increase similar to that
observed in P02069PI3KDN larvae (Fig. 2C).
Finally, the phantom (phm) and disembodied
(dib) genes, which are specifically expressed
in the PG and encode hydroxylases required

Fig. 1. Levels of PI3K signaling in the prothoracic gland control final size by changing the larval
growth rate. (A) The P0206-Gal4 line (P02069 ) expresses Gal4 in the PG and the CA. Varying
levels of PI3K in the ring gland produce autonomous growth effects (green, GFP; blue, anti-Elav
neuronal marker; red, propidium iodide). Reverse nonautonomous growth effects are observed in
pupae and adults. (B) Effects on body, tissue, and cell size (for weight measurement, n 0 90; for
ommatidial size, n 0 30; for wing measurement, n 0 20; nb, number; *P G 0.05). (C) Timing of larval
development. Transition timing (horizontal bars) is determined when 50% of the animals have passed
a given transition (n 9 40). (D) Measurement of larval growth rates (25-C, n 0 30; a.u., arbitrary
units). Error bars denote SD.
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rate), which is primarily controlled by IIS, and
the overall duration of the growth period,
which is limited by the onset of the larval-
pupal transition and is timed by peaks of
ecdysone secretion (5). Little is known about
the mechanisms that coordinate these two
parameters during larval development (6).

To investigate the function of ecdysone in
controlling organismal growth, we developed a
genetic approach that allowed us to modulate
basal levels of ecdysteroids inDrosophila. Our
initial rationale was to modify the mass of the
ring gland in order to change the level of
ecdysteroid production. In pursuit of this goal,
we manipulated the levels of PI3K activity in
the PG by crossing P0206-Gal4 (P02069 ), a
line with specific Gal4 expression in the PG
and corpora allata (CA) (7, 8), with flies car-
rying UAS constructs that allowed expression
of either wild-type PI3K or dominant-negative
PI3K (PI3KDN). As expected, these crosses
produced striking autonomous growth effects
in the ring gland, and particularly in the PG:
Tissue size was increased upon PI3K activa-
tion and decreased upon inhibition (Fig. 1A).
Surprisingly, the changes in ring gland growth
were accompanied by opposite effects at the
organismal level. P02069PI3K animals (with
large ring glands) showed reduced growth at all
stages of development and produced emerging
adults with reduced size and body weight (78%
of wild type; Fig. 1, A and B). Conversely, re-
ducing PI3K activity in the ring gland of
P02069PI3KDN animals led to increased growth
and produced adults with 17% greater weight on
average (Fig. 1, A and B). Adult size increase
was attributable to an increase in cell number in
the wing and the eye. Adult size reduction was
accompanied by a decrease in cell number in
the wing and in cell size in the eye (Fig. 1B).

The timing of embryonic and larval devel-
opment of these animals was comparable to
that in controls. Both the L2 to L3 transition
and the cessation of feeding (wandering) oc-
curred at identical times (Fig. 1C). Moreover,
animals entered pupal development at the
same time, except for P02069PI3KDN, which
showed a 1- to 2-hour delay intrinsic to the
UAS-PI3KDN line itself. The duration of pupal
development was slightly modified, however:
Adult emergence was delayed in P02069PI3K
and advanced in P02069PI3KDN, albeit by less
than 4 hours after 10 days of development (9).
In contrast, the speed of larval growth was
found to be increased in P02069PI3KDN ani-
mals and decreased in the P02069PI3K back-
ground at the earliest stage that we could
measure (early L2 instar) (Fig. 1D). Because
none of these effects were observed when PI3K
levels were modified specifically in the CA
with the use of the Aug21-Gal4 driver (fig. S1,
B and C), we can conclude that the observed
phenotypes are solely due to PI3K modula-
tion in the PG. Together, these results dem-
onstrate that manipulating PI3K levels in

the PG induces nonautonomous changes in
the speed of larval growth (growth rate ef-
fects) without changing the timing of larval
development.

To investigate whether these effects could
be attributed to changes in 20E levels, we first
measured ecdysteroid titers in third-instar
larvae of the different genotypes. Early after
ecdysis into third instar E74 hours after egg
deposition (AED)^, ecdysteroids are present at
basal level; they accumulate to an intermediate
plateau around 90 hours AED and reach peak
levels before pupariation (120 hours AED)
(10). Because early L3 levels are below the
detection limit of our enzyme immunoassay,
we measured ecdysteroid titers at the inter-
mediate plateau (90 hours AED). In these
conditions, we observed a very modest in-
crease of ecdysteroids in P02069PI3K lar-
vae and a small but significant decrease in
P02069PI3KDN animals (Fig. 2A). This was
further confirmed by measuring the tran-
script levels of a direct target of 20E, E74B,
which responds to low and moderate levels
of 20E (11) (Fig. 2B). However, in early L3
larvae with basal ecdysteroid levels (74

hours AED), differences in E74B transcripts
were clearly visible, with a factor of 1.9
increase seen for P02069PI3K and a factor
of 1.7 decrease for P02069PI3KDN. These
findings establish that basal circulating
levels of 20E are modified in response to
our manipulation of PI3K levels in the PG,
and they also suggest that the observed
differences in basal 20E levels equalize with
the strong global increase of ecdysteroids in
mid- to late L3.

Several related lines of evidence strengthen
these results. First, the increase in growth rate
and size observed in P02069PI3KDN animals
could be efficiently reversed by adding 20E to
their food (Figs. 1D and 2C). Second, feeding
wild-type larvae 20E recapitulated the effects
observed in P02069PI3K animals (Fig. 2C).
Third, ubiquitous silencing of the nuclear
receptor EcR by means of an inducible EcR
RNA interference (RNAi) construct (fig. S2)
resulted in a growth increase similar to that
observed in P02069PI3KDN larvae (Fig. 2C).
Finally, the phantom (phm) and disembodied
(dib) genes, which are specifically expressed
in the PG and encode hydroxylases required

Fig. 1. Levels of PI3K signaling in the prothoracic gland control final size by changing the larval
growth rate. (A) The P0206-Gal4 line (P02069 ) expresses Gal4 in the PG and the CA. Varying
levels of PI3K in the ring gland produce autonomous growth effects (green, GFP; blue, anti-Elav
neuronal marker; red, propidium iodide). Reverse nonautonomous growth effects are observed in
pupae and adults. (B) Effects on body, tissue, and cell size (for weight measurement, n 0 90; for
ommatidial size, n 0 30; for wing measurement, n 0 20; nb, number; *P G 0.05). (C) Timing of larval
development. Transition timing (horizontal bars) is determined when 50% of the animals have passed
a given transition (n 9 40). (D) Measurement of larval growth rates (25-C, n 0 30; a.u., arbitrary
units). Error bars denote SD.
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—Systemic Negative Feedback of Developmental Timing on Growth 

J. Colombani et al. and P. Léopold. (2005) Science 310 (5748), 667-670. 
DOI: 10.1126/science.1119432 

for ecdysteroid biosynthesis (10, 12, 13),
showed increased expression (by factors of
1.65 and 2.2, respectively) upon PI3K ac-
tivation in the ring gland (Fig. 2D). These
results support the notion that 20E biosyn-
thesis is mildly induced in these experimental
conditions. In line with our previous results,
neither 20E treatment nor EcR silencing had

any effect on developmental timing (Fig. 1C).
Overall, our results indicate that manipulation
of basal levels of 20E signaling in various
ways modifies the larval growth rate without
affecting the timing of the larval transitions.

Variations in ecdysone levels in animals
with different-sized ring glands could be due to
changes in the PG tissue mass or, alternatively,

to a specific effect of PI3K signaling in the
secreting tissue. To distinguish between these
two possibilities, we induced extra growth in
the PG by treatment with either Drosophila
Myc (dMyc) or cyclin D/Cdk4, two potent
growth inducers in Drosophila (14, 15). Al-
though the size of the larval ring gland was
markedly increased under these conditions (fig.
S1D), no effect on pupal or adult size was
observed (9), which implies that the size of the
ring gland is not the critical factor in control
of body size. Instead, it is likely that the InR-
PI3K signaling pathway can specifically ac-
tivate ecdysone production from the PG.

We next examined the possibility that
ecdysone signaling could oppose the growth-
promoting effects of IIS in the larva. To test
this idea, we fed larvae 20E and assessed
PI3K activity in vivo with the use of a green
fluorescent protein (GFP) fused to a pleckstrin
homology (PH) domain (tGPH) as a marker
(2). Membrane tGPH localization showed a
marked decrease in the fat body of 20E-fed
animals, and this effect could be reversed by
specifically silencing EcR in the fat body (Fig.
3A). This indicates that ecdysone-induced
growth inhibition correlates with decreased
IIS and is mediated through EcR. Conversely,
larvae with PI3KDN expression in the PG
showed a factor of 4.2 increase in the global
levels of Akt activity, as measured by phos-
phorylation levels of Ser505 (Fig. 3B). In
Drosophilacells (as in other metazoan cells),
high levels of PI3K and Akt activity cause the
transcription factor dFOXO to be retained in
the cytoplasm, whereas low levels of PI3K
and Akt activity allow dFOXO to enter the
nucleus where it promotes 4E-BP transcrip-
tion (16, 17). In larvae with ectopic PI3K
expression in the PG, we observed a strong
increase in nuclear dFOXO in fat body cells.
Similar results were obtained by feeding lar-
vae with 20E (Fig. 3C). Conversely, inacti-
vation of EcR signaling in fat body cells was
accomplished by clonal overexpression of a

Fig. 2. 20E controls larval growth rates and
final adult size. (A) Ecdysteroid titers in
mid-L3 larvae from different genotypes
(90 hours AED, *P G 0.05). (B) Measure-
ment of larval E74B transcripts by quanti-
tative reverse transcription polymerase
chain reaction (RT-PCR). Fold changes are
relative to control (dissection at 74 hours
AED or otherwise indicated). (C) Effects of
feeding 20E and general EcR silencing
(arm9EcR-RNAi) on larval body weight (*P G
0.05, **P G 0.01). (D and E) Measurement
of larval dib, phm, and 4E-BP transcripts by
quantitative RT-PCR. Fold changes are rel-
ative to control (dissection at 74 hours AED).
(F) Growth defects seen in P02069PI3K
animals are suppressed in a dFOXO21 homo-
zygous background (n 9 90, except for
P02069PI3K; dFOXO21: n 0 60).

Fig. 3. Ecdysone sig-
naling affects growth by
modulating IIS. (A) Levels
of PI3K activity in the fat
body as visualized with
tGPH (green) (dissection
at 74 hours AED). (B)
Global levels of activated
Akt in early L3 larvae of
different genotypes, de-
tected with antibodies to Ser505-phosphorylated
Akt. Relative chemiluminescence is indicated after
normalization. arm9PI3K serves as a control for
increased Akt activation. (C) Increased ecdysone
signaling in P02069PI3K or 20E-fed larvae causes
nuclear localization of dFOXO in fat body cells
(dissection at 74 hours AED; red, anti-dFOXO; blue,
DAPI). (D) Inactivation of EcR signaling reduces
nuclear localization of dFOXO. Clones of fat body
cells expressing a dominant-negative form of EcR
(EcRF645A) labeled in green (GFP); red, anti-dFOXO;
blue, DAPI (dissection at 90 hours AED).

R E P O R T S

www.sciencemag.org SCIENCE VOL 310 28 OCTOBER 2005 669

on O
ctober 11, 2019

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

dominant-negative form of EcR (EcRF645A)
(18). In these conditions, we observed a re-
duced accumulation of dFOXO in the nuclei
of EcRF645A-expressing cells (Fig. 3D). As
an expected consequence, global accumula-
tion of 4E-BP transcripts was consistently
higher in P02069PI3K as well as in 20E-fed
early L3 larvae relative to control animals,
and was reduced upon general EcR silencing
(arm9EcR-RNAi) (Fig. 2E). Together, these re-
sults indicate that ecdysone-dependent inhibi-
tion of larval growth correlates with a general
alteration of insulin/IGF signaling and a relo-
calization of dFOXO into the cell nuclei. To
more directly test the role of dFOXO in the
growth-inhibitory function of ecdysone sig-
naling, we examined the effects of increasing
ecdysone levels in a dFOXO mutant genetic
background. Although homozygous dFOXO21

animals do not display a detectable growth phe-
notype (Fig. 2F) (16), introducing the dFOXO21

mutation was sufficient to totally reverse the
growth defects of P02069PI3K animals, either
homozygous (Fig. 2F) or heterozygous (9).
These data establish that dFOXO is required for
20E-mediated growth inhibition.

The endocrine activities of the brain and the
fat body have previously been implicated in
the humoral control of larval growth (19, 20).
To test for possible roles of these two organs
in mediating the systemic growth effects of
ecdysone, we silenced EcR expression spe-
cifically in the brain_s insulin-producing
cells (IPCs) or in the fat body. Whereas spe-

cific expression of EcR RNAi in the IPCs
failed to reproduce the overgrowth observed
in armGal49EcR-RNAi animals (9), EcR si-
lencing in the fat body elicited an accelera-
tion of larval growth and a remarkable
increase in pupal size (Fig. 4, A and B). More-
over, no detectable delay was observed in the
larval timing of these animals (Fig. 1C). Thus,
specifically reducing 20E signaling in the fat
body is sufficient to recapitulate the systemic
effects of global EcR silencing. Hence, the
fat body is a major target for ecdysone, and
this tissue can act to relay the 20E growth-
inhibitory signal to all larval tissues.

Our results establish an additional role for
20E in modulating animal growth rates. This
function is mediated by an antagonistic inter-
action with IIS that ultimately targets dFOXO
function (fig. S2E). A similar antagonistic in-
teraction between 20E and insulin signaling
was recently shown to control developmentally
regulated autophagy in Drosophila larva (21).

Although we do not rule out a direct effect
of ecdysone on the cellular growth rate of all
larval tissues, our experiments reveal a key
role for the fat body in relaying ecdysone-
dependent growth control signals. Together
with previous work (3), these data suggest that
various inputs such as nutrition and ecdysone
converge on this important regulatory organ,
which then controls the general IIS to modu-
late organismal growth (fig. S2E). How, then,
is growth connected to developmental timing?
Our finding that 20E can modulate growth
rates in addition to developmental transitions
places this hormone in a central position for
coordinating these two key processes and con-
trolling organismal size.
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Small-Molecule Inhibitor of
Vibrio cholerae Virulence and

Intestinal Colonization
Deborah T. Hung,* Elizabeth A. Shakhnovich,

Emily Pierson, John J. Mekalanos

Increasing antibiotic resistance requires the development of new approaches to
combating infection. Virulence gene expression in vivo represents a target for
antibiotic discovery that has not yet been explored. A high-throughput, phenotypic
screen was used to identify a small molecule 4-[N-(1,8-naphthalimide)]-n-
butyric acid, virstatin, that inhibits virulence regulation in Vibrio cholerae. By
inhibiting the transcriptional regulator ToxT, virstatin prevents expression of
two critical V. cholerae virulence factors, cholera toxin and the toxin coregulated
pilus. Orogastric administration of virstatin protects infant mice from intestinal
colonization by V. cholerae.

We are entering a challenging era where mi-
crobial resistance to antibiotics will complicate
the treatment of nearly all common bacterial
infections. The development of antimicrobials
has lagged behind the development of antibi-

otic resistance for many life-threatening bac-
terial species. Current antimicrobials, for the
most part, target a relatively small number of
essential gene functions, such as inhibition
of cell wall synthesis, DNA replication, RNA

Fig. 4. The larval fat body relays the 20E-
dependent growth inhibitory signal to larval
tissues. The ppl-Gal4 driver (ppl9) allows spe-
cific expression of EcR-RNAi constructs in the
larval fat body. (A) Measurement of larval vol-
umes (n 0 10 per time point). (B) Size differ-
ence between control and pplGal49EcR-RNAi
prepupae (120 hours AED).
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• FOXO is inhibited by Pi3K signalling.
• Activation of Pi3K in the prothoracic gland (PG) or 

feeding with Ecdysone induces FOXO and inhibits 
Pi3K signalling in the Fat Body (FB)

• Conversely clones that inhibit Ecdysone signalling 
(mutant receptor EcR) in Fat Body cells activate 
Pi3K.

• Inhibition of EcR in the Fat Body increases animal 
size

• Production of Ecdysone by the Prothoracic Gland induces 
a negative feedback on growth via the Fat Body

FB

PG>>
PG>>

PG>>

EcR 
mutant 
clones
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• Link between Growth and Developmental transition: Timing 
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Pi3K

—Systemic Negative Feedback of Developmental Timing on Growth 
Growth induced signalling in the prothoracic gland accelerates developmental transition via Ecdysone signalling

see also Mirth C, Truman JW, Riddiford LM. Curr Biol 2005; 15:1796-807; PMID:
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average, 32% and 21% longer than UAS-Grim and ptth >
Gal4 pupae, respectively; ablated male pupae were 26%
and 15% longer, on average, than UAS-Grim and ptth >
Gal4 controls, respectively (Figure 4J). The adult
females and males ranged from 50% to 70% heavier
than the controls (Figure 4J).

Not only were the bodies of adults larger and heavier,
their wings were also larger (Figure 4G). To determine if
this increased size was due to an increase in cell number
or to an increase in cell size, we counted wing-hair num-
bers within a defined 100 m2 area on each wing. Since
each wing epidermal cell produces only one wing hair,
the density of hairs is a useful indicator of cell size. This
analysis revealed that there is no change in cell size
(Figure 4F), leading us to conclude that the larger wings
are produced by an increase in cell number.

To determine if the increased body size is the result of
an alteration in the rate of mass accumulation during feed-
ing or the duration of feeding, we measured the time
period spent in each larval instar stage, as well as the
rate of weight gain during the third larval instar as a func-

tion of time.We found that the duration of each larval instar
was lengthened in ablated animals compared to controls
(Figure 5). The average time to ecdysis from the first- to
the second-instar stage for larvae in which the PG neurons
were ablated increased by!8 hr (Figure 5A). Interestingly,
during the second- to third-instar stages, the growth delay
in larvae with ablated PG neurons did not become any
more pronounced and stayed !8 hr behind the controls
(Figure 5B). During the third-instar stage, however, there
is an additional dramatic developmental delay of 5 days.
The average total time from egg deposition to pupariation
increased from 5.5 days for controls to !10.5 days for
larvae in which the PTTH-producing neurons were ablated
(Figure 5C). After pupation, the time to eclosion for ablated
animals is not different from the controls and averages
about 5 days (data not shown). It should be noted that
not all ablated animals were able to complete develop-
ment. The death rate of ablated larvae varied between
trials. Approximately 5% of ablated larvae died between
the first and second instar. By the third instar, 20% of
the larvae had died, and by puparium formation 50% of

Figure 4. Loss of PG Neurons Generates
Large Flies, whereas Ectopic PTTH
Leads to Small Flies
(A) Expression of ptth > Gal4/UAS-cd8GFP in

the PG neurons of a wandering third-instar

larva.

(B) Coexpression of UAS-Grim (23) with ptth >

Gal4 (23) results in loss of the PG neurons (no

UAS-cd8GFPstaining in a brain fromawander-

ing third instar).

(C–E) Crawling third-instar larva, pupa, and

adult females, respectively, produced by abla-

tion of PG neurons (left animal) or from control

lines containing UAS-Grim alone (middle

animal) or ptth > Gal4 alone (right animal).

(F) Wing-hair density in a 100 m2 square section

(n = 9 wings) located on the dorsal surface ad-

jacent to the posterior crossvein (error bars

show SEM).

(G) Overlay of wings produced from a PG neu-

ron-ablated fly or a fly containing the UAS-Grim

construct alone with no driver.

(H) Overexpression of PTTH produces small

flies compared to expression of Gal4 alone.

(I) Overlay of a wing produced by overexpres-

sion of PTTH compared to a wing produced

by the driver alone.

(J) Pupal lengths and adult weights of animals

with the indicated genotypes. Photographing

individual pupa and measuring pixel number

compared to a calibrated standard determined

pupal lengths. Adult flies were weighed in

batches of 10–30 flies, and the average weight

per fly was determined (error is SEM).
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processes underlying this reduction in
body size.

We found that, unlike many other
insects, ablating the CA did not produce
dramatic effects on the growth duration.
This was perhaps not a surprising result
given the lack of effect of ectopic JH
application on Drosophila development.11

What was wholly unexpected, however,
was the discovery that ablation of the CA
reduces growth rate. Even more surpris-
ingly we found that JH appears to regulate
growth rates by modulating both insulin/
TOR signaling and ecdysone synthesis
(Fig. 1B). Several lines of evidence sup-
port this hypothesis. First, the reduction
in body size caused by ablation of the CA

was eliminated in larvae also lacking the
Forkhead Box class O (FOXO) transcrip-
tion factor. FOXO is a major effector of
the insulin/TOR signaling pathway and is
a negative growth regulator that reduces
growth rate when insulin/TOR signaling
is low. The observation that CA-ablated
larvae without FOXO are not small sug-
gests that loss of JH reduces body size by
reducing insulin/TOR signaling, a
hypothesis further supported by the obser-
vation that CA-ablated larvae have ele-
vated FOXO activity. Second, CA-ablated
larvae also have elevated levels of circulat-
ing ecdysone and elevated levels of ecdy-
sone signaling. Since ecdysone is a
negative regulator of systemic insulin

signaling, a compelling
hypothesis is that CA-
ablated larvae show reduced
insulin signaling due to
their elevated ecdysone lev-
els. This hypothesis is sup-
ported by the observation
that downregulating expres-
sion of the JH receptor in
the prothoracic gland also
reduces body size but does
not alter developmental
timing.

Taken together, our data
suggest that JH acts to regu-
late insulin/TOR signaling
by controlling ecdysone
concentration but not the
timing of ecdysone pulses
(Fig. 1B). By regulating
ecdysone concentration, JH
may modulate insulin/
TOR signaling throughout
the body, thereby control-
ling growth rates with-
out substantially interfering
with developmental timing.
Our data may also help
to explain why JH appears
to positively regulate the
disproportional growth of
secondary sexual character-
istics in a number of insect
species, including the eye
stalks of stalk-eyed flies,
and the enlarged mandibles
of stag beetles and horned
flour beetles.12,13 Collec-
tively, these results not only

help us understand how body size is regu-
lated, they also uncover an unexpected
level of interaction between these three
signaling systems that may be important
in explaining how relative organ size is
regulated.
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Figure 1. The effects of insulin/target of rapamycin (TOR) signaling and juvenile hormone (JH) signaling in the pro-
thoracic gland during body size regulation. (A) Insulin-like peptides (ILPs) are secreted from neurosecretory cells in
the brain. They act on the prothoracic gland to regulate the timing and amount of ecdysone synthesized by the pro-
thoracic gland. By regulating the timing of ecdysone pulses, insulin/TOR affects developmental timing, hence the
duration of the growth period. By affecting ecdysone concentrations, insulin/TOR regulates growth rates. (B) JH acts
on the prothoracic gland to affect the concentration of ecdysone synthesized, but not the timing of ecdysone syn-
thesis. In this way, JH does not affect developmental timing but rather regulates body size by controlling growth
rates.
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and it will be of interest to know whether those proteins also have
roles in regulating developmental timing.

Materials and Methods
Drosophila strains and husbandry

Animals were raised on standard medium as used by the Bloomington
Drosophila Stock Center. Fly stocks usedwerew1118 aswild-type control
for all experiments, Oregon-R, rn-Gal4,tub-Gal80ts/TM6B-Gal80, rn-
Gal4,tub-Gal80ts,UAS-egr/TM6B-Gal80, and rn-Gal4,tub-Gal80ts,UAS-
rpr/TM6B-Gal80 (Smith-Bolton et al, 2009), UAS-dpp/TM6B (Haerry
et al, 1998), UAS-tkvQ253D/TM6B (Nellen et al, 1996), dad-nRFP/CyO
(Wartlick et al, 2011), UAS-GFP-Dpp (Entchev et al, 2000), UAS-dilp8::
3xFLAG (Garelli et al, 2012), dpp-LG, and lexOEGFP::dpp/TM6B (Yagi et al,
2010), UAS-bantamA and bantam.sensor (Brennecke et al, 2003),
P0206-Gal4, phm-Gal4, and ptth-Gal4 (from Lynn Riddiford), UAS-
tkvD95KUAS-dad and UAS-brk (from Christine Rushlow), UAS-baboCA
(from Michael O’Connor), elav-Gal80 (Yang et al, 2009) (from Lily Yeh
Jan and Yuh-Nung Jan), dlg40-2 (from David Bilder), and dppFRT-PSB
(Bosch et al, 2017) (from Jean-Paul Vincent). Stocks that were obtained
from the BloomingtonDrosophila Stock Center: dpp-lacZ (#8404, #8411,
#8412) UAS-InRACT (#8263), dpp-Gal4/TM6B (#1553), UAS-dpp (#1486),
UAS-tkvCA (#36537), brk-GFP.FPTB (#38629), dilp8MI00727 (#33079), Aug21-
Gal4 (#30137), AKH-Gal4 (#25684), UAS-dcr2 (#24650), UAS-dppRNAi
(#25782), r4-Gal4 (#33832), UAS-preproANF-EMD (#7001), G-TRACE-3
(#28281), UAS-GFP.nls (#4775, #4776), UAS-MadRNAi (#31315, 43183),
UAS-tkvRNAi (#35653, #40937), AbdB-Gal4 (#55848), UAS-tdTom (#36328),
UAS-tdGFP (#35836), and ap-GAD (#54268). UAS-MedRNAi (#19688) was
from the Vienna Drosophila Resource Center (VDRC).

Immunohistochemistry and microscopy

Larvae were dissected in PBS, fixed 20 min in 4% PFA, permeabilized
with 0.1% Triton X-100, and blocked with 10% normal goat serum.

Primary antibodies used are: rabbit anti-Smad3 (phospho S423 +
S425) (#52903, 1:500; Abcam), rabbit anti-Sad (1:250), rabbit anti-Phm
(1:250), rabbit anti-Dib (1:250) and guinea pig anti-Spok (1:1000) (gifts
from Michael O’Connor), rabbit anti-Ptth (1:100) (gift from Pierre
Léopold), mouse anti-Armadillo N2 7A1 (Riggleman et al, 1990)
(DSHB, 1:100), mouse anti-Dlg 4F3 (Parnas et al, 2001) (DHSB, 1:100),
rabbit anti-GFP (#TP401, 1:500; Torrey Pines Biolabs), mouse anti-
GFP (AB290, 1:500; Abcam), rabbit anti-cleaved DCP-1 (Asp216, 1:250;
Cell Signaling Technology), and rabbit anti-FOXO (1:1000) (gift from
Michael Thomas Marr) (Puig et al, 2003). Secondary antibodies used
are: goat anti-mouse 555 (#A32727; Invitrogen), goat anti-mouse 647
(#A32728; Invitrogen), goat anti-rabbit 555 (#A32732; Invitrogen), goat
anti-rabbit 647 (#A32733; Invitrogen), goat anti-guinea pig 555
(#A-21435; Invitrogen) (all, 1:500), as well as phalloidin-TRITC (#P1951,
1:500; Sigma-Aldrich) and DAPI (#D1306, 1:500; Invitrogen). Samples
were mounted in SlowFade Gold (#S36937; Invitrogen) and imaged
on a Zeiss 700 LSM confocal microscope.

Developmental timing assay and rnts> temperature shift
experiments

Fertilized eggs were collected on grape juice plates for 4 h. L1 stage
larvae were transferred onto standard Bloomington food supple-
mented with yeast paste at a density of 50 animals per vial. For
constitutive expression without the presence of a temperature-
sensitive Gal80, animals were raised consistently at 25°C and pupal
counts were taken every 8 h. Three independent experiments were
conducted for each condition. rnts> animals were raised at 18°C
until day 7 (early third instar), then transferred to 30°C for a 24 h
temperature shift and subsequently returned to 18°C. Pupal counts
were taken every 12 h. Three independent experiments were
conducted for each condition. In the graphs, error bars show
standard deviations between the experiments and n stands for the
total number of pupae that were counted.

Figure 8. Model of how Dpp from imaginal discs
might regulate developmental timing.
As the third instar larva matures, a large increase in
imaginal disc size occurs while Dpp is continuously
expressed in the imaginal disc. Surprisingly, the PG
displays pMad activation early in L3 and its likely
source is from the imaginal discs. pMad activity in the
PG decreases and is absent late in L3. Because pMad
inhibits ecdysone synthesis, a reduction in Dpp
signaling in late L3 is necessary to produce sufficient
ecdysone required for the timely onset of
metamorphosis. This reduction of Dpp signaling may
be due to growing disc tissue representing a sink that is
outgrowing the source of Dpp, thereby retaining Dpp in
discs at an increasing rate; or, an increase in
hemolymph volume may outpace the secretion of Dpp,
leading to a decreased concentration of circulating
ligand that is no longer sufficient to activate pMad. It is
also possible that continuous secretion of collagen
from the fat body renders the ECM increasingly
impermeable during L3, which would reduce the
amount of Dpp that can be secreted from the disc.

Dpp as an inter-organ signal Setiawan et al. https://doi.org/10.26508/lsa.201800216 vol 1 | no 6 | e201800216 13 of 17

—Hypothesis: Dpp as a coupling mechanism and size-dependent sequestration?

L. Setiawan et al and M. O’Connor and I. Hariharan. Life Sci Alliance. (2018);1(6):e201800216. doi: 10.26508/lsa.201800216.
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• Differential (allometric) growth mediated by 
Nutrient and Hormonal relay

—Hormonal relay of food impacts growth of organs and whole organism

2560.5uC until pupation. Larval period (in days), weight (g) and
mandible length of pupae and adults (prothorax width and left
mandible length) were recorded. The control groups included an
untreated group and a group that received an application of 10 ml
of acetone.

Prepupal JHA treatment
Male and female individuals in the early half of the prepupal

period (staged as between pupal cell construction to termination of

gut purge) and males in the late half of the prepupal period (staged
from termination of gut purge to pupation) were treated with 10 ml
of 5 mg fenoxycarb diluted in acetone as described above (Wako
Pure Chemical Industries Ltd., Japan). Control groups were
untreated, and acetone-only, early and late prepupae. Mandible
length and total weight of all pupae was recorded. Statistical
analyses for the relationship of mandible length to pupal weights
among all groups were conducted using ANCOVA (JMP version
6.0, SAS Institute, Cary, NC).

Hemolymph collection and JH extraction
Hemolymph was collected from the early prepupal periods of

experimentally manipulated small and large individuals of both
sexes. As mentioned, low food rearing containers with a limited
food supply produce small beetles whereas larvae reared in large
containers with over three times as much food develop into
significantly larger individuals. Prepupae were anaesthetized on ice
and hemolymph was collected by dissection at the base of the legs,
with a glass Pasteur pipette. Aliquots of collected hemolymph were
extracted by using methanol and iso-octane with 30 ng fenoxycarb
(Wako Pure Chemical Industries Ltd., Osaka, Japan,) as an
internal standard. See the Materials and Methods S1 for more
detail.

Liquid chromatography-mass spectrometry (LC-MS)
To quantify juvenile hormone titers in the stag beetle, the

experimental methods of LC-MS were modified based on

Figure 3. Effects of JHA treatment on male prepupae and
larvae. (A, B) The relationship between body weight (X-axis) and
mandible length (Y-axis) of male pupae treated with acetone or JHA at
the prepupal period and the larval period. (C) Pupal phenotype of a JHA
treatment at the early half of the prepupal period which has abnormally
exaggerated mandibles (right), compared with untreated individual of
the same weight (left).
doi:10.1371/journal.pone.0021139.g003

Figure 4. Comparison of JH titer between large and small
males during the early prepupal period. (A) JH titer during the
early prepupal period (mean 6 SE). A significant difference in JH titer
was found between large and small males. Numbers above each
column denote the number of examined individuals. (B) The
relationship between body weight and JH titer in males in the early
prepupal period. The shaded circles represent the average value of the
three measurements for a single individual with a standard error bar.
Among individuals under high food conditions (i.e. large males), a
significant positive correlation between weight and JH titer was found
(P = 0.012, R2 = 0.55, Pearson correlation coefficient test). However,
individuals reared under low food conditions (i.e. small males) showed
no significant correlation between weight and hormone titer, possibly
due to a much narrower range of body weights observed (P.0.1,
R2 = 0.21, Pearson correlation test).
doi:10.1371/journal.pone.0021139.g004
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completed all growth in body size, and they begin the complex
process of metamorphosis including gut purge, regression of larval-
specific tissues, and rapid growth of adult structures. Eyes, wings,

legs, genitalia and mouthparts all undergo rapid growth during
this prepupa period, and in males, mandible growth is especially
prolific at this time. Histological examination of the mandibles of
both large and small males showed huge differences in epithelial
proliferation during development (Fig. 2A and 2B). Under the
larval cuticle of males, we found extensive folding of the epidermis
and cuticle of the newly forming pupal mandibles. Among-male
variation in the structure of these folds (density and depth of
furrow, Fig. 2D and 2E) results in differences in mandible sizes of
pupae. In contrast, for females with relatively small mandible sizes,
we observed smooth mandibular epithelial surfaces lacking any
folding in developing female prepupae (Fig. 2C and 2F). The
complex folding resulting from epithelial growth and proliferation
has also been reported in the development and formation of other
exaggerated structures extending directly from the body walls such
as the horns of horned beetles [10,11] and the mandibles and
nasus of termite soldiers [12,13].

Juvenile hormone regulates mandible growth
It is during the prepupa period that physiological signals are

predicted to modulate the amount of growth in adult structures in
response to nutrition. One proposed mechanism suggests that JH
acts as a nutrition-sensitive regulator of trait growth [14,15]. JH
has long been known to influence alternative patterns of insect
growth, including the seasonal onset of diapause and wing
development in response to overcrowding [16]. JH is also thought
to regulate the nutrition-dependent expression of traits such as
caste-specific morphologies in ants and bees [17], and size-
dependent production of horns in beetles [10]. Recently, Truman
et al (2006) showed that JH is crucial for coupling nutrition with
the growth of adult traits in the hornworm Manduca sexta [18].
In this study, we provide correlative evidence that JH regulates

the exaggerated growth of male stag beetle mandibles. To test the
role of JH during adult mandible development, we increased
hemolymph titers of JH by application of the JH analog (JHA)
fenoxycarb during both larval and prepupal development. Because
growth in overall body size has ceased by the prepupal period, we
predicted that perturbation of JH signaling during the prepupal
period would affect growth of the adult structures without altering
body size –i.e. it would alter the proportional sizes of body parts.
As predicted, increasing JH signaling during the early prepupal
period increased the proportional size of body parts, and this was
especially pronounced in male mandibles (P,0.001, ANCOVA,
Fig. 3A and 3C). In females, mandibular elongation was not
observed regardless of the developmental stage, the type of JHA
applied or the JHA application dose.
The direction of the response to ectopically expressed JHA in

male beetles was consistent with the measured titers for JH during
this same period (Fig. 4A and 4B). Significant differences in JHIII
titers and body size were found between small and large males for
the early prepupal period (small male: 0.28260.033, large male:
0.41360.034 ng/ml hemolymph, P,0.01, Tukey-Kramer; Fig. 4A
and P= 0.012, Pearson correlation coefficient test; Fig. 4B). In
contrast, perturbing JH during the end of the prepupal period did
not influence exaggerated mandible growth (Fig. S1).
Regulation of condition-dependent trait proliferation by JH

signaling depends on the precise deployment of JH [19]. Topical
application of JHA to male stag beetle larvae prior to the prepupal
period significantly prolonged the larval periods (Fig. S2) resulting
in large pupae (Fig. 3B). However, these males did not show
disproportionate growth of condition dependent traits as trait size
and mandible size of these males scaled with that of normally
reared males (Fig. 3B and S3). This result suggests that a high JH
titer during the larval period contributes to increased total body

Figure 1. Intraspecific morphological variation in Cyclommatus
metallifer and condition dependent effects of high and low
food availability. (A) Intraspecific morphological variation in Cyclom-
matus metallifer. Large male (left), small male (center), and female (right)
are shown. (B–D) Larval period duration, pupal weight and mandible
length of stag beetle pupae reared under high and low nutritional
regimes. (B) Males reared under high food conditions spent significantly
more time as third instar larvae than males reared under low food
conditions (P,0.001, student t-test). (C) Male stag beetles were
significantly larger as pupae when reared under high food conditions
(P,0.001, student t-test). (D) Adult mandible length was significantly
longer in males reared under high food conditions (P,0.001, student
t-test). The means 6 SEs (N=10) are shown.
doi:10.1371/journal.pone.0021139.g001
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Rn>avl-RNAi discs (fig. S2, A and B), con-
sistent with its function being downstream of
neoplastic growth.

Microarray analyses identified dilp8 in a list
of 52 genes differentially expressed in control
and Rn>avl-RNAi discs (fig. S3). Quantitative

reverse transcription polymerase chain reaction
(qRT-PCR) analysis confirmed that dilp8mRNA
levels are strongly up-regulated in Rn>avl-RNAi

Fig. 1. A genome-wide screen for molecules coordinating disc growth with
the developmental clock. Effects on the developmental timing (A), measured
as % larvae that have pupariated, and larval weight (B) (n = 10) after
silencing avl or rpl7 in the imaginal discs. (C to I) Wing discs dissected from
indicated genotypes at the indicated time AED, stained for Wingless [Wg; (C)
to (E), (G), and (H)] or Disc large (Dlg) [(F) and (I)]. (J) Rescue of the
pupariation delays upon dilp8 silencing in the indicated genotypes. Error bars
represent SEM (standard error of the mean).

Fig. 2. dilp8 expression is up-regulated in response to a variety of disc growth
alterations. (A and B) Larval dilp8 transcript levels measured by qRT-PCR
in the indicated genotypes. Fold changes are relative to control animals at
76 hours AED. (C) dilp8 transcript levels (qRT-PCR) in isogenic w1118 (control)
and irradiated (g-rays, 40 Gy) larvae at 120 hours AED. (D to F) Coexpression
of puckered (UAS-puc2A) rescues the pupariation delays (D) and dilp8 expres-
sion levels [(E) and (F)]. (G) Time course of dilp8 expression in whole larvae
(qRT-PCR). Fold changes are relative to dilp8 levels at 96 hours AED.
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—Genetic lesions in growing tissues (minute mutation or tissue integrity) 
cause delay of developmental transition
—Discs produce an Insuline like peptide that triggers developmental delay

Julien Colombani et al. and P. Léopold 
Science 336, 582 (2012); DOI: 10.1126/science.1216689 
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Cell-nonautonomous local and systemic
responses to cell arrest enable long-bone
catch-up growth in developingmice
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Abstract

Catch-up growth after insults to growing organs is paramount to achieving robust body pro-
portions. In fly larvae, injury to individual tissues is followed by local and systemic compen-
satory mechanisms that allow the damaged tissue to regain normal proportions with other
tissues. In vertebrates, local catch-up growth has been described after transient reduction of
bone growth, but the underlying cellular responses are controversial. We developed an
approach to study catch-up growth in foetal mice in which mosaic expression of the cell
cycle suppressor p21 is induced in the cartilage cells (chondrocytes) that drive long-bone
elongation. By specifically targeting p21 expression to left hindlimb chondrocytes, the right
limb serves as an internal control. Unexpectedly, left–right limb symmetry remained normal,
revealing deployment of compensatory mechanisms. Above a certain threshold of insult, an
orchestrated response was triggered involving local enhancement of bone growth and sys-
temic growth reduction that ensured that body proportions were maintained. The local
response entailed hyperproliferation of spared left limb chondrocytes that was associated
with reduced chondrocyte density. The systemic effect involved impaired placental function
and IGF signalling, revealing bone–placenta communication. Therefore, vertebrates, like
invertebrates, can mount coordinated local and systemic responses to developmental
insults that ensure that normal body proportions are maintained.

Author summary
The coordination of organ growth is necessary to attain correct individual organ sizes and
body proportions. While extensive studies in insects have revealed that both intra-organ
and inter-organ communication mechanisms are involved in regulating organ growth,
vertebrate studies have lagged behind. Here, we developed a new mouse model to examine
cellular mechanisms underlying growth regulation after a developmental insult. The cell
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Fig 5. Mosaic local proliferation blockade in chondrocytes of the left limb results in systemic growth reduction.
(A) Right femur and tibia length (normalized to the average ePit-p21 littermate) from E17.5 embryos treated with Dox
(n = 4 ePit-p21 and n = 11 ePit-Col-p21) or untreated (n = 5 and n = 6). Comparison by 2-way ANOVA with Genotype
and Bone identity as variables. p-Values for Genotypes are shown below graphs; p-values for Sidak’s post hoc test
shown on graph. (B–C) Box and whisker plots for normalized bone length (panel B) and weight (panel C) of ePit-Col-
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Fig 1. An intersectional genetic approach enables inducible p21 misexpression primarily in left limb chondrocytes. (A)DRAGON-p21 allele
in the Igs7 locus. (B) Schematic showing p21 expression driven by the left-specific Pitx2-Cre and cartilage-specific Col2a1-rtTA (Pit-Col-p21).
(C–E) Expression of tdT protein and p21mRNA (panel C and C’) and p21 protein and EdU (panel D and E) at E15.5, with Dox administered at
E12.5. n = 3. Box in panel D is magnified in panel E. Asterisk indicate endogenous p21 expression. Arrowheads indicate rare double-positive
cells. (F) Quantification of p21+ cells in the PZ of ePit-Col-p21 proximal tibias, at E15.5 (n = 3) and E17.5 (n = 5). The average left/right fold-
change is indicated. See also S3 Data. (G) Quantification of EdU incorporation in p21+ and p21− cells of left ePit-Col-p21PZ of the cartilage, at
E15.5 and E17.5 (n = 3 and n = 5). Comparison by 2-way ANOVA with Cell population and Stage as variables (p-values below graphs). p-Values
for Sidak’s multiple comparisons post hoc test (between cell populations) are shown on the graph. For panel F and G, see S3 Data. 2xpA,
transcriptional STOP; E, embryonic day; EdU, 5-ethynil-2’-deoxyuridine; Ins, insulator; PZ, proliferative zone; tdT, tdTomato; TRE,
Tetracycline-responsive element; W, WPRE (mRNA-stabilizing sequence) followed by pA.

https://doi.org/10.1371/journal.pbio.2005086.g001
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• Mosaic local proliferation blockade in chondrocytes of the left limb results in systemic growth reduction
• Most likely involves the nervous system (a priori no role for dILP8/Relaxin) 
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while the closer ear and lumen appear smaller and are shaped dif-
ferently (Fig. 5B; Supplementary Movie S3). Embryos appeared
similar in shape and size to wild-type, aside from the difference
between the ears and local damage. Quantification confirms that
the volume and shape of the further ear and lumen at !24 hpf
are similar to wild-type, while the UV-treated ear is smaller and
shaped differently (Fig. 5C–F). LR differences greater than wild-
type are observed for ear and lumen volume and shape at 24 hpf
(Fig. 5G–J), although differences in ear volume and shape are not
dramatic. Lumen volume LR difference is most striking, with the
UV-treated (left) lumen up to 6" smaller than its pair (Fig. 5D,H),

and more than 2" bigger than the biggest LR difference under
temperature stress (compare with Fig. 4).

Of interest, LR differences in lumen volume and shape are
recovered over time (Fig. 5D,F,H,J), and differences in ear volume
and shape are also largely recovered (Fig. 5C,E,G,I). It appears
that lumen shape and size LR differences recover more easily
than LR differences in ear shape and size, perhaps due to reduced
cell numbers in the UV-treated ears. By approximately 54 hpf,
the ears appear similar to each other and to wild-type, and the
embryos go on to develop similarly to wild-type (phenotype and
swimming compared at 5 dpf).
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Fig. 3. Quantification of zebrafish ear pair development by tracking volume and shape. A–D: Ear (A) and lumen (B) volumes; ear (C) and lumen
(D) shape ratios (AP length / MLDV diameter). Mean values as dark-gray lines; SD as light-gray shading. Each arrow connects left and right ear
values for one fish at one timepoint; one color per individual (38 individuals, 1–5 timepoints each). Squares replace arrows shorter than an arrow-
head. E–H: B/S ratios for ear (E) and lumen (F) volumes; ear (G) and lumen (H) shapes (gray dots). Two individuals are highlighted (black and white
dots, respectively). Additional measurements in Supplementary Table S1.
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Fig. 4. Environmental stress causes asymmetries in developing ear pairs that are later corrected. A: Temperature fluctuation protocol: tempera-
ture changes from 23–33 degC (or vice versa) every hour from 4–20 hpf. B: Single confocal planes (actb2:membrane-citrine) for an individual (cor-
responding to cyan arrows and dots in C–J) following temperature fluctuation treatment. Scale bar¼ 50 mm. See Supplementary Movie S2 for 3D
visualizations of ear and lumen shapes and volumes. C–F: Ear (C) and lumen (D) volumes; ear (E) and lumen (F) shape ratios. Untreated wild-type
mean values (dark-gray) and SD (light-gray) as in Figure 3. Each arrow connects left and right ear values for one fish at one timepoint (two to four
timepoints for three individuals, one color per individual). Squares replace arrows shorter than an arrowhead. G–J: B/S ratios for ear (G) and lumen
(H) volumes; ear (I) and lumen (J) shape ratios (untreated wild-type as in Fig. 3, gray dots). Colors match individuals in B–F. See also Supplementa-
ry Table S2.
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opposite ears. The cells can be fewer and bigger than at any wild-
type stage. Smaller ears may contain fewer cells due to cell death
or reduced cell division rate. We plotted the B/S ratio around 24
hpf (20–28 hpf) for all treatments (Fig. 8F). While wild-type ears
are very symmetrical with regard to cell number, all treated ears
are asymmetrical (B/S ratios 1.2 or more). The biggest asymmetry

in cell number (B/S ratio 1.55) is for UV-treated ears, again sug-
gesting that UV treatment impacts cell proliferation and cellular
recovery mechanisms.

To check for a link between cell number and cell division rate,
we calculated the percentage of mitotic cells per ear (mitotic cells
identified by morphology and counted; total cell number
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Fig. 8. Comparison of tissue and lumen recoveries across perturbation types. A–C: Mean B/S ratios at 20–28 and 44–52 hpf: ear (A), lumen (B),
tissue (C) volume. For A–H, gray marks wild-type (see Fig. 3), cyan temperature stress (Fig. 4), purple UV (Fig. 5), red local hsp70:dnfgfr1a-EGFP,
Method 1 (Fig. 6), orange local hsp70:dnfgfr1a-EGFP, Method 2 (Fig. 6), green hsp70:fgf8a (Fig. 7). Difference between B/S ratios at 20–28 and
44–52 hpf for each treatment tested by two-sample t-test with hypothesized difference¼ 0: *¼P value< 0.1, **¼P value< 0.05. D,E: Cell volume
(D), cell number (E) standard wild-type mean (dark gray) and SD (light gray) calculated by (Method A, Table 1); LR difference arrows for a subset
of individuals from Figures 4–7, calculated by (Method C, Table 1), colored as before. F: B/S ratio, mean cell number (see E), colors as in A–C,
note that wild-type value is approximately zero. G: Percentage mitotic cells (¼mitotic cell number / total cell number). Wild-type mean, SD and
LR difference arrows colored as in D,E. H: Mean expansion rates (pl/hr) for smaller (treated) ears, between 24 and 48 hpf; colors as in A–C: tissue,
dark; lumen, light. See also Supplementary Tables S3–S4.
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• Inner ear of zebrafish embryos
• Left-right fluctuations in volume of ear (total or lumen)

occur early on during development and are corrected    
subsequently.

• Induced perturbation using external (UV, temperature) 
cues also enhances L/R asymmetries which are later 
corrected. 

• Internal genetic perturbations are also corrected during 
development

—Feedback interactions between organs correct for developmental noise and confer 
robustness to growth
—Left/Right growth fluctuations

dissection of multiple interlinked pathways and circuits. Some
studies have provided insight, notably in Drosophila wings
(Breuker et al., 2006). However, emergence of symmetry in paired
organs may be regulated differently in vertebrates.

To quantify paired organ development longitudinally over
developmental time in a live vertebrate, we focus on a specific
organ pair: zebrafish (Danio rerio) inner ears. The early zebrafish
embryo is transparent, so development can be tracked at high (up
to subcellular) resolution with confocal microscopy and fluores-
cent markers (Xiong et al., 2013). Both ears are near the embryo
surface so accessible for live imaging from their initiation. The
mature zebrafish inner ear comprises a membranous labyrinth of
semicircular canals, saccule, and utricle, connected by an
endolymph-filled lumen. Early ear structure is relatively simple.
Clusters of cells (otic placodes) cavitate on both sides of the hind-
brain, first visible around 12 hr postfertilization (hpf). In each
cluster, ear cells become polarized and epithelialized then a
lumen initiates, forming an otic vesicle. The lumen expands and
fills with endolymph between 16 and 45 hpf. Starting around 45
hpf, projections bud from the epithelium into the lumen, forming
semicircular canals (Whitfield et al., 2002).

Fgf signaling has multiple roles in ear specification, growth,
and symmetry. Mouse fgf3 mutants show variable otic vesicle
size reduction and loss of left–right symmetry (Mansour et al.,
1993). In zebrafish, Fgf3 and Fgf8 are thought to induce ear field
formation as signals from the hindbrain (Phillips et al., 2001;
Leger and Brand, 2002). Zebrafish fgf8 mutants have reduced or
absent ears, and fgf3 mutants also have a reduced ear phenotype
(Whitfield et al., 1996; Reifers et al., 1998; Herzog et al., 2004).
Fgf3 and Fgf8 additionally have later roles in inner ear growth
and patterning (Leger and Brand, 2002). It is thought that Fgfr1a
is the main receptor mediating ear Fgf signaling; Fgfr1a is
strongly expressed in the early ear, and the mutant is similar phe-
notypically to the fgf8 mutant (Scholpp et al., 2004). Timing of
Fgf expression is important: variable ear sizes result from tran-
sient misexpression at different developmental stages. Depending
on precise timing of induced overexpression, hsp70:fgf8 (or
hsp70:fgf3) fish can have larger or smaller ears than wild-type
(Padanad et al., 2012).

In mouse and fish, altered ear size after Fgf perturbation can
be recovered over time (Hans et al., 2007; Padanad et al., 2012;
Zhang et al., 2014). Ear size increases, noted at 24–30 hpf after
heatshocking hsp70:fgf8a fish at 8–10 hpf are recovered by 50–
72 hpf (Hans et al., 2007). Expanded placodal domains after Fgf8
perturbation can be corrected by 30 hpf (Padanad et al., 2012).

Combinatorial inactivation of Fgf antagonists (Sprouty genes) in
mouse leads to increased differentiation of otic cells and tempo-
rarily enlarged otic placodes (Zhang et al., 2014). This suggests
that ear size correction involves recovery of Fgf signaling and
regulation of cell proliferation. Previous fish studies relied on
qualitative analysis, while mouse studies collated data from dif-
ferent individuals without any longitudinal tracking. The rela-
tionship between size and shape recovery, and whether lumen
expansion or tissue growth drives recovery, remains unclear due
to the lack of quantitative longitudinal morphometric data.

Here, we analyze dynamics of growth and recovery of pertur-
bations in organ shape, size, and symmetry by capturing three-
dimensional (3D) timelapse images of left and right ears simulta-
neously in live embryos. We develop methods to quantify ear
shape and size from these images, and to compare ears within
and between individuals. We use these methods to establish the
standard trajectory and variation of wild-type ear development,
and to track recovery of symmetry following environmental or
genetic (Fgf signaling) perturbations. We establish a pattern for
ear shape and size recovery from natural or induced variation,
and determine relative contributions of lumen expansion and cell
growth to organ size canalization.

Results

Quantifying Size and Shape Variation in Developing
Wild-Type Ear Pairs

To quantify development of ear pairs, we created a method for
extracting measurements of size and shape from 3D confocal
images. We focused on early ear development: from otic placode
initiation (14–15 hpf) until the semicircular canals begin budding
(45–50 hpf). After initiation, each otic vesicle forms as a layer of
epithelial tissue around a fluid-filled lumen (Fig. 1A; Supplemen-
tary Movie S1, which is available online). To capture left and
right inner ears simultaneously, we had to image dorsally with a
20! 1.0NA objective lens, giving lower resolution than imaging
one ear dorsolaterally with a 40! 1.1 or 1.2 NA objective.

Because both the entire ear and the lumen can be approximat-
ed as expanding ellipsoids during early development, we rea-
soned that measurements like length, breadth, and volume could
be used to track developmental progress. First, we captured 3D
confocal images of both ears of fish expressing fluorescent mor-
phological markers (actb2:membrane-mCherry or actb2:mem-
brane-citrine) (Fig. 1A; Supplementary Movie S1), for a range of
timepoints between 14 and 54 hpf. Next, we defined both ears
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Fig. 1. Tracking development of wild-type zebrafish ear pairs. A: Time series of zebrafish (actb2:membrane-citrine) ear pairs: single confocal
planes at 14, 24, 34, 44 hpf. Dorsal view. Scale bar¼ 50 mm. See Supplementary Movie S1 for 3D visualizations of ear shapes and volumes. B:
The 3D representation of an ear pair. White arrows indicate axes: Contours outline left ear (yellow) and lumen (off-white); right ear (red) and lumen
(blue).
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dilp8 expression and activity during regeneration
induced by two forms of damage. First, cell death
was induced by overexpressing the proapoptotic
gene reaper (rpr) by usingBeadex-Gal4 (Bx>rpr),
which provokes continuous intrinsic damage and
regenerative growth in the wing pouch, and a
pupariation delay (14). dilp8 transcripts were up-
regulated in third-instar Bx>rpr larvae (fig. S8),
and the dilp8MI00727 reporter was activated cell-
autonomously in damaged/regenerating cells
(Fig. 2C and fig. S8). When dilp8 was dimin-
ished in whole Bx>rpr larvae by dilp8MI00727

mutation or by tissue-specifically reducing dilp8
mRNA by 71% through RNA interference
(RNAi) (Bx>rpr>dilp8-IR) (fig. S9), the delay
in pupariation reverted from 46.2 T 1.3 hours to
27.8 T 2.9 hours (P < 0.001) and 29.1 T 2.5 hours
(P < 0.001), respectively (Fig. 2D).

Secondly, synchronized larvae were fed with
the genotoxic agent ethylmethanosulfonate (EMS)
administered from72hours after egg-laying (AEL),
which produced a dose-dependent delay in pupar-
iation (Fig. 2E), strong caspase activation in
imaginal discs, yet only mild defects in adult
structures (fig. S10), which is similar to that caused
by DNA damage and repair following irradiation
(14, 15). In imaginal discs of dilp8MI00727 larvae,
eGFP highlighted the damage produced by EMS
(Fig. 2F), and this response of dilp8 was dose-
dependent (Fig. 2E), indicating that dilp8 is tightly
associated with the extent of damage/regeneration.
The endogenous dilp8MI00727 mutation shortened
the delay induced byEMSby44.03% T 13.24 (P<

0.0001) (Fig. 2G), and dilp8RNAi (tub>dilp8-IR)
reduced this delay by 43.24% T 9.36 (P= 0.0063)
(fig. S11). Moreover, dilp8 depletion augmented
the pupal lethality associatedwith exposure toEMS
(fig. S11). Thus, DILP8 regulates the timing of
pupariation in response to tumor and regenerative
growth and increases survival after tissue insult.

We examined the expression of hormone
genes regulating the larval-to-pupal transition in
relation to DILP8. Cell death–induced damage
byBx>rpr delaysmetamorphosis inhibiting PTTH
synthesis in the brain, a delay that is enhanced by
the consumption of provitamin A (ß-carotenoids)
in the diet (14). Down-regulating dilp8 attenuated
the PTTHdelay by some 12 to 24 hours (Fig. 3A),
independently of retinoids (fig. S12), indicating
that DILP8 is required to delay PTTH synthesis
in damaged/regenerating tissues.

We next assessed whether DILP8 is sufficient
to delay pupariation in the absence of growth
abnormalities. Synchronized larvae overexpress-
ing dilp8 driven by tub-Gal4 (tub>dilp8) ini-
tiated pupariation 55.9 T 7.6 hours later than did
control tub> or tub>dilp8C150A larvae that over-
express dilp8 mutated at a conserved cysteine
(P < 0.001) (Fig. 3B). Compared with the dam-
agedBx>rpr animals, dilp8 overexpression caused
delayed induction of transcription of the dis-
embodied (dib) and phantom ( phm) genes in the
ecdysone synthesis cascade (Fig. 3C and fig.
S13) without delaying PTTH (fig. S13). The
delay in pupariation induced by DILP8 was
overcome by feeding larvae 20HE (Fig. 3D),

confirming that the effects of DILP8 were a
consequence of reduced ecdysone production.

Damaged and regenerating larvae, or those
with tumor discs, attain a wild-type size. Sim-
ilarly, although tub>dilp8 larvae prolong their
feeding (longer than the controls), they were no
larger (Fig. 4A and fig. S14). However, this ex-
tended feeding made tub>dilp8 adults weigh
more than controls (Fig. 4B and fig. S15).

To attain correct final size despite their pro-
longed larval life span, DILP8 overexpression
may also exert control on growth rates to prevent
overgrowth. Hence, we quantified the transcription
of Thor (d4E-BP), a direct target of the growth in-
hibitor FOXO, as surrogate measure for imaginal
disc growth (16–18). Thor expression was selec-
tively up-regulated in tub>dilp8 imaginal discs
(Fig. 4C), which is consistent with a slower imagi-
nal disc growth. In contrast, Thor expression in the
fat body (fig. S15) showed that insulin/insulin-like
growth factor 1 (IGF-1) signaling was not gen-
erally impaired, as also evident through the anal-
ysis of dilp2 and dilp3 expression (fig. S16). Thus,
DILP8 exerts a fundamental influence on an adapt-
ive plasticity of both growth andmaturation, either
directly or via secondary signals.

In the absence of such plasticity, organisms
would be incapable of adjusting the growth of
distinct body parts to maintain their overall
proportionality and left-right symmetry. Indeed,
dilp8MI00727 animals pupate over an extended
time scale and are more varied in size than
controls sharing the same genetic background

Fig. 4. DILP8 reduces inter-
and intra-individual phenotypic
variations, reflecting greater
developmental stability and
robustness. (A) Growth rate
curve derived by scoring >10
animals of each genotype and
time point. Multiple pair-wise
two-tailed unpaired t tests with
Bonferroni correction showed
no significant differences (P >
0.10). Arrowheads indicate
the time of 100% pupation
for each genotype. (B) Virgin
female and male adults over-
expressing dilp8 weigh more
than controls (***P < 0.001,
mean T SD two-tailed unpaired
t test with Bonferroni correction),
although their overall size is
the same (fig. S14). (C) Thor ex-
pression in imaginal discs from
synchronous tub> or tub>dilp8
third-instar larvae relative to
rp49 and dUba2, analyzed by
means of quantitative RT-PCR
(feeding larvae, ~115 hours
AEL, n= 3 biological replicates,
each with RNA isolated from imaginal discs of ~20 larvae per genotype,
mean T SD two-tailed unpaired t test). (D) Box-and-whiskers plot of the wing
area of dilp8MI00727 and control of genetic background (RheaMI00296 and
PepckMI00026) males (P < 0.0001, f test for unequal distributions). The three

Mi{MIC} insertions were generated in the same genetic background (12). (E)
Comparisons of the left and right wings of a dilp8MI00727 female. (F) Bar
graphs of the FAi of the left and right wings of the genotypes indicated (20).
Numbers in brackets in (D) and (F) are the wing pairs scored.
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—Feedback interactions between organs correct for developmental noise and confer 
robustness to growth
—Left/Right growth fluctuations

• In dILP8 mutants, left-right developmental fluctuations are enhanced.

developmental
checkpoint

LARVA PUPA

P. Léopold

FAi= Var(AL-AR)

53



• Amplification and stabilisation of growth asymmetry

Thomas LECUIT   2019-2020

https://petponder.com/fiddler-crab-
care

https://www.earth.com/news/fiddler-crabs-separate-light/

Huxley, J. S. 1924. Nature 114:895–896. 

Fiddler crabs

54



Size-sensor

Feedbacks: #1 Patterning, #2 Mechanics

• Motor, Constraints and Regulation of Growth
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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• hierarchical
• modular
• deterministic rules (ie. genetically encoded)
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• no hierarchy
• feedbacks
• statistical rules/fluctuations
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Stanislas Dehaene (Collège de France)  
Claude Desplan (NYU) 
Caroline Dean (John Innes Center) 
Liam Dolan (Oxford) 
Hopi Hoekstra (Harvard) 
Laurent Keller (Univ. Lausanne) 
Natacha Kurpios (Cornell Ithaca) 
Shigeru Kuratani (Kobe) 
L. Mahadevan (Harvard) 
Marie Manceau (Collège de France) 
Nipam Patel (Woods Hole) 
Olivier Pourquié (Harvard) 
Luis Quitana-Murci (Pasteur & Collège de France) 
Eric Siggia (Rockefeller University) 
Vikas Tervidi (EMBL Barcelona) 
Elly Tanaka (IMP Vienna) 
Günter Wagner (Yale Univ.) 

Constraints and plasticity in Development and Evolution

chaire Dynamiques du Vivant
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11, place Marcelin-Berthelot, 75005 Paris 
www.college-de-france.fr

Biology by the Numbers

Rob Phillips
Professeur, California Institute of Technology

Invité par l’Assemblée des professeurs, 
sur proposition du professeur Thomas LECUIT

Thomas Römer
Administrateur du Collège de France

Conférences à 17 heures
Le 27 avril et les 4, 11 et 18 mai
Salle 2

Lecture 1: Biology by the Numbers 
Lecture 2: Case Studies in Biological Theory: Predicting Transcription 
Lecture 3: Molecular Vitalism: Nonequilibrium Effects in Living Matter 
Lecture 4: The Great Human Experiment by the Numbers: Sizing up the Anthropocene 
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