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• Summary: intrinsic and organ specific growth control

Thomas LECUIT   2019-2020

— In plants and animals tissue growth is driven by both cell division (increase 
in cell number) and cell growth (increase in cell size). 
—The two processes are coordinated but can be independently regulated 

• Cell growth is controlled intrinsically (cellular anabolism: Ras, Pi3K, TOR signalling)
• Cell division is controlled by intrinsic cell cycle regulators (Cdk/cyclins, E2F, Rb…)

• Two modalities of growth compensation:
• Cell Autonomous: The pattern of cell division does not affect tissue size: cell growth is 

dominant over and compensates for cell division defects (eg. policy, cdc2, endoreplication).
• Cell Non-Autonomous: Perturbations in cell growth (via Minute, Myc mutations) does not 

affect tissue size due to compensation dependent on cell competition.

• These compensatory mechanisms are specific to each organ
• Compensation reveals organ specific tissue size sensing/measurementGROWTH OF TRANSPLANTED ORGANS 

VICTOR C .  TWITTY .4NO JOSEPH L.  SCH\VIND 

PLATE 2 

10 A pair of reciprocal animals a f te r  the completion of metamorphosis. 
X 1. Each of the fore limbs o n  thc tigrinnni larva is slightly heavier than its 
corresponding linib on the punctatum. 

11 Photograph from dorsal view of the dissected heads of a pair of operated 
animals (tigrinum on the le f t )  preserved late in larval life, each with the 
transplanted eye 011 the left side. 
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• The Outstanding Question
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—How is growth of each organ arrested when the 
it reaches its appropriate size?



• Control of growth arrest at target size

Thomas LECUIT   2019-2020

— What is measured? Intrinsic « ruler » of growth: « size-meter »
    Organ intrinsic feedback of target organ size on cell growth/proliferation

 

— Organ and organism size may be regulated by:
     growth duration and/or growth rate.
— Need to regulate growth arrest at the appropriate target size: 
     process vs endpoint regulation. 

arrest

time

mass/size

target size
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1. Energy and mass/volume
2. Pattern and mass/volume
3. Mechanics and mass/volume

—Need to consider scaling between factors that promote growth and size itself

—Need to consider feedback mechanisms operating across scales (organ/tissue to cell)



• Organ growth arrest and energy delivery constraints
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— Hypothesis: An asymptotic mass emerges from imbalance between energy supply 
and energy demand associated with Kleiber law for each organ? (see course 2, 19 Nov)

• Constraints imposed by energy delivery through a fractal branching network with invariant termini

Colloquium

Allometric scaling of metabolic rate from molecules
and mitochondria to cells and mammals
Geoffrey B. West* †‡, William H. Woodruff* § , and James H. Brown†¶!

*Los Alamos National Laboratory, Los Alamos, NM 87545; †Santa Fe Institute, 1399 Hyde Park Road, Santa Fe, NM 87501; and ¶Department of Biology,
University of New Mexico, Albuquerque, NM 87131

The fact that metabolic rate scales as the three-quarter power of
body mass (M) in unicellular, as well as multicellular, organisms
suggests that the same principles of biological design operate at
multiple levels of organization. We use the framework of a general
model of fractal-like distribution networks together with data on
energy transformation in mammals to analyze and predict allo-
metric scaling of aerobic metabolism over a remarkable 27 orders
of magnitude in mass encompassing four levels of organization:
individual organisms, single cells, intact mitochondria, and enzyme
molecules. We show that, whereas rates of cellular metabolism in
vivo scale as M!1/4, rates for cells in culture converge to a single
predicted value for all mammals regardless of size. Furthermore, a
single three-quarter power allometric scaling law characterizes the
basal metabolic rates of isolated mammalian cells, mitochondria,
and molecules of the respiratory complex; this overlaps with and
is indistinguishable from the scaling relationship for unicellular
organisms. This observation suggests that aerobic energy trans-
formation at all levels of biological organization is limited by the
transport of materials through hierarchical fractal-like networks
with the properties specified by the model. We show how the mass
of the smallest mammal can be calculated (!1 g), and the observed
numbers and densities of mitochondria and respiratory complexes
in mammalian cells can be understood. Extending theoretical and
empirical analyses of scaling to suborganismal levels potentially
has important implications for cellular structure and function as
well as for the metabolic basis of aging.

The classic allometric scaling relationship relating metabolic
rate (B) to body mass (M),

B ! B0M
3⁄4 [1]

(with B0 being a normalization coefficient), was formulated first
for mammals and birds by Kleiber in the 1930s (1–4). It has since
been extended to a wide range of organisms from the smallest
microbes (!10"13 g) to the largest vertebrates and plants (!108

g; refs. 4 and 5). Although the value of B0 varies among broad
taxonomic or functional groups (endotherms, ectotherms, pro-
tists, and vascular plants; ref. 4), the value of the scaling exponent
(b) is invariably close to 3⁄4. Furthermore, many other physio-
logical variables such as lifespan, heart-rate, radius of aorta,
respiratory rate, and so on scale with exponents that are typically
simple multiples of 1⁄4 (2). The origin of the universal quarter
power and, in particular, of the 3⁄4 exponent in Eq. 1 rather than
a linear relationship (b # 1) or a simple Euclidean surface-to-
volume relationship (b # 2⁄3) has been sought for decades. A
quantitative theoretical model (6) has been developed that
accounts for quarter-power scaling on the basis of the assump-
tion that metabolic rates are constrained by the rate of resource
supply. Accordingly, allometric exponents are determined from
generic universal properties of hierarchical transport networks
such as the vascular systems of mammals and plants, which occur
naturally in biological systems. More generally, it has been shown

that quarter powers reflect the effective four-dimensional frac-
tal-like character of biological networks (7).

In this paper we apply the general ideas underlying the model to
show how the scaling of metabolism can be extended down through
all levels of organization from the intact organism to the cell,
mitochondrion, respiratory complex, and ultimately to an individual
molecule of cytochrome oxidase, the terminal enzyme of cellular
respiration. Accordingly, a relatively simple variant of Eq. 1 con-
nects complex biological phenomena spanning an astounding 27
orders of magnitude in mass from a single molecule to the largest
mammal. We know of no precedent for this observation nor any
previous theory that could explain it. Its universal character clearly
reflects something fundamental about the general principles of
biological design and function. The extension of scaling phenomena
down to the molecular level offers potentially important insights
into the organization of metabolic pathways within cells and
organelles as well as into how these fundamental units are inte-
grated functionally at higher levels of organization. In addition to
showing how the general principles of the network model account
for these phenomena, we show how the turnover rate of the enzyme
molecules of the respiratory complex propagates through the
hierarchy to limit the maximum aerobic metabolic capacity of whole
organisms. Furthermore, the allometric scaling of metabolism at
cellular and molecular levels focuses attention on processes asso-
ciated with aging and mortality.

The origin of b # 3⁄4 for both animals and plants follows from
three key properties of their branching transport systems (6): (i)
networks are space-filling (thus, for example, they must reach
every cell in the organism), (ii) their terminal branch units such
as capillaries in the circulatory system or mitochondria within
cells are the same size, respectively, for all organisms or cells of
the same class, and (iii) natural selection has acted to minimize
energy expenditure in the networks. More generally, the uni-
versal quarter power can be derived by assuming that the number
of terminal units (such as capillaries or mitochondria) in the
hierarchical network is maximized when scaled (7). Because this
latter argument does not invoke any specific structural design or
dynamical mechanism, it can be expected to hold at all levels of
biological organization. Because this model works so well for
plants and animals with macroscopic vascular systems, it is
natural to speculate that similar geometric constraints affect
transport processes at the cellular, organelle, and molecular
levels. The observation that b # 3⁄4 for unicellular (4) as well as
multicellular organisms suggests that the distribution networks
within single cells obey the same design principles. Furthermore,
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Table 3: The K-M and (K× T)-M functions for five organs/tissues
across 111 mammals.

(K−M) function (K× T )-M function

Liver KL = 683.9×M−0.2677

r = 0.975
KL× TL = 19.56×M0.6046

r = 0.9694

Brain KB = 446.6×M−0.1423

r = 0.961
KB × TB = 4.82×M0.6446

r = 0.9538

Heart KH = 890.3×M−0.1181

r = 0.855
KH × TH = 5.16×M0.8137

r = 0.9830

Kidneys KK = 689.7×M−0.0833

r = 0.848
KK × TK = 4.35×M0.7441

r = 0.9825

Residual KR = 29.96×M−0.1667

r = 0.827
KR× TR = 28.16×M0.8402

r = 0.9996

Abbreviations: M: body mass (in kg); KL,KB,KH ,KK and KR: specific
resting metabolic rate of liver, brain, heart, kidney and residual, respectively
(all in kcal/kg per day).

guinea pig, dog (with body mass 10 kg), sheep, hog, dairy
cow, horse, steer, and elephant data were obtained from Elia
[7]; the reference man and woman data were obtained from
Snyder et al. [10]. All collected published data were used as is
and no judgment on data quality was made.

The Working REE Model across Mammalian Species. Based
on models (3) and (5), a working REE prediction model can
be derived at the organ-tissue level for mature mammals,

REEp = Σ
(
a×Mb × Ti

)
. (7)

Accordingly, a working mass-specific REE (i.e., REE/M)
model can be derived as

(
REE
M

)

p
= Σ

(
a×Mb × Ti

M

)
, (8)

where M is body mass; T is the mass of individual
organs/tissues; T/M is the fraction of body mass as individual
organs/tissues; i is the organ/tissue number (i = 1, 2,. . ., n);
a and b are the organ/tissue-specific coefficient and scaling
exponent, respectively.

2.2. Statistical Analysis. Paired Student’s t-tests were used
to compare REEp by (7) with REEk calculated by Kleiber’s
law (i.e., (1)) and to compare the (REE/M)p by (8) with
(REE/M)k from (2). Simple linear regression analysis was
used to find the association between REEp and REEk as
well as between (REE/M)p and (REE/M)k. Scatter plots
were applied to explore the association between REEk (and
(REE/M)k) and REEp (and (REE/M)p). Data were analyzed
by the Microsoft Excel version 5.0 (Microsoft Corporation,
Redmond, WA). Statistical significance was set as 0.05.

3. Results

3.1. Organ-Tissue Level Body Composition of Mature Mam-
mals. The data on body composition for 111 mammalian
species are listed in Table 2. Body mass ranged from 0.0075 kg
for the shrew (Sorex araneus) to 6650 kg for the elephant,
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Figure 1: The (K × T) values (in kcal/d) of individual
organs/tissues predicted by (9) on the ordinate versus body mass
(M, in kg) on the abscissa across 111 mammalian species. The
(K × T) values of liver, brain, heart, kidneys, and residuals are
shown as the five thin lines. The resting energy expenditure (REEp)
predicted by (7) is represented as the thick line (upper). All REEp

(K × T) and M values are on a logarithmic scale. The REEp and M
are significantly correlated: REEp = 66.33×M0.754; r = 0.9975.

with a ∼887,000-fold difference in body size. The variability
in the mass of high metabolic rate organs is very large across
mammalian species. The sum of the four organs (liver, brain,
heart, and kidneys) varied from 0.00075 kg for the shrew
to 15.4 kg for the elephant, with a ∼20,500-fold difference.
However, the fraction of body mass as the four organs
declined from 10.0% in the shrew to 0.23% in the elephant.

3.2. Model-Predicted REE across Mammalian Species. Based
on (7), the model-predicted energy expenditure (K × T)
of individual organs/tissues was calculated as ranging from
0.0075 kg (shrew) to 6650 kg (elephant). The respective
regression lines of (K ×T) for liver, brain, heart, kidneys, and
residual were derived and presented in Figure 1 and Table 3,

for liver: (K × T) = 19.56×M0.6046; r = 0.9694,

for brain: (K × T) = 4.82×M0.6446; r = 0.9538,

for heart: (K × T) = 5.16×M0.8137; r = 0.9830,

for kidneys: (K × T) = 4.35×M0.7441; r = 0.9825,

for residual: (K × T) = 28.16×M0.8402; r = 0.9996.

(9)

Based on (7), the model-predicted REE (REEp) was
calculated (Table 2). The REEp varies from 1.8 kcal/d in
the shrew to 48000 kcal/d in the elephant. The REEp is
allometrically correlated with body mass across the 111
mammalian species (Figure 1),

REEp = 66.33×M0.754; r = 0.9975. (10)

The scaling exponent between REEp and body mass was
0.754 with a 95% CI (0.744, 0.764), close to 0.75 (P = 0.42)
for Kleiber’s law at the whole-body level.
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to compare REEp by (7) with REEk calculated by Kleiber’s
law (i.e., (1)) and to compare the (REE/M)p by (8) with
(REE/M)k from (2). Simple linear regression analysis was
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were applied to explore the association between REEk (and
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Figure 1: The (K × T) values (in kcal/d) of individual
organs/tissues predicted by (9) on the ordinate versus body mass
(M, in kg) on the abscissa across 111 mammalian species. The
(K × T) values of liver, brain, heart, kidneys, and residuals are
shown as the five thin lines. The resting energy expenditure (REEp)
predicted by (7) is represented as the thick line (upper). All REEp

(K × T) and M values are on a logarithmic scale. The REEp and M
are significantly correlated: REEp = 66.33×M0.754; r = 0.9975.

with a ∼887,000-fold difference in body size. The variability
in the mass of high metabolic rate organs is very large across
mammalian species. The sum of the four organs (liver, brain,
heart, and kidneys) varied from 0.00075 kg for the shrew
to 15.4 kg for the elephant, with a ∼20,500-fold difference.
However, the fraction of body mass as the four organs
declined from 10.0% in the shrew to 0.23% in the elephant.

3.2. Model-Predicted REE across Mammalian Species. Based
on (7), the model-predicted energy expenditure (K × T)
of individual organs/tissues was calculated as ranging from
0.0075 kg (shrew) to 6650 kg (elephant). The respective
regression lines of (K ×T) for liver, brain, heart, kidneys, and
residual were derived and presented in Figure 1 and Table 3,

for liver: (K × T) = 19.56×M0.6046; r = 0.9694,

for brain: (K × T) = 4.82×M0.6446; r = 0.9538,

for heart: (K × T) = 5.16×M0.8137; r = 0.9830,

for kidneys: (K × T) = 4.35×M0.7441; r = 0.9825,

for residual: (K × T) = 28.16×M0.8402; r = 0.9996.

(9)

Based on (7), the model-predicted REE (REEp) was
calculated (Table 2). The REEp varies from 1.8 kcal/d in
the shrew to 48000 kcal/d in the elephant. The REEp is
allometrically correlated with body mass across the 111
mammalian species (Figure 1),

REEp = 66.33×M0.754; r = 0.9975. (10)

The scaling exponent between REEp and body mass was
0.754 with a 95% CI (0.744, 0.764), close to 0.75 (P = 0.42)
for Kleiber’s law at the whole-body level.
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the REE/M ratio substantially smaller in animals with larger
REE and body size?

The aim of the present study was to explore the potential
physiologic and body composition basis of Kleiber’s law.
Our group derived and validated an organ-tissue level REE
model for humans in 1998 [13]. According to the model, the
magnitude of human REE is determined by two variables,
mass of all organs/tissues and their respective metabolic rates
at rest [14]. Our hypothesis is that the established organ-
tissue level REE model for adult humans is applicable in
mature mammals. Specifically, we evaluate the REE-body
mass associations at the organ-tissue level across mammalian
species.

2. Methods and Data Sources

2.1. Organ-Tissue Level REE Model for Mature Mammals.
The principle of the organ-tissue level REE model is that
whole-body energy expenditure at rest reflects the total
resting energy consumption of all organs and tissues. A
mechanistic equation of the organ-tissue level REE model for
mammals can be expressed as

REE = Σ(Ki × Ti). (3)

Accordingly, a mass-specific REE (i.e., REE/M) model can be
derived as

REE
M

= Σ
(
Ki ×

Ti

M

)
, (4)

where T is the mass of individual organs/tissues of mature
mammals; T/M is the fraction of body mass as indi-
vidual organs/tissues; K is the specific metabolic rate of
organs/tissues; i is the organ/tissue number (i = 1, 2,. . ., n).
Equations (3) and (4) demonstrate that the magnitude of
REE (or REE/M) depends on both Ki and Ti (or Ti/M).

The Ki Values of Various Organs/Tissues across Mammalian
Species. Previous studies reported that the resting metabolic
rates of homologous organs have smaller Ki values in large
animals compared to small animals [15]. The in vitro Ki

values for liver and kidney vary allometrically with body
mass across mature mammals [16].

Four organs (i.e., liver, brain, heart, and kidneys) are
particularly active in mammalian energy metabolism during
resting conditions [7, 8]. The in vivo Ki values of the four
organs have been published for several mature mammals,
including rat [5], rabbit, cat, dog [6], and human [7, 8].
For example, four human organs have high Ki values (all in
kcal/kg per day): 200 for liver, 240 for brain, and 440 for heart
and kidneys. In contrast, the averageKi values of the residuals
are as low as 10.7 for humans [7].

Based on the information provided in Table 1, an
exponential Ki-M function was derived for the four organs
and residual mass [17],

Ki = a×Mb, (5)

where a and b are the organ/tissue-specific coefficient and
scaling exponent, respectively. Although the exponent b

Table 1: Estimated K values of organ-tissue level components
across mature mammals.

Species M KL KB KH KK KR

Rat 0.48 870 470 968 685 33.7

Rabbit 2.5 590 — — — —

Cat 3.0 420 — — — —

Dog 10 380 370 — 679 —

Human 65 251 230 668 482 20.7

Human 70 200 240 440 440 10.7

Ki = a×Mb

Coefficient a 683.9 446.6 890.3 689.7 29.96

Scaling
exponent b

−0.2677 −0.1423 −0.1181 −0.0833 −0.1667

P value 0.975 0.961 0.855 0.848 0.827

Source of K data. Rat [5], rabbit, cat, dog [6], and human [7, 8]. Specific
resting metabolic rates for liver, brain, heart, and kidneys of various
mammals are consistent with results given by the above references. Specific
resting metabolic rates for the residuals are calculated from the above
references.
Abbreviations: M: body mass (in kg); KL,KB,KH ,KK , and KR: specific
resting metabolic rate of liver, brain, heart, kidney, and residuals, respec-
tively (all in kcal/kg per day).

differs in various organs/tissues, all b values (all r > 0.83) are
negative, indicating that the Ki values are smaller with greater
body mass.

In the present study, the Ki values of the four organs and
residual mass were predicted by (5) for different mammals
(Table 2). Small mammals have higherKi values than do large
mammals. For example, liver’s K value is 2533 kcal/kg per
day for the shrew compared with 65 kcal/kg per day for the
elephant. An important consideration is that the Ki values
are much higher in immature mammals than that in adult
mammals, including humans [18].

The Ti Values of Various Organs/Tissues across Mammalian
Species. Because liver, brain, heart and kidneys are partic-
ularly active in resting mammalian energy metabolism, the
following organ-tissue level model of body composition is
applied,

M = liver + brain + heart + kidneys + residual, (6)

where the residual is the sum of body components with
lower metabolic rate at rest, including skeletal muscle,
adipose tissue, skeleton, blood, skin, lung, connective tissue,
gastrointestinal tract, and spleen. Residual mass is calculated
as body mass minus the sum of liver, brain, heart, and
kidneys mass.

A literature search was performed to collect data on
body mass and mass of the four organs (Table 2). The
database contains 111 species distributed in 11 mam-
malian orders: artiodactyla, carnivora, didelphimorphia,
diprotodontia, eulipotyphla, lagomorpha, perissodactyla,
primates, proboscidea, rodentia, and scandentia. Most of the
data (n = 99) was obtained from a recent study of Navarrete
et al. [11]. The mouse and dog (with body mass 20.42 kg)
data were obtained from Martin and Fuhrman [9]; the rat,
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where M is body mass; T is the mass of individual
organs/tissues; T/M is the fraction of body mass as individual
organs/tissues; i is the organ/tissue number (i = 1, 2,. . ., n);
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2.2. Statistical Analysis. Paired Student’s t-tests were used
to compare REEp by (7) with REEk calculated by Kleiber’s
law (i.e., (1)) and to compare the (REE/M)p by (8) with
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Figure 1: The (K × T) values (in kcal/d) of individual
organs/tissues predicted by (9) on the ordinate versus body mass
(M, in kg) on the abscissa across 111 mammalian species. The
(K × T) values of liver, brain, heart, kidneys, and residuals are
shown as the five thin lines. The resting energy expenditure (REEp)
predicted by (7) is represented as the thick line (upper). All REEp

(K × T) and M values are on a logarithmic scale. The REEp and M
are significantly correlated: REEp = 66.33×M0.754; r = 0.9975.

with a ∼887,000-fold difference in body size. The variability
in the mass of high metabolic rate organs is very large across
mammalian species. The sum of the four organs (liver, brain,
heart, and kidneys) varied from 0.00075 kg for the shrew
to 15.4 kg for the elephant, with a ∼20,500-fold difference.
However, the fraction of body mass as the four organs
declined from 10.0% in the shrew to 0.23% in the elephant.

3.2. Model-Predicted REE across Mammalian Species. Based
on (7), the model-predicted energy expenditure (K × T)
of individual organs/tissues was calculated as ranging from
0.0075 kg (shrew) to 6650 kg (elephant). The respective
regression lines of (K ×T) for liver, brain, heart, kidneys, and
residual were derived and presented in Figure 1 and Table 3,

for liver: (K × T) = 19.56×M0.6046; r = 0.9694,

for brain: (K × T) = 4.82×M0.6446; r = 0.9538,

for heart: (K × T) = 5.16×M0.8137; r = 0.9830,

for kidneys: (K × T) = 4.35×M0.7441; r = 0.9825,

for residual: (K × T) = 28.16×M0.8402; r = 0.9996.

(9)

Based on (7), the model-predicted REE (REEp) was
calculated (Table 2). The REEp varies from 1.8 kcal/d in
the shrew to 48000 kcal/d in the elephant. The REEp is
allometrically correlated with body mass across the 111
mammalian species (Figure 1),

REEp = 66.33×M0.754; r = 0.9975. (10)

The scaling exponent between REEp and body mass was
0.754 with a 95% CI (0.744, 0.764), close to 0.75 (P = 0.42)
for Kleiber’s law at the whole-body level.
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Table 3: The K-M and (K× T)-M functions for five organs/tissues
across 111 mammals.

(K−M) function (K× T )-M function

Liver KL = 683.9×M−0.2677

r = 0.975
KL× TL = 19.56×M0.6046

r = 0.9694

Brain KB = 446.6×M−0.1423

r = 0.961
KB × TB = 4.82×M0.6446

r = 0.9538

Heart KH = 890.3×M−0.1181

r = 0.855
KH × TH = 5.16×M0.8137

r = 0.9830

Kidneys KK = 689.7×M−0.0833

r = 0.848
KK × TK = 4.35×M0.7441

r = 0.9825

Residual KR = 29.96×M−0.1667

r = 0.827
KR× TR = 28.16×M0.8402

r = 0.9996

Abbreviations: M: body mass (in kg); KL,KB,KH ,KK and KR: specific
resting metabolic rate of liver, brain, heart, kidney and residual, respectively
(all in kcal/kg per day).

guinea pig, dog (with body mass 10 kg), sheep, hog, dairy
cow, horse, steer, and elephant data were obtained from Elia
[7]; the reference man and woman data were obtained from
Snyder et al. [10]. All collected published data were used as is
and no judgment on data quality was made.

The Working REE Model across Mammalian Species. Based
on models (3) and (5), a working REE prediction model can
be derived at the organ-tissue level for mature mammals,

REEp = Σ
(
a×Mb × Ti

)
. (7)

Accordingly, a working mass-specific REE (i.e., REE/M)
model can be derived as

(
REE
M

)

p
= Σ

(
a×Mb × Ti

M

)
, (8)

where M is body mass; T is the mass of individual
organs/tissues; T/M is the fraction of body mass as individual
organs/tissues; i is the organ/tissue number (i = 1, 2,. . ., n);
a and b are the organ/tissue-specific coefficient and scaling
exponent, respectively.

2.2. Statistical Analysis. Paired Student’s t-tests were used
to compare REEp by (7) with REEk calculated by Kleiber’s
law (i.e., (1)) and to compare the (REE/M)p by (8) with
(REE/M)k from (2). Simple linear regression analysis was
used to find the association between REEp and REEk as
well as between (REE/M)p and (REE/M)k. Scatter plots
were applied to explore the association between REEk (and
(REE/M)k) and REEp (and (REE/M)p). Data were analyzed
by the Microsoft Excel version 5.0 (Microsoft Corporation,
Redmond, WA). Statistical significance was set as 0.05.

3. Results

3.1. Organ-Tissue Level Body Composition of Mature Mam-
mals. The data on body composition for 111 mammalian
species are listed in Table 2. Body mass ranged from 0.0075 kg
for the shrew (Sorex araneus) to 6650 kg for the elephant,
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Figure 1: The (K × T) values (in kcal/d) of individual
organs/tissues predicted by (9) on the ordinate versus body mass
(M, in kg) on the abscissa across 111 mammalian species. The
(K × T) values of liver, brain, heart, kidneys, and residuals are
shown as the five thin lines. The resting energy expenditure (REEp)
predicted by (7) is represented as the thick line (upper). All REEp

(K × T) and M values are on a logarithmic scale. The REEp and M
are significantly correlated: REEp = 66.33×M0.754; r = 0.9975.

with a ∼887,000-fold difference in body size. The variability
in the mass of high metabolic rate organs is very large across
mammalian species. The sum of the four organs (liver, brain,
heart, and kidneys) varied from 0.00075 kg for the shrew
to 15.4 kg for the elephant, with a ∼20,500-fold difference.
However, the fraction of body mass as the four organs
declined from 10.0% in the shrew to 0.23% in the elephant.

3.2. Model-Predicted REE across Mammalian Species. Based
on (7), the model-predicted energy expenditure (K × T)
of individual organs/tissues was calculated as ranging from
0.0075 kg (shrew) to 6650 kg (elephant). The respective
regression lines of (K ×T) for liver, brain, heart, kidneys, and
residual were derived and presented in Figure 1 and Table 3,

for liver: (K × T) = 19.56×M0.6046; r = 0.9694,

for brain: (K × T) = 4.82×M0.6446; r = 0.9538,

for heart: (K × T) = 5.16×M0.8137; r = 0.9830,

for kidneys: (K × T) = 4.35×M0.7441; r = 0.9825,

for residual: (K × T) = 28.16×M0.8402; r = 0.9996.

(9)

Based on (7), the model-predicted REE (REEp) was
calculated (Table 2). The REEp varies from 1.8 kcal/d in
the shrew to 48000 kcal/d in the elephant. The REEp is
allometrically correlated with body mass across the 111
mammalian species (Figure 1),

REEp = 66.33×M0.754; r = 0.9975. (10)

The scaling exponent between REEp and body mass was
0.754 with a 95% CI (0.744, 0.764), close to 0.75 (P = 0.42)
for Kleiber’s law at the whole-body level.
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• Organ-level scaling law: the whole organism power law scaling of metabolic power to mass can 
be explained by organ-level scaling of metabolic power to organ mass. 
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— Hypothesis:  An asymptotic organ mass emerges from imbalance between 
energy supply-side and energy demand given the Kleiber law for each organ.
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with • Growth equation

and Kleiber’s law
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constant within taxon
(fish, bird, mammal etc)supply demand

G. West, J. Brown and B. Endquist. (2001) Nature 413

• Asymptotic mass/size
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m: mass at time t 
mo: mass at birth
M: final mass

• « Universal » growth
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Fraction of metabolic power allotted to 
maintenance
The fraction allotted to growth exponentially 
decreases to 0
(growth arrests)
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• Organ growth arrest and energy delivery constraints

—Supply-side constraints versus metabolic demand in Manduca sexta 

https://• The tracheal (ie. respiratory) system is over-built after molting and 
becomes limiting at the end of each instar

• The demand (which increases) cannot be met by supply

• This size-sensing (critical weight) depends on the limited ability of a 
fixed tracheal system to sustain the oxygen supply to a growing 
individual 

isometrically with total body volume at the beginning of each
successive instar.
Early in each instar, the tracheae are convoluted and thus

have built-in slack to allow extension of the tracheal tubes as the
body grows (Fig. 3). As the larval body grows, the tracheal system
becomes more sparsely distributed (Fig. 3), because the same
tracheal distribution network must supply a much larger volume
of tissue. Tracheal size set at the beginning of the instar should
limit respiration rates as body mass increases within instars.
We measured the respiration rate of third, fourth, and fifth

instar larvae and found that it initially increased linearly with
body mass up to when the larvae reached the critical weight,
after which it remained constant (Fig. 4), possibly because it was
close to the maximum oxygen delivery rate permitted by the
dimensions of the tracheal systems. At the critical weight, oxygen
delivery limits growth; indeed, the growth rate of M. sexta larvae
was found to follow an sigmoid trajectory with the inflection
point at the critical weight, after which the growth rate gradually
declines (6). Moreover, Greenlee and Harrison (9) found that
late-instar Manduca caterpillars were not able to maintain an
adequate oxygen supply at lower oxygen tensions. Thus, late-
instar caterpillars consume oxygen at the maximum oxygen de-
livery rate permitted by the dimensions of their tracheal systems.
These findings suggest that in each instar, the larvae have an
oxygen delivery ceiling imposed by the constant dimension of the

tracheal system, and that the mechanism that senses this ceiling
defines the critical weight.
If oxygen supply is limiting, then the constraint should be lifted

when larvae are exposed to hyperoxia. To test this hypothesis, we
measured the respiration rate of fourth instar larvae, above the
critical weight, that were switched from normoxic to hyperoxic
conditions and found that their rate of oxygen consumption in-
creased by 36.9 ± 6.2% (SEM, n = 6; P = 0.0019, t test).
We reasoned that if the critical weight indeed corresponded to

the size at which the oxygen supply becomes limiting, then it
should be possible to alter the critical weight by changing the
oxygen tension in the environment of the larva. We also found
that fourth instar larvae kept under 5% hypoxia (5% oxygen and
95% nitrogen) from the beginning of the fourth instar molted to
the next instar at a weight well below that of normoxic larvae
(Fig. 5). Indeed, they molted at weight below the normoxic
critical weight of 1.1 g. Likewise, fifth instar larvae in 5% hypoxia
from the beginning of the fifth instar exposed their dorsal vessels
at significantly lower weights than normoxic controls (Fig. 5), and
close to the normoxic critical weight of w7.0 g. Thus larval-
larval molts, like the metamorphic molt, are initiated at a critical
size, and the two kinds of molts appear to be controlled by the
same mechanism.
Hyperoxic fourth instar larvae molted at modestly, but none-

theless statistically significantly, higher weights than normoxic
larvae (Fig. 5; P = 0.008). In contrast, hyperoxic fifth instar
larvae molted at approximately the same weight as normoxic
larvae (Fig. 5; P = 0.236). Thus, hyperoxia had less effect on
body size than did hypoxia. Our results are consistent with pre-
vious work on the effects of oxygen levels on body size showing
that hypoxia has a stronger and more consistent effect on body
size, whereas the response to hyperoxia is variable, weak, and
sometimes nonlinear (16, 18, 19, 22). The inability of hyperoxic

Fig. 1. Critical weights are proportional to the initial weight of the instar.
Critical weights were estimated by means of starvation experiments. Bars are
SDs.

Fig. 2. The tracheal system does not grow within each instar, but increases
in size discretely at each molt. There is an apparent slight decrease in tra-
cheal volume during the third and fourth instars. Regression line is for the
initial volumes in the instar for data points between 6 and 12 h after ecdysis.
Each point represents a single individual.

Fig. 3. The tracheal system does not grow within each instar, but the body
does. Photos show the distribution of the tracheal network along the mid-
line of the midgut at the beginning and end of the fourth (Top) and fifth
(Middle and Bottom) larval instars.
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removed, emptied and rinsed, and dried by wicking off liquid with
a paper towel. A sample of 70 mg wet weight was rinsed in PBS
for 10 minutes, minced to smaller pieces with a razor blade, and
homogenized with a glass homogenizer. 1 mL of mitochondria
isolation buffer and homogenate were added to a 1.5 mL
Eppendorf tube. Tissue was disrupted by sonication for 30
seconds using a microtip on a Fisher 550 Sonic Dismembranator.
The samples were centrifuged at 1000 rpm in a MicroSpin AccuR
refrigerated centrifuge (Fisher) for 12 minutes. The pellet was
discarded, and the supernatant was then centrifuged at 13000 rpm
for 16 minutes. The pellet was collected and resuspended in
500 mL mitochondria isolation buffer, and the previous centrifu-
gation steps were repeated. The final pellet was resuspended in
20 mL mitochondrial storage buffer. 10 mL of each sample was set
aside for the protein assay, and 100 mL lysis buffer with 16
protease inhibitors was added to the remaining 10 mL. This
technique is not guaranteed to isolate all mitochondria in a sample,
nor is it certain there is no cellular debris in the pellet, thus the
protein content is not an accurate measure of the quantity of
mitochondria but rather a measure of the sample size.
COX activity was calculated according to the BioChain

protocol by measuring the initial rate of change in absorbance
(using a Shimadzu UV-2401PC spectrophotometer), and account-
ing for dilution and sample volume. Mass-specific COX activity
was calculated by dividing COX activity by body mass, as done by
[26]. Protein-specific COX activity was calculated by dividing
COX activity by the measured protein content of the sample.

Protein Assay
Protein was determined by the BCA Protein Assay Kit (Pierce

Product #23223; Rockford, IL), using a dilution series of bovine
serum albumin (BSA) as the standard. 200 mL of the BCA
working solution were added to each tube with 10 mL sample and
incubated at 37 degrees C for 30 minutes. Absorption was read at
562 nm and protein content was calculated by reference to
a standard (BSA) curve.

Results

Ontogenetic Scaling of Metabolic Rate
The respiration rates of Manduca larvae in three successive

instars are shown in Fig. 1. An early third instar larva weighs
approximately 0.03 grams and consumes approximately 0.001 mL
O2 per minute; an early fifth instar weighs on the order of 1.2
grams and consumes on the order of 0.02 mL O2 per minute.
Although the respiration rate for the combined third, fourth and
fifth instars appears to scale as mass 0.85 (Fig. 1A), within each
instar the metabolic rate before critical weight scales as mass 1.31
for the 3rd instar, mass 0.93 for the 4th instar, and mass 0.91 for
the 5th instar (Fig. 1B). The pre-critical weight, within-instar
scaling exponents are higher than the whole-instar scaling
exponents measured by [13]; the difference is due to the fact that
metabolic rate levels off after critical weight in each instar [23], so
the exponent is lower when the post-critical weight data are

Figure 2. The mass-specific metabolic rate decreases within and between instars (although the within instar decrease is not
significant in the third instar). At the beginning of each instar, the supply structures are not constraining, so this decrease is most likely due to
a decrease in intrinsic oxygen demand. In the second half of the fifth instar there is a strong drop-off in the size-specific metabolic rate, which
suggests that post-critical weight larvae may be oxygen-limited.
doi:10.1371/journal.pone.0045455.g002

Supply-Side Constraints and Metabolic Scaling

PLOS ONE | www.plosone.org 4 September 2012 | Volume 7 | Issue 9 | e45455

• Yet, the mass-specific metabolic power at the beginning of each 
instar decreases from molt to molt and supply is no limiting at 
onset of each instar (respiratory system is « over-built »)

• So supply-side constraints cannot explain everything

• Demand also decreases over time (mass-specific mitochondrial 
activity, cytochrome c oxydase COX) due to reduced 
proportion of highly metabolic tissues

V. Callier and F. Nijhout PLoS One. 2012;7(9):e45455. doi: 10.1371/journal.pone.0045455. 

tissue. In the fifth (final) larval instar, midgut mass decreases as
a proportion of total body mass, in addition to a drop in COX
activity, which suggests that in this instar a decrease in the
proportion of highly metabolically active tissue likely contributes to
the decrease in mass-specific metabolic rate. In the fifth instars, it is
not clear which tissues occupy a relatively larger proportion of

body mass, as the proportion of gut decreases. The fat body is
a tissue that visibly increases as the larva progresses through the
fifth instar, and could contribute to the observed pattern. The
cuticle and tracheal walls thicken considerably (pers. obs.), thus
increasing the non-metabolically active mass.

Figure 4. The COX activity per unit of protein decreases within an instar, but increases again at the next instar. However, COX activity
per unit mass decreases monotonically across instars, suggesting that intrinsic demand decreases as the larva grows.
doi:10.1371/journal.pone.0045455.g004
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• Chalones: secreted negative feedback inhibitors of growth

BULL0uGHâ€”Mitotic and Functional Homeostasis 1687

the outer follicle sheath (357, 358) ; and in certain circum
stances the surface epidermis may even give rise to new
hair follicles, each of which will possess a sebaceous gland
(40, 42, 52, 350). Thus it appears that at least some of
the epidermal cells retain a certain residual versatility that
can be exploited in an emergency.

Other examples of this type of reaction are found in
liver cells (308) and in melanoblasts, which do not synthe
size melanin until they receive an appropriate stimulus
(43). Indeed, as Willis (526) has emphasized, any study
of pathologic histology soon indicates what the various
cell types â€œcanbe or do in all manner of abnormal environ
ments . . . and shows that great transformations of cellular
structure . . . are possible in most tissues.â€• It. has been
suggested by Weiss (512, 513) that when a differentiated
cell changes its activities in this way the phenomenon
should be called modulation. In the case of epidermis it is
clear that such modulation occurs only as the result. of
some drastic change in the cellular envitonment., which
must in turn cause a significant intracellular change.

III. MITOTIC HOMEOSTASIS IN ADULT TISSUES

A. CONTROL BY CHALONES

It is evident that in any â€œtypicaltissueâ€• the alternative
programs of protein synthesis for niitosis and for tissue
function differ in at least 1 important respect. Any cell
that begins to prepare for mitosis is thereby committed to
complete the process, but any cell that is synthesizing the
proteins needed for normal tissue function is commonly
able to revert to a relatively nonfunctional state from
which it can then proceed to mitosis. Such reversion is
seen in most tissues after wounding, during regeneration,
in tissue culture, and in neoplasia, and it follows that the
state of functional activity typical of most differentiated
tissues may be regarded as unstable. Indeed, the impli
cation is that not only the functional state of a tissue but
the whole structure of an adult mammal may need at all
times to be actively maintained against the possibility of
collapse into mitotic anarchy. By contrast, the process of
recurrent cell growth and mitosis is evidently entirely
stable, and both in vitro and in neoplasia, cell populations
that are behaving in this way appear to be potentially
immortal.

Thus each of the tissues of an adult mammal seems to
be in a state of equilibrium and all except the most. highly
modified types of cells, to be poised between an unstable
functional state and a stable routine of recurrent mitosis.
It is obvious that an understanding of the nature of the
mechanisms that determine and maintain the actual point
of balance within each tissue is of the greatest possible
theoretical amid practical importance. One common
theory has been that tissue mitotic activity may be con
trolled by a tissue mitotic inhibitor in such a way that the
greater the tissue mass within the body space, the lower
will be the rate of cell production (see, for instance, Refs.
259,348,377,378).

The earliest indications that this concept may indeed be
broadly correct came from observations on organ regener
ation and in particular from studies of the regeneration of
kidney and liverin adultmice and rats. This literature,

which contains much contradictory evidence, has been Fe
viewed by, for instance, Swanmi (467, 468) and Bullough
(73), amid it is also discussed below (see p. 1691). The 1st
significant success in the extraction of tissue-specific mi
totic inhibitors with the necessary characteristics appears
to have been that of Saetren (425, 426), who studied
niitotic control iii kidney and liver; the 2nd was that of
Bullough and Laurence (86, 87), who studied epidermis
and suggested that such inhibitors should be called
chalones; and the 3rd was that of Rytomaa arid Kiviniemi
(423), who have extracted a granulocytic chalone.

The epidermal chalone is water soluble, and it can
easily be extracted when the epidermis is macerated. It
is not species specific, amid it is capable of depressing
mitotic activity in mouse epidermis both in vivo and in
vitro (87). The epidermal chalone will also depress mitotic
activity in cornea, sebaceous glands, and eso@)hageal
lining el)ithehum, but not in other tissues tested. Con
versely, aqueous extracts of a variety of other tissues do
not. lossess the power to depress epidernial mitotic ac
tivit.y. More recently it has been shown (78) that
the epidermal chalone is nondialyzable and that. it. is
destroyed by boiling and precipitated by alcohol. It is
unstable in water solution but stable after lyophilizatiomi.
By fractional precipitation most. of the chalone present in
the original solution has been recovered in the small ire
cipitate obtained when the alcohol concentration is raised
from 70% to 80%.

An in vitro analysis of the mode of actiomi of the epi
dermal chalone has demonstrated 1 particularly important
point, namely that this chalone is unable to exert its full
power as a mitotic inhibitor in the absence of adrenalin
(75, 87), and conversely it can be shown that. adrenalin
has no effect on the epidermal mitotic rate unless the
epidermal chalone is present. This raises the whole
question of the relation of the adrenal glands to mitotic
activity, which it is convenient to consider before returning
to the question of the chalones.

B. THE ROLE OF THE ADRENALS

1. The diurnal initotic cycle.â€”This discovery of the role
of the adrenal glands in the control of epidermal mitotic
activity has provided an explanation for the old mystery
of the diurnal mitotic rhythm, which is so prominent a
feature in the epidermis (64, 73). It is now evident that
when an animal rests or sleeps the rate of secretion of
adrenalin falls, the power of the chalone is reduced, and
the epidermal mitotic rate rises; conversely, when an
animal wakes and beconies active the rate of adrenalin
secretion rises, the power of the chalone is increased, and
the epidermal mitotic rate falls (83). As would be ex
pected, adrenalectomy destroys this diurnal rhythm and
causes the epidernial mitotic rate to rise to a constantly
high level (83).

Diurnal variations in the rate of adrenalin secretion
have been described in man (275), rats (161), and mice
(284), and in all cases it is evident that the adrenalin
concentration is greatly reduced during rest and sleep.
The same is true of noradrenalin, but it is now clear that
this substance cannot act as an effective substitute for
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I. INTRODUCTION 

Wherever mitotic activity is present in adult mammalian tissues its rate is commonly 
variable from hour to hour and from day to day. It is always evident, however, that 
there exist strict limits to this variation and that these limits are characteristic for each 
particular tissue. Thus, although in mouse epidermis there is a well-defined diurnal 
mitotic rhythm and a less well-defined oestrous mitotic rhythm (see Bullough, 195za, 
19 js a ; Rullough & Laurence, 1961 a) ,  these in fact represent relatively minor fluctua- 
tions around a mean. It is further evident that in epidermis, as in other tissues, the 
mean mitotic rate is closely related to the cell replacement needs of that tissue. In  
general, epithelia show a relatively high mean mitotic rate while connective tissues 
are relatively inert mitotically. 

I t  thus appears that there may exist at least two sets of factors that influence or 
determine the mitotic rate of any tissue at any given moment. First there are those 
factors, perhaps mostly hormonal in nature, that are responsible for the minor 
mitotic rhythms, and second there are those factors, the nature of which is still 
largely unknown, that determine the mean mitotic rate of each tissue. 

In  this article an attempt is made to define as far as is at present possible the natures 
and actions of these two groups of factors. Most of the available evidence comes from 
studies of mice and rats, and much of it from studies of the skin, but there can be 
little doubt that the conclusions reached, if substantiated, will be found to refer to 
other species and to other tissues. 
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being produced at any time is dependent on the instructions then emanating from the 
chromosomal DNA. These instructions appear to be coded in the form of unstable 
transfer RNA, which passes to the ribosomes. The  ribosomes may function merely 
as a stable surface on which the transfer RNA can organize particular amino acid 
sequences. 

In  any adult tissue a cell may perhaps only be able to produce two main patterns 
of transfer RNA leading to only two main programmes of protein synthesis. Normally, 
during early development protein synthesis is for mitosis and this programme is 
repeated many times. It is also probable that the details of this programme are 
approximately the same in all cell types. The  second programme, protein synthesis 
for differentiation, might normally occur only once, and its details must be specific 
for each tissue. However, since in differentiated cells protein renewal may continue 
throughout adult life, the production of the appropriate transfer RN-4 may also be 
continuous, and this in turn may depend on the continuous maintenance of a high 
enough concentration of the specific mitotic inhibitor. If the inhibitor concentration 
falls below a critical level, then the second programme is abandoned in favour of the 
first. 

This argument raises some doubt as to whether these substances do indeed act 
primarily as mitotic inhibitors; they might in fact act primarily by stimulating cell 
differentiation. Indeed, since the process of mitosis is much the same in all tissues, 
it may seem improbable that a substance capable only of preventing the synthesis of 
mitosis-protein could be tissue-specific. It is obvious, however, that a substance 
capable of stimulating cell differentiation would most probably be tissue-specific. 
Much more information is needed before this point can be settled. 

There also arises a question of terminology. Substances of the kind under discussion 
do not fall within the usual definition of a hormone as a systemically distributed 
chemical substance ' produced by one tissue with the primary function of exerting 
a specific effect of functional value on another tissue' (Huxley, 1935). On the 
contrary, these are substances each of which is produced by a tissue with the primary 
function of controlling the growth, and perhaps the differentiation, of that same tissue. 
As more comes to be known, these substances may be found to compose a most 
complex and essential system of chemical messengers, and to be much more numerous 
than the hormones, with which, however, as described above, some of them may 
interact. 

It is suggested that the members of this complex of chemical messengers, which 
may possibly prove to be a family of proteins, should be called chalones. The word 
chalone (xahdw, to make slack) was originally proposed by Schafer (1916) to distinguish 
a chemical messenger which has a depressant action and for which he felt the term 
hormone (Starling, 1906) was inappropriate. This suggestion was never adopted but 
the word may be most appropriate in the present case since the chalones seem to 
act most powerfully in slowing growth as the adult state is reached. 

In  considering the question of chalone action it is important, in view of the evidence 
given above, to consider whether adrenal hormones play any part in these otherwise • hormone vs chalone
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tional maturity of the cells but also to prolong their life
expectancy. In this connection it may be recalled that
when, by long-continued stress induced by partial starva
tion, Bullough and Ebling (76) maintained the epidermal
mitotic rate of adult male mice at a quarter of its normal
level for 4 weeks, no change was recorded in either epi
dermal thickness or sebaceous gland size. It was obvious
that in these 2 tissues the rate of cell loss must have been
reduced to a quarter of its normal level. The converse
situation has been described by van Scott and Ekel (439),
who have shown that with increased epidermal mitosis in
psoriasis the life expectancy of the cells was reduced from
the normal 27 days to only 4 days, and by Skjaeggestad
(452), who, from a study of the epidermis of hairless mice,
has concluded that all hyperplasia-producing agents also
induce an increased rate of cell loss. Similarly in the rat
liver MacDonald (323) has described how normal cells
divide at intervals of from 191 to 453 days, while with a
raised mitotic rate in cirrhosis the cells have a life span of
only about 26 days. The conclusions must be that when
the efficiency of the chalone complex is decreased, the
raised mitotic rate is matched by a shorter life expectancy
and therefore a higher rate of cell death, and that when the
efficiency of the complex is increased, the reduced mitotic
rate is matched by a longer life expectancy and therefore
a lower rate of cell death.

It must, however, be emphasized that only within limits
is a change in the mitotic rate exactly matched by an op
posite change in the life expectancy of the functional cells.
In epidermis Bullough and Laurence2 have noted that
when, in middle age, the number of mitoses increases to
about 3 times the normal figure the thickness of the epi
dermis remains unchanged, while van Scott and Ekel (439)
have noted that when, in psoriasis, the number of mitoses
increases to almost 30 times the normal figure the epi
dermis becomes thickened. In this latter case it is evident
that the decrease in the cell life-span was inadequate to
offset completely the increase in the mitotic rate, and the
tissue increased in size until it became stabilized at a new
point of balance.

Thus, the evidence suggests that the horneostatic media
nism of which the chalone complex forms an important
part controls the mitotic rate, the degree of synthesis for
tissue function, and the length of life of the cells in I, M,
and D, and the question arises how one mechanism could
exert such a variety of actions. The simplest suggestion
is that they all may be the outcome of the one basic cia
lone action, which is to promote the active synthesis of
those proteins on which the specialized functions of the cell
dependâ€”an action that not only involves blocking any
alternative types of synthesis, but also maintains the func
tional efficiency of the cells at a higher level for a longer
period. This hypothesis is illustrated in Chart 5. The
examples shown are taken from mouse data and include
the duodenal mucosa, in which the mitotic rate is high and
the life expectancy of the cells in M and D is about 2 days
(311) ; the ear epidermis, in which the mitotic rate is
moderate and the life expectancy of the cells in ill and D
is about 25 days (439, 443) ; and the liver, in which the
mitotic rate is low and the life expectancy of the cells in
M and D is about 3000 days (323). These are all, of
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CHART 5.â€”Diagrams illustrating the different proportions of

cell types in different tissues. P, progenitor cells; I, immature
cells; M, mature cells; D, mature cells moving towards death.
Top, duodenal mucosa with a high rate of cell production and
loss; middle, epidermis with a moderate rate of cell production
and loss; and bottom, liver with a low rate of cell production and
loss.

course, normal amidstable situations; but if, by tissue dam
age leading to a lowered chalone concentration, the mitotic
rate rises in either the epidermis or the liver, then it may
be expected that temporarily these tissues will move closer
to the condition shown by the duodenal mucosa.

If this argument is taken to its theoretical limits then at
one extreme, with no chalone present at all, M and D
would disappear and all cells would remain in P; sonic such
situation may perhaps be found in cases of advanced malig
nancy. At the other extreme, with an excess of the cha
lone complex, all cells would enter and remain in Al, and
their life span would be infinite; in effect this may be the
case in the mouse liver, in which the estimated cell life
span of 3000 days greatly exceeds the possible life-span of
the animal. It is, of course, obviously important that the
life expectancy of the cells in Al should be directly related
to the degree of efficiency of the chalone mechanism. If
this were not so then any tissue in which mitotic activity
declined and finally ceased would be in danger of total
diasppearance as its cells passed steadily through M to D
and death.

3. The nature of the dichophase.â€”Ithas been suggested
above that the decision whether to specialize for mitosis
or for tissue function is taken by a cell in dichophase iii
terms of the intracellular chalone concentration. How
ever, it is evident that while in some tissues this decision
may be taken promptly, in others the cells may remain in a
state of indecision for a long time.

Tissues in which the@ decision is taken promptly are
those with a high mitotic rate. An example is an ac
tively growing hair root, the cells of which appear to lack
any effective chalone control and therefore to pass almost
directly from apophase into prosphase. The speed at
which this occurs, together with the shorter duration of
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As regards the crythrocytic tissue, relatively little
attention has been paid to the possible existence of an
eryt.hrocytic chalone. However, it is well known that
cryt.hrocyte production is depressed after the transfusion
of large numbers of red blood cells, amid it seems probable
that the erythrocyt.ic tissue will prove to be similar to
the granulocytic tissue mi possessimig a chalomie mechanism
(see Rcfs. 218, 295, 464). If this is so then the chalone
may be produced in the circulating erythrocytes amid it
may inifluemiceonly the mitotic activity of the crythrocyte
progenitor cells.

If such a mechanism is present in both the gramiulocytic
and erythrocytic systems, it follows that these systems
may show a reduced mitotic rate during stress, and pos
sibly even a diurnal mitotic rhythm. Similarly, they
may show changes in the mitotic rate after adrenalectomy
or after injections of adrenalin or glucocorticoid hormones.
It is unfortunate that the literature on these various points,
while voluminous, mainly records variations in the num
bers of gramiulocytes and erythrocyt.es in the blood, and
these may commonly depend on processes other than the
mitotic rate (see, for instance, Rcfs. 27, 56, 199).

The granulocytic and erythrocytic tissues differ from
most other tissues so far considered in that they must be
able to adjust their rates of cell production not only to
changes in tissue mass but also to changes in functional
demand. In the case of the gramiulocytes, it is evident
that mature circulating cells arc eliminated riot according
to their age but according to the work they have to do in
combatting bacterial invasion, since in these cells func
tiomi leads to death (122, 422, 484). In the case of the
erythrocytcs the mature circulating cells are eliminated,
as in a normal tissue, according to their age, but the cell
numbers must be able to imicrease if, for any reason, the
oxygen supply to the tissues becomes inadequate (see
Refs. 263, 464). In both these tissues it is evident that
these adjustments are made through the actions of the 2
l)Oiet.inis. The sites of synthesis of these 2 subst.amiccs
are not yet certain, but granulopoictin may be produced
in functioning or postfunictioniing granulocytes,6 while
crythropoietin may be produced in the kidney or other
tissues (264, 351, 384, 411).

A second and more surprising way in which the granulo
cytic amid crythrocytic tissues appear to differ from ordi
nary tissues is that throughout life both may continue to
be formed from a commomi stem cell l)oPulationi, which
may j)erhaps be located in the bone marrow. It is even
possible that the stem cells may form part of the lympho
cytic system (see Ref. 533). Although in the adult mam
mal the stem cells may prove to comprise 2 or more sepa
rate groups, each leading to only 1 mature cell type, the
Present evidence is generally held to indicate that they
are pluripotent cells (29, 293). If this is accepted then,
u.s Lajtha (292) has pointed out, there are 2 ways in
which an increased number of mature cells may be ob
taimied. First, an increased number of stem cells may
differentiate to enter either the granulocytic or the cry
throcytic tissue systems, and second, there may be,
imicrease in the number of mitoscs through which each
maturing cell passes. Lajtha concludes that â€œitis quite
l)Ossible arid indeed likely that the two mechamiisms re

quire different controlling mechanisms,â€• and it is worth
considering what these might be.

If the stem cells arc indeed pluripotent, this may imply
that, unlike most tissue cells, they contain more than 1
set of genies that are potentially capable of directing the
maturation of more than 1 type of cell. It appears in
fact that in these cells the final step in differentiation has
not been taken and that when it is taken, whether in the
direction of the granulocyte or of the crythrocyte, the proc
ess must be akin to tissue induction in the embryo. In
their final form the cells may be expected to contain only 1
functional set of genes, which will lead to only 1 type of
maturation.

From what is now known of the chalones it seems most
improbable that they could control this type of induction,
and indeed specific chalonc synthesis may itself be the
consequence of a specific type of induction. It is the poie
tins that evidently act as inducers. Erythropoietin has
no significant effect on either the mitotic activity or the
rate of maturation of the erythrocytic progenitor cells
(7, 294) ; its primary effect is merely to promote the con
version of the stem cells into erythrocytic progenitor cells
(7, 294). In a similar way granulopoietin appears to pro
mote the conversion of stem cells into granulocytic
progenitor cells. The probable relations of the poietins
and chalones of the erythrocytic and granulocytic systems
arc illustrated in Chart 9.

Thus the actions of the poietins are fundamentally dif
ferent from those of the mitogenic hormones, although
both groups of substances are similar, first, in that they
arc produced in response to a trigger mechanism operated
by circumstances external to the animal, and second, in
that they both induce the increased mass of their par
ticular target tissues.

This theory leaves unanswered the problem of mitotic
control in the stem cells themselves, but this is a problem
that can hardly be attacked until these cells have been
recognized and localized. Possibly they may synthesize
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CHART 9.â€”Diagram illustrating the probable method of con
trol of cell recruitment in the erythrocytic and granulocytic
tissues. The stem cells (8) differentiate into erythrocytic pro
genitor cells (P) under the influence of erythropoietin (E.P.), and
into granulocytic progenitor cells (P) under the influence of
granulopoietin (G.P.). Mitotic activity is limited in the erythro
cytic progenitor cells by chalone (E.Ch.) from the mature dying
erythrocytes (Ery.D.), and in the granulocytie progenitGr cells
by chalone (G.Ch.) from the mature dying granulocytes (Gran.D.).
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GDF 8/Myostatin:
• TGFß member secreted negative feedback inhibitor of muscle differentiation 

produced by myocytes.  Autocrine inhibition
• Induces cell cycle inhibitor p21 (of cdk1) and promotes cell differentiation
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regulatinggrowth.Growth factors act bybinding
to specific receptors that trigger intracellular sig-
naling cascades modulating the processes of cell
proliferation, growth, and survival. These cas-
cades are often interconnected or overlapping,
allowing for integration of multiple environ-
mental inputs into a coherent cell response. In
vertebrates, a considerable amount of work has
shown the central role of the Akt/mTOR signal-
ing pathway in the transduction and integration
of a wide range of growth stimuli.

The central element of the pathway is the
Akt serine/threonine kinase. Activation of Akt
is initiated by translocation of the protein to the
plasma membrane, mediated by binding of
its pleckstrin homology domain to membrane

phosphatidylinositol (3,4,5)-triphosphate (PIP3).
Membrane-bound Akt is then phosphorylat-
ed and activated by the PI-dependent kinase
(PDPK1) and themammalian target of rapamy-
cin complex (mTORC) 2. PIP3 is synthesized
by the PI3 kinase (PI3K) and degraded by the
PTEN phosphatase. PI3K is, in turn, activated
by several major classes of growth factor recep-
tors, including tyrosine kinase, cytokine, TGF-
b, and G protein coupled receptors. The most
potent activator of Akt in mammalian cells is
the IGF receptor. Akt activity is also regulated
by the cell energy metabolism via mTORC2,
which is activated by the AMP-dependent ki-
nase (AMPK) (Altomare and Testa 2005; Mem-
mott and Dennis 2009; Tumaneng et al. 2012).

Muscle
mass
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ZPABMP
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Figure 2. Intrinsic regulation of organ size by soluble factors. (A) Regulation of limb bud growth by the fibroblast
growth factor (FGF)-Sonic hedgehog (Shh)-Gremlin loop. FGF factors secreted by the apical ectodermal ridge
(AER) and underlying apical mesemchyme drive limb bud growth. They also maintain expression of Shh in the
zone of polarizing activity (ZPA). Shh drives expression of the bone morphogenetic protein (BMP) inhibitor
Gremlin. BMPs are secreted by the proximalmesenchyme and inhibit FGFexpression. Gremlin expression is also
negatively regulated by FGFs. As the limb bud grows, ZPA cells become exposed to decreasing FGF levels,
resulting in disruption of the signaling loop and growth arrest. (B) Muscle mass regulation by myostatin, a
TGF-b superfamily member secreted by skeletal muscles. Increased muscle mass leads to higher circulating
myostatin levels, which inhibit bothmyogenesis andmuscle fiber growth.Myostatin thus functions as “chalone,”
an organ-specific growth inhibitor that acts as a “thermostat” of organ-to-body mass ratio.

Organ-Size Regulation in Mammals
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• Chalones: secreted negative feedback inhibitors of growth

Developmental Cell
144

Regulation of Tissue Size by GDFs

During neurogenesis and myogenesis, the
negative autoregulatory action of GDFs on
cell proliferation sets a limit on the number
of mature neurons and muscle cells, main-
taining control of organ size (adapted from
Wu et al., 2003).
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initiates nontraditional splicing of the HAC1 message,IRE1: A Role in UPREgulation
allowing efficient production of Hac1p transcription fac-of ER Degradation tor and thus expression of HAC1-transcribed proteins
required for lumenal folding and ER-associated degra-
dation (ERAD; Patil and Walter, 2001).

The mechanisms of the mammalian UPR are moreThe unfolded protein response entered the mechanis-
complex. Three separate signaling molecules, PERK,tic realm with the discovery of IRE1 as the key signal
ATF6, and IRE1, reside in the ER membrane as dedi-transducer in yeast. Although also found in mammals,
cated heralds of lumenal chaos. PERK is a transmem-it appeared to function in assisting the work of other
brane kinase that phosphorylates eIF2! upon ER stress,players. The featured studies indicate a separate role
thereby decreasing global translation to provide respitefor IRE1, and highlight the flexibility that bigger eukary-
from continued production of nascent unfolded pro-otes possess in this critical pathway.
teins, and influencing transcriptional regulation of UPR
genes in ways that are less clear (Scheuner et al., 2001).The lumen of the endoplasmic reticulum (ER) has an
ATF6 is a membrane-anchored bZIP transcription fac-ever-present and varying burden of misfolded proteins.
tor, and mammalian IRE1 functions analogously to itsA signaling pathway couples lumenal levels of misfolded
yeast cousin. Both IRE1 and ATF6 have ! and " iso-proteins to the production of factors needed for their
zymes that appear to function similarly in different tis-refolding or destruction, allowing successful manage-
sues. ER stress causes ATF6 cleavage and release ofment of this potentially lethal stress. This signal-and-
the soluble N-terminal bZIP domain that recognizes theresponse system is collectively known as the unfolded
ERSE in cis element found in many UPR-regulatedprotein response (UPR; Kaufman et al., 2002).
genes. Mammalian IRE1’s endonuclease activity medi-The yeast UPR is entirely dependent on the ER resi-

dent, transmembrane endoribonuclease Ire1p, which ates stress-induced splicing of the XBP1 message,

• Different TGFß family secreted factors are produced by terminally differentiated cells and feedback on progenitor growth

McPherron AC, Lawler AM, Lee SJ. Nature. 1997;387:83–90.   Wu, H.H., et al and Calof, A.L. (2003). Neuron 37, 197–207. 
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• Organ specific negative feedback circuits of growth

Limbs: FGF/Shh/BMP network
Transition between positive and negative feedback loop

arrests growth of vertebrate limbs

• FGFs promote growth of mesenchymal cells in limb bud
• Positive feedback:  

—FGF induces polarising signal Shh
—Shh induces, and FGF represses Gremlin an inhibitor of BMP which 
itself antagonises FGF.
—FGF is maintained through a Positive feedback that promotes 
growth during limb development

Cell 
740 

Figure 1. Additional Limbs Produced by Application of FGF-2 Beads 
to the Flank, as Seen in Whole-Mount Chick Embryos Stained with 
Alcian Green to Reveal Skeletal Patterns 
(B), (C), (E), and (F) are at 10 days of development. (A) is at 9 days, 
and (D) is at 6 days. Anterior is at top of page, except in (F). 
(A) Additional wing that developed between normal wing and leg after 
implantation of a bead opposite somite 24 at stage 17. Note the re- 
versed polarity of the digits, with a pattern of 4-3-2 compared with the 
normal wing pattern of 2-3-4. Dorsal view. 
(B) Additional limb that developed after implantation of an FGF-2 bead 
opposite somite 20, at stage 14. The limb consists of proximal leg 
structures (femur [F], tibia and fibula [t/f]) with wing digits. Note re- 
versed digit pattern, 4-3-3-2, with duplicated digit 3. Additional femur 
is anterior and articulates between the pubis (p) and an additional 
ischium (arrow). Normal ischium (i). Ventral view. 
(C) Additional leg that developed following bead implantation to the 
midflank, opposite somite 23 at stage 15, with digit pattern in reversed 
polarity (IV-IIl-II-I). Digit IV is not complete. Note additional ischium 
(arrow), as in (B). Ventral view. 
(D) Embryo stained but not cleared 4 days after bead implantation 
opposite somite 21. The wing on the treated (right) side is truncated 
and shifted posteriorly along the body axis. The additional limb is also 
truncated. Dorsal view. 
(E) Fusion of additional limb and normal wing following bead implanta- 

Hoxd. 13 Shh 

Figure 2. Distribution of Hoxd-13 and Shh Transcripts in Whole-Mount 
Preparations of Embryos with Additional Limb Buds 48 hr after FGF-2 
Bead Implantation 
Regions to which the probes have hybridized are stained purple. Ex- 
pression of Hoxd- 13 (A) and Shh (B) is restricted to the posterior margin 
of the normal wing and leg buds, but is found anteriorly (arrows) in 
the additional limb buds. 

Results 

FGF Beads Induce Additional Limbs 
Beads soaked in FGF-1, FGF-2, or FGF-4 and implanted 
in presumpt ive f lank lead to the deve lopment  of addi t ional  
l imbs (Figures 1A-1F).  A major  set of exper iments  was 
carr ied out with FGF-2, in which FGF-2 beads were placed 
at dif ferent levels along the pr imary body axis in the lateral 
plate mesoderm of chick embryos between stages 13 and 
17. Stage 13 occurs well before there is any  sign of l imb 
development ,  and at stage 17, a slight th ickening in the 
lateral plate mesoderm marks the place where  buds will 
form, When beads are placed in lateral plate mesoderm 
opposi te somites 20 -26  (the presumpt ive f lank lies be- 
tween somites 21 and 25), addit ional l imbs deve loped in 
25 out of 29 embryos (Table 1). Both comple te  wings (Fig- 
ure 1A) and complete legs (Figure 1 C) could deve lop f rom 
the f lank (summarized in Table 1 and Figure 4). When 
beads soaked in FGF-2 were placed anter ior to somite 15 
in the neck region (n = 4), or in the tail bud (n = 3), no 
addit ional l imbs were produced. 

The potential  for addit ional l imb deve lopment  in the f lank 
appears to be higher from stage 13 onward.  Embryos 
treated from stages 10 to 12 (n --- 6 cases) did not deve lop 
addit ional l imbs, but the wing and leg were  somet imes 

tion opposite somite 26 at stage 13. The forearm of the fused limb 
consists of radius, ulna, and radius, and the digit pattern is 2-3-3-2. 
Note absence of digit 4 and single ulna. Dorsal view. 
(F) Fusion of additional wing and normal wing following bead implanta- 
tion opposite somite 23 at stage 14. The normal wing, with digit pattern 
of 2-3-4, is connected by soft tissue to the additional wing, which has 
a reversed sequence of digits in a pattern of 4-3-3-2. Proximally, there 
is a double set of skeletal elements. Anterior is to the left; dorsal view. 
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• Organ specific negative feedback circuits of growth

Limbs: FGF/Shh/BMP network
Transition between positive and negative feedback loop

arrests growth of vertebrate limbs

• Negative Feedback:  
—As the limb grows, FGF levels increase and Gremlin repression 
increases
—Limb growth leads to increased distances between Gremlin 
and FGF (Mouse) and Shh and Gremlin (Chick): break of positive 
feedback loop and induction of BMP dependent negative feedback

BMP

Grem Shh

FGF

Negative feedback

FGF

BMP

Grem Shh

Scherz, P. J., Harfe, B. D., McMahon, A. P. & Tabin, C. J.  (2004) Science 305, 396–399.  

J. Verheyden and X. Sun Nature. (2008);454(7204):638-41

//

//

FGF

BMP Shh
Gremlin
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• Organ specific negative feedback circuits of growth

mix with wild-type chondrocytes11,12. Ectopic osteoblast formation
occurs adjacent to the ectopically positioned hypertrophic chondro-
cytes. No such ectopic bone forms adjacent to the ectopically 
positioned PPR–/–;Ihh–/– hypertrophic chondrocytes in parallel
experiments. Thus, Ihh controls the differentiation of osteoblasts
and designates the location at which this differentiation occurs.
Although Ihh is absolutely required for osteoblast formation in
endochondral bone formation, Ihh is not required for formation of
osteoblasts in the bones of the skull that form without a cartilage
mould, although growth of intramembranous bone of the skull is
apparently slowed in Ihh–/– mice3.

Thus, Ihh is a master regulator of both chondrocyte and
osteoblast differentiation during endochondral bone formation. Ihh
stimulates chondrocyte proliferation directly and, through stimula-
tion of PTHrP synthesis, determines the distance from the end of the
bone at which chondrocytes stop proliferating and undergo hyper-
trophic differentiation. This is also the site at which Ihh stimulates
formation of the bone collar.

Fibroblast growth factor signalling
Recent genetic studies have shown that FGF signalling crucially 
regulates chondrocyte proliferation and differentiation. Many of the
22 distinct FGF genes and four FGF receptor genes are expressed at
every stage of endochondral bone formation13. The probable 
redundancy of ligand utilization combined with the multiple early
effects of FGF receptors in development of bone and other tissues
have made genetic analysis of the roles of FGF signalling during bone
development a particular challenge. In the earliest stages of endo-
chondral bone development, FGF receptor-2 (FGFR2) is expressed
in condensing mesenchyme. Multiple FGFs are expressed in conden-
sations and surrounding mesenchyme, although their roles are not
established. One possible role of FGF signalling at this early stage is
suggested by the finding that FGFs can stimulate SOX9 expression
(see below) in a cultured mesenchymal cell line14.

As chondrocytes form, proliferating chondrocytes express
FGFR3 and prehypertrophic/hypertrophic chondrocytes express
FGFR1. Perichondrial cells express FGFR2 (Fig. 3). Each of these
receptors has distinct and important roles in bone development;
FGFR3 is best understood. Knockout of Fgfr3 in mice leads to an
increased rate of proliferation of chondrocytes and an expansion of
the length of chondrocyte columns15,16. Activating point mutations in
Fgfr3 that are found in human chondrodystrophies decrease the rate
of proliferation of chondrocytes and lead to shortened, disorganized
columns in transgenic mice17. 

Thus, FGF signalling through FGFR3 inhibits proliferation; this
inhibition is at least partly through activation of the Janus kinase–sig-
nal transducer and activator of transcription-1 (JAK–STAT1)
pathway18. The ligands responsible for this signalling are not fully
defined, although the recent observation that knockout of Fgf18 leads
to an increase in chondrocyte proliferation that closely resembles the
effect of Fgfr3 knockout argues strongly that FGF18 is one such 
relevant ligand19,20. The phenotype of the Fgf18-knockout mouse is
more severe than that of the Fgfr3 knockout, in that ossification is
delayed in Fgf18–/– mice. This delay may reflect lack of activation of
Fgfr1 in hypertrophic chondrocytes and perhaps of Fgfr2 and -1 in
perichondrium (Fig. 3). Studies of bone explants in vitro demonstrate
that FGF signalling, independent of effects on Ihh and PTHrP, acceler-
ates terminal differentiation of hypertrophic chondrocytes21.

From the previous discussion of the Ihh/PTHrP signalling 
system, one might not expect that simply increasing or decreasing the
rate of proliferation of chondrocytes through changes in FGF 
signalling would also change the lengths of columns of proliferating
chondrocytes. No matter what the rate, one might expect that Ihh
would change the expression of PTHrP until columns reached their
characteristic length. However, knockout of the Fgfr3 gene increases
Ihh expression and activation of FGFR3 decreases Ihh expression13,17.
Studies in vitro, in which levels of Ihh and PTHrP can be regulated

independently, support the idea that part of the effects of FGF 
signalling is mediated by suppression of Ihh expression21. Thus, 
FGF signalling shortens proliferative columns both by decreasing
chondrocyte proliferation directly and by suppressing Ihh expression.

Bone morphogenetic protein signalling
BMPs, also called growth and differentiation factors (GDFs), have
multiple roles during bone formation. As with the FGF system, the
large number of ligands and receptors, as well as the vital roles of
many components of this network during early development, has
precluded a straightforward use of knockout mice to characterize the
roles of BMPs in bone development. Nevertheless, it is clear that
BMPs/GDFs have essential roles at every stage of endochondral bone
development. 

BMPs and GDFs are members of the TGF-! family of paracrine
factors that activate heterodimeric receptors with serine/threonine
kinase activity22. They were discovered because of their remarkable
ability to induce endochondral bone formation when injected 
subcutaneously in mice. The type 1 receptor BMPR1B is expressed in
cartilage condensations and the type 1 receptor BMPR1A is
expressed broadly in embryonic mesenchyme. An important role for
BMP signalling in formation of mesenchymal condensations is 
supported by the suppression of formation of condensations when
the BMP antagonist, Noggin, is expressed in early chick limbs23 and
by the enlarged cartilage primordial in Noggin–/– mice24. Several con-
densations are either abnormal or absent in short ear mice, which
harbour various inactivating mutations of the BMP5 gene25. Mice
missing the gene encoding GDF5 or BMPR1B have abnormalities in
digit formation that involve failure of extension of condensations
that lead to digit formation26–28. Understanding of the full role of
BMPs and their receptors during condensation formation, however,
will require further studies that generate mice with multiple deficien-
cies of BMPs, their receptors, and the plethora of BMP signalling
modulators specifically in early condensations.

BMPs have multiple important roles during later stages of 
cartilage development. BMP2, -3, -4, -5 and -7 are expressed in 
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Figure 2 Indian hedgehog (Ihh)/parathyroid hormone-related protein (PTHrP)
negative-feedback loop. PTHrP is secreted from perichondrial cells and chondrocytes
at the ends of long bones (1). PTHrP acts on receptors on proliferating chondrocytes
to keep the chondrocytes proliferating and, thereby, to delay the production of Ihh.
When the source of PTHrP production is sufficiently distant, then Ihh is produced. The
Ihh acts on its receptor on chondrocytes to increase the rate of proliferation (2) and,
through a poorly understood mechanism, stimulates the production of PTHrP at the
ends of bones (3). Ihh also acts on perichondrial cells to convert these cells into
osteoblasts of the bone collar (4).
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Ihh/PTHrP negative feedback loop
modulates the rate of bone differentiation

Proliferation

Differentiation

prehypertrophic

chondrocytes

• Chondrocytes proliferate, then differentiate into 
hypertrophic chondrocytes and eventually in osteoblasts

• PTHrP sustains proliferation of chondrocytes by blocking 
Ihh expression.

• Following growth, Ihh is expressed at a distance in 
hypertrophyic chondrocytes (out of reach from PTHrP)

• IHh promotes hypertrophic chondrocyte differenciation 
and chondrocyte proliferation

• Differentiated cells induce feedback inhibitor of 
differentiation (via induction of PTHrP)

Hypertrophy

Fig. 1. Abnormalities in en- A _ B
dochondral bone formation.
(A) Lateral view of an entire
skeleton after Alizarin red S ____i
staining of a wild-type (left)
and a mutant (right) PTH/ A
PTHrP receptor embryo at b
day 18.5 of gestation. Ab-
normalities in the mutant are
apparent throughout the
whole skeleton: for exam-
ple, reduced size of the to- C D
tal skeleton, domed skull,
and foreshortened mandi-
ble. Arrow (up) points to the
abnormal mineralization of
the sternum and ribs and pb+
indicates the lack of unmin-
eralized cartilaginous tis- h
sue; arrow (down) points to
the shortened long bones
of the mutant. (B) Caudal
view on the base ofthe skull
(wild type, left; mutant,
right). The Alizarin red S .
stain reveals excessive ;' . M
mineralization and there-
fore a synchondrosis be- E
tween the basioccipital
(bo), exoccipital (eo), and
basisphenoid (bs). Narrow-
ing of the foramen magnum
(fin) and mineralized tym-
panic bulla (tb) are also ap-
parent. Histological evalua-
tion at the level of the fifth
rib of a wild type (C) and
mutant (D) at day 18.5 of
gestation. The quiescent
hyaline cartilage (hc) in the
wild type is surrounded by
perichondrium (pc), where-
as the mutant cartilage is composed of hypertrophic chondrocytes (hy), surrounded by perichondrial
bone (pb). Examination of the growth plate of the proximal tibia by light microscopy revealed marked
anomalies in the homozygous (F) compared with the normal littermate (E), including a marked
reduction in the zone of proliferating cartilage (p) and irregular and shorter columns of proliferating
chondrocytes.

Table 1. Survival of homozygous offspring (-/-) in different genetic backgrounds. Heterozygous mice
of the respective strain were interbred to obtain mice homozygous for the PTH/PTHrP receptor gene
deletion. Cesarean section at the indicated day of gestation was carried out, and genotyping of the
embryos was performed with Southern (DNA) blot analysis. From the first 10 litters of each group, all
embryos were analyzed to confirm the expected pattern of Mendelian inheritance for wild-type and
heterozygous mice. Because survival of wild-type and heterozygous animals was similar, we limited our
studies to the homozygous mutants. Noninformative (Non-inf.) cases represent degenerated embryos
that yielded insufficient DNA for analysis.

Genetic Days of No. in Total Alive Dead Non-inf.
background gestation litter no. of (°-)) (--) (%)

embryos (% (%
C57BU6-129/SvJ E9.5 19 153 33 (22) 3 (2) 12 (8)
C57BU6-129/SvJ E12.5 10 93 9(10) 5 (5) 11 (12)
C57BL/6-129/SvJ E14.5 10 69 3 (4) 8 (12) 4 (6)
C57BLU6-129/SvJ E18.5 20 124 4 (3) 4 (3) 10 (8)
C57BU6 (2nd E18.5 22 168 4 (2) 4 (2) 0 (0)

backcross)
MF-1 (3rd E18.5 40 371 9 (2) 19 (4) 6 (2)

backcross)
Black Swiss (1 st E1 8.5 56 434 51(12) 25 (6) 9 (2)

backcross)

Taken together, these data suggest that
PTHrP delays chondrocyte differentiation,
thereby allowing more chondrocyte prolif-
eration. The accompanying research arti-
cle (16) demonstrates that Indian hedge-
hog (Ihh), made by prehypertrophic and
hypertrophic chondrocytes, also delays the
differentiation of early hypertrophic chon-
drocytes in a negative feedback loop. Ihh
stimulates the synthesis of PTHrP in peri-
chondrial cells near the ends of long bones.
The PTH/PTHrP receptor is expressed in
prehypertrophic and hypertrophic chon-
drocytes and, to a lesser extent, in prolif-
erating chondrocytes and is thus a candi-
date mediator of the PTHrP signal in the
feedback loop that controls the rate and
sites of chondrocyte differentiation (8). To
establish the physiologic role of the cloned
PTH/PTHrP receptor in the growth plate
and to further explore the role of PTHrP in
early development, we examined the phe-
notypes of mice homozygous for the abla-
tion of the PTH/PTHrP receptor gene.

Gene targeting in embryonic stem (ES)
cells was used to delete exons E2 through T,
which encode most of the PTH/PTHrP re-
ceptor (17, 18). Mice heterozygous for the
PTH/PTHrP receptor gene deletion grew
normally and were fertile. Mice homozygous
for the PTH/PTHrP receptor gene deletion
were smaller than normal from at least em-
bryonic day 9.5 (E9.5) of fetal life (19). His-
tologic evaluation at E9.5 and E12.5 revealed
morphologically normal development except
for proportional diminution of organ size
(19). Although the number of PTH/PTHrP
receptor (-/-) fetuses met Mendelian ex-
pectations at E9.5, only 10% of the living
fetuses were PTH/PTHrP receptor (-/-) at
E12.5, and almost all these fetuses had died
by E14.5 (Table 1). Because the only sites of
synthesis of PTHrP and the PTH/PTHrP
receptor before E9.5 are in extraembryonic
membranes, Reichert's membrane and the
parietal endoderm were examined (7, 13),
but no abnormalities in the morphology of
Reichert's membrane or ox-laminin staining
were noted (19, 20). Thus, the small size and
early death of the PTH/PTHrP receptor (-/
-) animals remains unexplained and con-
trasts with the normal phenotype of PTHrP
(-/-) mice during early gestation. Maternal
PTHrP-synthesized in large amounts by
maternal cells in the decidua, located in
the inner zone directly adjacent to the
embryo (21, 22)-may complement the
absence of fetal PTHrP in the PTHrP (-/
-) mice but not the absence of the fetal
PTH/PTHrP receptor.

To search for genetic backgrounds that
might allow evaluation of older fetuses, we
backcrossed heterozygous mice of C57BL/
6-129/Svj background into different mouse
strains. Only crosses with the Black Swiss
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Growth
Growth
Arrest

• Amount of inhibitory feedback signal: which scales with cell number/size
-Myocytes (GDF8/Myostatin) repress proliferation of myoblasts
-Olfactory receptor neurons (GDF11) repress proliferation of neuronal precursor
-FGF production during limb growth: inhibition of Gremlin

—Measure of tissue size

[Growth Inhibitor]

• Tissue spacing between signal sources
Failure to sustain repression (via Gremlin) of negative feedback loop (BMP) 

• The « size-meter» as an organ-scale negative feedback

14
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—How robust is such a system of feedback inhibition based on tissue size?

The number of cells does not necessarily scale with the [concentration] of inhibitor
Importance of:    Tissue Geometry (size of pool/sink)
                         Inhibitor production rate, diffusion/transport and stability

What is the sensitivity to geometry (ie. size) given biochemical parameters?
What is the sensitivity to biochemical parameters given geometry?
Implies: fine tuning of growth rate to biochemical parameters of feedback at the cellular scale.
Or interdependency.
Cell growth/division can potentially advect (transport) and dilute inhibitor, or affect stability, etc

                          

• The « size-meter » as an organ-scale negative feedback

15

Stability of inhibitor ++
production rate =
Cell growth rate =

Stability & production of inhibitor =
Cell growth rate ++

Hypothesis: Feedback of cell growth rate on inhibitor stability (positive feedback) could rescue size:: Robustness
Necessity to invoque nested feedbacks: global and local. 

Stability of inhibitor ++
Cell growth rate ++

Control
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Systems sensitivity to p0 is infinite: unless exactly ½ of cells remain stem 
cells and ½ differentiate (p0 =0.5), stem cells pool collapses or explodes.
But stem cells do not always divide asymmetrically. They may divide also 
symmetrically, ie. produce 2 or 0 stem cells. 

Question: How does p0 =0.5 as a population average if not absolutely true 
for all cells?

Protocols S1–S3). In fact, experimental data indicate that the
progenitor load in the OE is below 10% [46–48].

There is another cost of achieving fast regeneration
through feedback on v1: the lower the progenitor load, the
more necessary it becomes to use values of p1 that are
perilously close to 0.5 (i.e., nearly half the output of INPs
needs to be more INPs; Figures S16 and S17 in Protocols S1–
S3). As discussed earlier, when p-parameters are close to 0.5,
system output becomes extremely sensitive to small variations
in those parameters (and thus very fragile).

All told, feeding back onto the rate at which INPs divide
does not seem to be a particularly good control strategy. We
wondered whether GDF11 might do a better job if it fed back
onto a different parameter of INP growth: p1, the replication,
or amplification, probability. Analysis of a model of this sort
of feedback (Figure 3D) reveals several remarkable things:
First, with feedback on p1, the constraint p1 ! 0.5 goes

away: Any INP replication probability allows for establish-
ment of a steady state. Second, the fragility of the steady state
output can be substantially reduced. In particular, sensitivity

Figure 3. Strategies for Feedback Regulation of Transit-Amplifying Cells

(A) The neuronal lineage of the OE, in which terminally differentiated ORNs are produced by committed transit-amplifying cells (INPs).
(B) Negative feedback regulation of the INP cell cycle length (shown diagrammatically in red) can be modeled by making v1 a function of ORN numbers
(v2).
(C) Simulated return to steady state of the system in (B) after removal of all ORNs. The parameters chosen provide the greatest improvement in
regeneration speed (over what would occur in the absence of feedback; dashed line), consistent with progenitor cells comprising no more than 50% of
the tissue mass (note that INP numbers [red curve] are virtually the same as those of ORNs [blue curve] at steady state). Cell numbers are expressed
relative to the starting number of stem cells.
(D) Negative feedback regulation of the INP replication probability (shown diagrammatically in red) can be modeled by making p1 a function of ORN
levels (v2).
(E) Simulated return to steady state of the system in (D) after removal of ORNs. An inset shows the response at early times in greater detail. Note that
progenitor load is now quite low, and regeneration is characterized by a burst of INP proliferation (red curve), followed by a wave of ORN production
(blue curve).
In (C and E), time is expressed in units of ln2/v1. Parameter values for (C) are p1¼ 0.495, d/v1¼ 0.0372, v0/v1¼ 0.128, and h¼ 0.0734, and for (E) are p1¼
0.942, d/v1 ¼ 0.0138, v0/v1 ¼ 0.506, and g¼ 0.0449.
doi:10.1371/journal.pbio.1000015.g003
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v : rate constant of cell division (1/length of cell cycle)
p: probability of replication (remain in same stage)
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—What ensures the stability of a cell lineage?

—Cell lineages balance growth (of stem cell pool and 
intermediates) and terminal differentiation

achieve desired ends, usually in a robust manner. To begin
talking about the control needs of growing tissues and organs,
we must first ask what are the ‘‘desired’’ ends, and to what
kinds of uncertainties and perturbations must growth and
differentiation be robust?

Perhaps the most obvious objective of a growth control
system is to reach and maintain a specified size. Sizes of
organs such as the brain, for example, are genetically
specified within narrow tolerances (e.g., [16]). Moreover,
self-renewing organs, such as the liver, seem to ‘‘remember’’
their appropriate sizes, as they accurately regenerate to their
original sizes following even massive lesions [17]. The fact that
many genetic alterations can affect final organ size (e.g.,
[18,19]) suggests that there are diverse molecular pathways by
which size may be regulated.

A less obvious performance objective is control of growth
rate. Consider, for example, a self-renewing tissue that
maintains constant size by balancing continual cell death
with cell production. Following an injury in which differ-
entiated cells are destroyed, if there is no adjustment in cell
production, those cells will be replaced only at the same
(often very slow) rate at which they previously turned over. In
regenerating tissues, however, it is common to observe a
dramatic increase in proliferation following injuries, with
rapid restoration of tissue morphology and size [17,20,21].
Even in tissues that do not regenerate, control of growth rate
is likely to be important during development, so that the
changing sizes of different organs are properly coordinated
with each other.

Other possible targets of control are the proportions of cell
types in a tissue. For example, in a branched lineage (one with
more than one terminal-stage cell type) a fixed ratio of end
products may be important for tissue or organ function [22].
In lineages that operate continuously, it may also be desirable
to ensure that stem and progenitor cells (which do not usually
contribute directly to tissue function) are not too great a
fraction of the tissue mass.

How difficult should it be for tissues to achieve such
objectives? With control, the difficulty of the task depends

upon the magnitude of the perturbations that are normally
encountered (e.g., genetic and/or random effects on cell
behavior, environmental fluctuations, injury, and disease); the
sensitivity of the system’s behavior to those perturbations;
and the level of imprecision in output that is acceptable.
In recent years, increasing attention has been focused on

the control challenges of biological networks, including those
associated with metabolism, intracellular signaling, and gene
regulation (e.g., [23–26]). Superficially, cell lineages look a
great deal like these other kinds of pathways (Figure 1). Yet
the components of lineages—cell stages—do not just transmit
signals or material from one to another; they typically
undergo autonomous, exponential expansion at the same
time. This imparts a characteristic volatility to lineage
dynamics that no doubt poses challenges for control. Given
such challenges, it would not be surprising if the control of
tissue and organ growth necessitates control strategies unlike
those encountered elsewhere in biology. Here, we take steps
toward identifying such strategies.

Results

Lineage Dynamics in the Absence of Control
One way to identify the control needs of a system, and the

strategies that may be used to address those needs, is to build
models and explore their behavior. Figure 2A is a general
representation of an unbranched cell lineage that begins with
a pool of stem cells, ends with a postmitotic cell type, and
possesses any number of transit-amplifying progenitor stages.
If cells at each stage are numerous, and divisions asynchro-
nous, then the behavior of such a system over time can be

Figure 1. Biological Pathways That Are Potential Targets of Control

Like metabolic, signaling, and gene expression pathways, cell lineages
may be viewed as input–output pathways in which information or
material flows through a series of defined elements (A–D) at rates
controlled by measurable parameters (e.g., enzyme levels E1, E2, synthesis
rates v1, v2, etc.). Unlike these other pathways, cell lineages are
characterized by a potential for exponential expansion at most or all
stages (parameters p0, p1, etc.). The impact of this difference on the
strategies that may be used for tissue growth control has been little
studied.
doi:10.1371/journal.pbio.1000015.g001
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Author Summary

Many tissues and organs grow to precise sizes and, when injured,
regenerate accurately and rapidly. Here, we ask whether the
organization of cells into lineages, and the feedback interactions
that occur within lineages, are necessary elements of control
strategies that make such behavior possible. Drawing on mathe-
matical modeling and the results of experimental manipulation of
the mouse olfactory epithelium, we show that performance
objectives, such as robust size specification, fast regeneration from
a variety of initial conditions, and maintenance of high ratios of
differentiated to undifferentiated cells, can be simultaneously
achieved through a combination of lineage structures, signaling
mechanisms, and spatial distributions of cell types that correspond
well with what is observed in many growing and regenerating
tissues. Key to successful control is an integral-feedback mechanism
that is implemented when terminally differentiated cells secrete
molecules that lower the probability that progenitor cells replicate
versus differentiate. Interestingly, this mechanism also explains how
the distinctive proliferative behaviors of stem cell and ‘‘transit-
amplifying’’ cell populations can emerge as a consequence of
feedback effects, rather than intrinsic programming of cell types.

Growth Differentiation
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It is widely accepted that the growth and regeneration of tissues and organs is tightly controlled. Although
experimental studies are beginning to reveal molecular mechanisms underlying such control, there is still very little
known about the control strategies themselves. Here, we consider how secreted negative feedback factors
(‘‘chalones’’) may be used to control the output of multistage cell lineages, as exemplified by the actions of GDF11
and activin in a self-renewing neural tissue, the mammalian olfactory epithelium (OE). We begin by specifying
performance objectives—what, precisely, is being controlled, and to what degree—and go on to calculate how well
different types of feedback configurations, feedback sensitivities, and tissue architectures achieve control. Ultimately,
we show that many features of the OE—the number of feedback loops, the cellular processes targeted by feedback,
even the location of progenitor cells within the tissue—fit with expectations for the best possible control. In so doing,
we also show that certain distinctions that are commonly drawn among cells and molecules—such as whether a cell is a
stem cell or transit-amplifying cell, or whether a molecule is a growth inhibitor or stimulator—may be the
consequences of control, and not a reflection of intrinsic differences in cellular or molecular character.
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Introduction

In recent decades, biologists have come to view cell lineages
as fundamental units of tissue and organ development,
maintenance, and regeneration. The highly differentiated,
often nondividing cells that characterize the mature func-
tions of tissues are seen as end products of orderly, tissue-
specific sequences of cell divisions, during which progenitor
cells pass through distinct stages, marked by expression of
stage-specific genes (e.g., [1–4]). At the starting points of
lineages—particularly those in self-renewing tissues such as
blood, epidermis, and the intestinal lining—one finds stem
cells, characterized both by multipotency (ability to produce
many cell types) and their ability to maintain their own
numbers through self-replication [5–8]. As scientists and
clinicians have become increasingly interested in harnessing
these features of stem cells to repair injury and cure disease,
there has been a resurgence of interest in the mechanisms
underlying the execution and regulation of cell lineages (e.g.,
[9–12]).

The functions of lineages are often presented in terms of
progressive allocation of developmental potential: Thus,
pluripotent stem cells often give rise to oligopotent progen-
itors, which in turn give rise to unipotent (committed)
progenitors. The sequential expression of marker genes at
different lineage stages may be related to transcriptional
‘‘priming’’ events needed to lock cells into specific patterns of
gene expression [13,14].

Not all lineage stages correlate with restriction of cell fate,
however, raising the question of what else lineages do. The
fact that lineage intermediates often display ‘‘transit-amplify-
ing’’ behavior, i.e., are capable of at least some degree of self-
replication, has led to the suggestion that lineage stages play

essential roles in the control of tissue and organ growth (with
growth referring in this case to increase in cell number).
Here, we seek to discover what those roles are. We approach
this question from the perspective of lineages in general, and
within the context of the mammalian olfactory epithelium
(OE), the neural tissue that senses odor and transmits
olfactory information to the brain. The OE is a continually
self-renewing tissue, even in man, and is capable of rapid
regeneration [15]. As discussed below, a wealth of exper-
imental data on the OE lineage and the molecules that
regulate it makes the OE an attractive system in which to
investigate the relationship between lineages and growth
control.

Performance Objectives of Growing Tissues
In biology, ‘‘control’’ is often used interchangeably with

‘‘regulation,’’ but in engineering, control has a precise
meaning: It refers to the strategies that enable a system to
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Protocols S1–S3). In fact, experimental data indicate that the
progenitor load in the OE is below 10% [46–48].

There is another cost of achieving fast regeneration
through feedback on v1: the lower the progenitor load, the
more necessary it becomes to use values of p1 that are
perilously close to 0.5 (i.e., nearly half the output of INPs
needs to be more INPs; Figures S16 and S17 in Protocols S1–
S3). As discussed earlier, when p-parameters are close to 0.5,
system output becomes extremely sensitive to small variations
in those parameters (and thus very fragile).

All told, feeding back onto the rate at which INPs divide
does not seem to be a particularly good control strategy. We
wondered whether GDF11 might do a better job if it fed back
onto a different parameter of INP growth: p1, the replication,
or amplification, probability. Analysis of a model of this sort
of feedback (Figure 3D) reveals several remarkable things:
First, with feedback on p1, the constraint p1 ! 0.5 goes

away: Any INP replication probability allows for establish-
ment of a steady state. Second, the fragility of the steady state
output can be substantially reduced. In particular, sensitivity

Figure 3. Strategies for Feedback Regulation of Transit-Amplifying Cells

(A) The neuronal lineage of the OE, in which terminally differentiated ORNs are produced by committed transit-amplifying cells (INPs).
(B) Negative feedback regulation of the INP cell cycle length (shown diagrammatically in red) can be modeled by making v1 a function of ORN numbers
(v2).
(C) Simulated return to steady state of the system in (B) after removal of all ORNs. The parameters chosen provide the greatest improvement in
regeneration speed (over what would occur in the absence of feedback; dashed line), consistent with progenitor cells comprising no more than 50% of
the tissue mass (note that INP numbers [red curve] are virtually the same as those of ORNs [blue curve] at steady state). Cell numbers are expressed
relative to the starting number of stem cells.
(D) Negative feedback regulation of the INP replication probability (shown diagrammatically in red) can be modeled by making p1 a function of ORN
levels (v2).
(E) Simulated return to steady state of the system in (D) after removal of ORNs. An inset shows the response at early times in greater detail. Note that
progenitor load is now quite low, and regeneration is characterized by a burst of INP proliferation (red curve), followed by a wave of ORN production
(blue curve).
In (C and E), time is expressed in units of ln2/v1. Parameter values for (C) are p1¼ 0.495, d/v1¼ 0.0372, v0/v1¼ 0.128, and h¼ 0.0734, and for (E) are p1¼
0.942, d/v1 ¼ 0.0138, v0/v1 ¼ 0.506, and g¼ 0.0449.
doi:10.1371/journal.pbio.1000015.g003
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proportional control 
(output proportional to error)

does not compensate for steady deviation from reference
high rate, low gain (amplification from input to output)

requires high progenitor load to achieve high rate
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There is another cost of achieving fast regeneration
through feedback on v1: the lower the progenitor load, the
more necessary it becomes to use values of p1 that are
perilously close to 0.5 (i.e., nearly half the output of INPs
needs to be more INPs; Figures S16 and S17 in Protocols S1–
S3). As discussed earlier, when p-parameters are close to 0.5,
system output becomes extremely sensitive to small variations
in those parameters (and thus very fragile).

All told, feeding back onto the rate at which INPs divide
does not seem to be a particularly good control strategy. We
wondered whether GDF11 might do a better job if it fed back
onto a different parameter of INP growth: p1, the replication,
or amplification, probability. Analysis of a model of this sort
of feedback (Figure 3D) reveals several remarkable things:
First, with feedback on p1, the constraint p1 ! 0.5 goes

away: Any INP replication probability allows for establish-
ment of a steady state. Second, the fragility of the steady state
output can be substantially reduced. In particular, sensitivity

Figure 3. Strategies for Feedback Regulation of Transit-Amplifying Cells

(A) The neuronal lineage of the OE, in which terminally differentiated ORNs are produced by committed transit-amplifying cells (INPs).
(B) Negative feedback regulation of the INP cell cycle length (shown diagrammatically in red) can be modeled by making v1 a function of ORN numbers
(v2).
(C) Simulated return to steady state of the system in (B) after removal of all ORNs. The parameters chosen provide the greatest improvement in
regeneration speed (over what would occur in the absence of feedback; dashed line), consistent with progenitor cells comprising no more than 50% of
the tissue mass (note that INP numbers [red curve] are virtually the same as those of ORNs [blue curve] at steady state). Cell numbers are expressed
relative to the starting number of stem cells.
(D) Negative feedback regulation of the INP replication probability (shown diagrammatically in red) can be modeled by making p1 a function of ORN
levels (v2).
(E) Simulated return to steady state of the system in (D) after removal of ORNs. An inset shows the response at early times in greater detail. Note that
progenitor load is now quite low, and regeneration is characterized by a burst of INP proliferation (red curve), followed by a wave of ORN production
(blue curve).
In (C and E), time is expressed in units of ln2/v1. Parameter values for (C) are p1¼ 0.495, d/v1¼ 0.0372, v0/v1¼ 0.128, and h¼ 0.0734, and for (E) are p1¼
0.942, d/v1 ¼ 0.0138, v0/v1 ¼ 0.506, and g¼ 0.0449.
doi:10.1371/journal.pbio.1000015.g003
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integral control
(output depends on integral of error)

compensates well for steady deviation from reference
resistant to external and internal perturbations, high rate

does not require high progenitor load 

in silico regeneration « experiment »:
simulation of return to steady-state 
after ablation of ORNs (   2= 0)

A. Lander et al . (2015) PLoS Biol 7(1): e1000015. https://doi.org/10.1371/journal.pbio.1000015
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speed and parameter sensitivity, but the effect is not dramatic
(Figure S18 in Protocols S1–S3). Accordingly, we wondered
whether additional control elements might still be missing.

Two Loops Are Better Than One
As mentioned in Table S1, many feedback inhibitors of

tissue and organ growth belong to the TGFb superfamily of
growth factors, with those of the TGFb/activin branch (which
signals through the intracellular proteins Smad2 and Smad3)
being the most highly represented. Recently, we found that
activinbB (Inhbb; MGI: 96571; hereafter referred to simply as
‘‘activin’’) is highly expressed in the OE and, like GDF11, has
growth-inhibitory effects on the neuronal lineage. Unlike
GDF11, however, activin’s effects are aimed specifically at the
Sox2þ and Mash1þ populations, and not at INPs (K. K.
Gokoffski et al., unpublished data). This implies that two
feedback loops exist in the OE, one aimed at stem cells, and
one aimed at transit-amplifying cells (Figure 5E).

Like GDF11, activin could potentially feed back onto a v-
parameter (namely v0, the rate of stem cell division) or a p-
parameter (namely p0, the stem cell replication probability),
or both. For technical reasons, a pulse-chase experiment

similar to that in Figure 4 cannot be performed to sort this
out. However, we infer that feedback onto p0 must occur,
because Sox2þ and Mash1þ populations are markedly ex-
panded in the OE of ActbB"/" mice (K. K. Gokoffski et al.,
unpublished data). If activin only regulated v0, loss of activin
would result in stem cells that cycle faster, but it could not
increase their numbers.
Interestingly, when we add the feedback effects of both

activin and GDF11 into the equations for the behavior of the
ORN lineage, the expression for the steady state value of
ORNs becomes very simple: (2p0" 1)/j, where j is the feedback
gain for activin (Protocols S1–S3, section 4). This constitutes a
dramatic improvement in robustness—the system will, at
steady state, always produce the same number of terminal-
stage cells regardless of how many stem cells it starts with,
how fast stem cells divide, or how quickly terminal-stage cells
are lost.
Perhaps even more strikingly, the problematic constraint

that the stem cell population must intrinsically ‘‘know’’ to
replicate exactly half the time (p0¼0.5) vanishes. As long as p0
. 0.5, feedback automatically ensures that the stem cell
population behaves in the necessary way.

Figure 4. Experimental Demonstration That GDF11 Regulates p1 and v1
OE explants were cultured in various doses of GDF11. At 12 h, BrdU was added for 2 h and then washed out. Explants were fixed at various times after
BrdU addition and immunostained for BrdU and NCAM expression.
(A–I) Cultures grown in GDF11 concentrations of 0 (A, D, and G), 0.5 (B, E, and H), and 10 (C, F, and I) ng/ml, fixed 18 h after BrdU addition (previous
studies have shown that 18 h is sufficient time for INP progeny that become ORNs to express NCAM [39]). NCAM immunofluorescence (green) is shown
in (A–C); BrdU immunofluorescence (red) in (D–F); merged images in (G–I). Arrowheads point to examples of BrdUþ/NCAM" cells; arrows point to
examples of BrdUþ/NCAMþ cells.
(J) Percentage of BrdUþ cells migrating out of OE explants that had differentiated (acquired NCAM immunoreactivity) by 18 h (black line) or 36 h (blue
line), as a function of GDF11 dose. Low doses of GDF11 increase the proportion of INP progeny that differentiate (i.e., p1 decreases). At high dose, the
effect reverses, with the NCAMþ fraction falling to near zero at 18 h, but recovering at 36 h. These data are consistent with a slowing of the cell cycle (v1)
such that 18 h is not long enough to produce NCAMþ offspring (but 36 h is). This interpretation is consistent with a previous demonstration that high
doses of GDF11 reversibly arrest the INP cell cycle [34].
(K) Simulation of the experiment in (J) by a model in which GDF11 affects both p1 and v1. Parameters used in the model are consistent with measured
proportions of ORNs, INPs, and Mash1þ/Sox2þ cells, as well as experimental data on the effects of GDF11 on BrdU pulse-labeling by INPs [34,39,40].
doi:10.1371/journal.pbio.1000015.g004
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• GDF11 is produced by differentiated olfactory receptor neurons (ORNs)
• BrdU labelling of INPs and assess time course of NCAM 

immunoreactivity (markers of ORNs). 
• INP replication delays differentiation of INPs.  Thus, delay in NCAM 

expression indicative of replication probability p1 of INPs.

• 18h chase: 60% of BrdU+ cells become ORNs without GDF11. 
• Addition of low GDF11 increases ORN production indicative of reduced 

probability of INP replication (p1 lowered)

• Addition of higher GDF11 reduces ORNs indicative of lengthening of cell 
cycle progression (v1 lowered)

• If so, longer chase should reduce this inhibition, as observed (36h)

Protocols S1–S3). In fact, experimental data indicate that the
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There is another cost of achieving fast regeneration
through feedback on v1: the lower the progenitor load, the
more necessary it becomes to use values of p1 that are
perilously close to 0.5 (i.e., nearly half the output of INPs
needs to be more INPs; Figures S16 and S17 in Protocols S1–
S3). As discussed earlier, when p-parameters are close to 0.5,
system output becomes extremely sensitive to small variations
in those parameters (and thus very fragile).

All told, feeding back onto the rate at which INPs divide
does not seem to be a particularly good control strategy. We
wondered whether GDF11 might do a better job if it fed back
onto a different parameter of INP growth: p1, the replication,
or amplification, probability. Analysis of a model of this sort
of feedback (Figure 3D) reveals several remarkable things:
First, with feedback on p1, the constraint p1 ! 0.5 goes

away: Any INP replication probability allows for establish-
ment of a steady state. Second, the fragility of the steady state
output can be substantially reduced. In particular, sensitivity

Figure 3. Strategies for Feedback Regulation of Transit-Amplifying Cells

(A) The neuronal lineage of the OE, in which terminally differentiated ORNs are produced by committed transit-amplifying cells (INPs).
(B) Negative feedback regulation of the INP cell cycle length (shown diagrammatically in red) can be modeled by making v1 a function of ORN numbers
(v2).
(C) Simulated return to steady state of the system in (B) after removal of all ORNs. The parameters chosen provide the greatest improvement in
regeneration speed (over what would occur in the absence of feedback; dashed line), consistent with progenitor cells comprising no more than 50% of
the tissue mass (note that INP numbers [red curve] are virtually the same as those of ORNs [blue curve] at steady state). Cell numbers are expressed
relative to the starting number of stem cells.
(D) Negative feedback regulation of the INP replication probability (shown diagrammatically in red) can be modeled by making p1 a function of ORN
levels (v2).
(E) Simulated return to steady state of the system in (D) after removal of ORNs. An inset shows the response at early times in greater detail. Note that
progenitor load is now quite low, and regeneration is characterized by a burst of INP proliferation (red curve), followed by a wave of ORN production
(blue curve).
In (C and E), time is expressed in units of ln2/v1. Parameter values for (C) are p1¼ 0.495, d/v1¼ 0.0372, v0/v1¼ 0.128, and h¼ 0.0734, and for (E) are p1¼
0.942, d/v1 ¼ 0.0138, v0/v1 ¼ 0.506, and g¼ 0.0449.
doi:10.1371/journal.pbio.1000015.g003
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away: Any INP replication probability allows for establish-
ment of a steady state. Second, the fragility of the steady state
output can be substantially reduced. In particular, sensitivity

Figure 3. Strategies for Feedback Regulation of Transit-Amplifying Cells

(A) The neuronal lineage of the OE, in which terminally differentiated ORNs are produced by committed transit-amplifying cells (INPs).
(B) Negative feedback regulation of the INP cell cycle length (shown diagrammatically in red) can be modeled by making v1 a function of ORN numbers
(v2).
(C) Simulated return to steady state of the system in (B) after removal of all ORNs. The parameters chosen provide the greatest improvement in
regeneration speed (over what would occur in the absence of feedback; dashed line), consistent with progenitor cells comprising no more than 50% of
the tissue mass (note that INP numbers [red curve] are virtually the same as those of ORNs [blue curve] at steady state). Cell numbers are expressed
relative to the starting number of stem cells.
(D) Negative feedback regulation of the INP replication probability (shown diagrammatically in red) can be modeled by making p1 a function of ORN
levels (v2).
(E) Simulated return to steady state of the system in (D) after removal of ORNs. An inset shows the response at early times in greater detail. Note that
progenitor load is now quite low, and regeneration is characterized by a burst of INP proliferation (red curve), followed by a wave of ORN production
(blue curve).
In (C and E), time is expressed in units of ln2/v1. Parameter values for (C) are p1¼ 0.495, d/v1¼ 0.0372, v0/v1¼ 0.128, and h¼ 0.0734, and for (E) are p1¼
0.942, d/v1 ¼ 0.0138, v0/v1 ¼ 0.506, and g¼ 0.0449.
doi:10.1371/journal.pbio.1000015.g003
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regeneration speed (over what would occur in the absence of feedback; dashed line), consistent with progenitor cells comprising no more than 50% of
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—GDF11 as a proportional and integral feedback controller of lineage

A. Lander et al . (2015) PLoS Biol 7(1): e1000015. https://doi.org/10.1371/journal.pbio.1000015

• Stability of Growth: cellular lineage
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• Mechanical feedback
Synthesis of an external mechanical constraint. 
For example: Stiff extracellular matrix, contractile tissue (eg. gut), non-growing tissue boundary. 

• The « size-meter » as an organ-scale negative feedback

The feedback requires that mechanical constraints are dependent on growth/size of the tissue/organ
And that mechanical feedback blocks cell growth/division and/or induces apoptosis.

(Cours #5 Growth and Mechanics)

• Completion of tissue pattern:
Growth is maintained up to a point when pattern is « complete »
Ensures scaling of growth and patterning. 
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• Size regulation and patterning

—regeneration and intercalary growth
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either no supernumerary or two super-
numerary regenerates (one left- and one
right-handed), forming in various posi-
tions and with various orientations. StI-
pernumeraries were not found after 900
rotation (23, 28). We have shown (26)
that the shortest intercalation rule can
account satisfactorily for these results
(see Fig. 6).

In addition to these results on cock-
roaches, similar supernumerary regener-
ates are produced after contralateral leg
transplantation or 1800 rotation in stick
insects (29), hemipterans (30), lepidopter-
ans (31), and spiders (32), and after simi-
lar operations on the anal cerci of crick-
ets (33) and earwigs (34).

Organization of the base of the cock-
roach leg. Bohn (35) found that a leg
would still regenerate after complete re-
moval of the entire leg including its most
proximal segment, the coxa. By extirpat-
ing different amounts of tissue anterior
and posterior to the base of the coxa, he
found that a leg can be produced by a
confrontation between the scierites ante-
rior to the coxa (the trochantin and prae-
coxa) and a membranous zone posterior
to the coxa (Bohn's leg-inducing mem-
brane or LIM; see Fig. 7a). The sclerites
of one segment are separated from the
LIM of the next anterior segment by
another membranous zone, which Bohn
called the sclerite-inducing membrane or
SIM since a confrontation between it and
the sclerites resulted in duplication of the
sclerites. The base of the leg was thus
envisaged as comprising several qualita-
tively distinct transverse zones.

Bohn's results are in excellent agree-
ment with the predictions made by our
model. if it is assumed that the leg field

Fig. 4 (above). Intercalary regeneration and distal transformation in the proximal-distal (radial) i. ----
sequence after grafting together different levels of the tibia or tibia and femur of the cockroach extends Into the leg base as In Fig. 7a.

leg. Letters A to E denote physical levels of the leg segment corresponding to positional values The most proximal positional values of
A to E in the radial sequence (Fig. 1). In each case, the diagram shows the graft combination and the leg field are assumed to occupy the
the result after two molts (M). (a) to (d) Intercalation (R) occurs between normally nonadjacent anterior edge of the basal sclerites ante-

positional values in the proximal-distal sequence when the grafts are between tibia and tibia (a riorly and the region of the LIM posteri-
and b) or between tibia and femur (d), but no intercalation occurs between homologous r

positional values in the tibia and femur (c). (e) Transformation (7) from an originally proximally orly. The leg field would be separated
facing -cut surface occurs following reversal of part of the radial sequence. (t) Transformation from those of other segments by the
(7) occurs from the distal cut surface and from the graft and the host when the grafted parts fail region of the SIM. Within this most prox-
to heal and interact at a junction. Fig. 5 (opposite). Application of the model to the imal zone of the leg field the rules for
production of supernumerary limbs in cockroaches and amphibians following contralateral
transplantations with either (a) anterior-posterior or (b) external-internal (dorsal-ventral) axes cellular interaction are, as before, inter-

opposed. (i) Diagram of the experiment and the major result in cockroaches (23,26-28). Letters calation in the circular and radial se-
I, A, E, and P denote internal, anterior, external, and posterior surfaces; M denotes molt. quences, and distal transformation from
Supernumerary regenerates are formed at the points of axial incongruity. (iii) Diagram of the complete circular sequences. Consider a

experiment and the major result in the newt Notophthalmus viridescens (60, 64). In this case few of Bohn's experiments (35).

regeneration blastemas, rather than parts of mature limbs, are transplanted. The dorsal surface
is solid black, the ventral surface stippled; A and P denote anterior and posterior surfaces.
Supernumerary regenerates have formed at the points of axial incongruity. (ii) and (iv) Schematic cross section of graft-host junction, distal view;
outer circle, host circumference; inner circle, graft circumference. (The diameters of the graft and stump are shown to be different for clarity
only.) The circular sequence is marked around the circumference by numbers 0 to 12. Niambers between the circles are values generated by
intercalation (by the shorter route) between the different confronted positional values of hoe;t and graft. The shorter route is different on the two
sides of each point of maximum incongruity, so a complete circular series is generated at that position. Subsequent distal transformation leads to
the production of a supernumerary limb. The arrangement of the positional values around the supernumerary limbs is determined by the direction
of intercalation in the adjacent regions of the graft junction and is a consequence of the shortest intercalation rule. The direction of the
intercalation adjacent to the supernumerary limbs gives their handedness and orientation. As can be seen, both supernumerary regenerates are of
stump handedness, oriented in the same way as the limb stump, and they are in mirror image symmetry with the transplant. Abbreviations: super,
supernumerary limb; V, I, A, D, E, and P, ventral, internal, anterior, dorsal, external, and posterior.
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either no supernumerary or two super-
numerary regenerates (one left- and one
right-handed), forming in various posi-
tions and with various orientations. StI-
pernumeraries were not found after 900
rotation (23, 28). We have shown (26)
that the shortest intercalation rule can
account satisfactorily for these results
(see Fig. 6).

In addition to these results on cock-
roaches, similar supernumerary regener-
ates are produced after contralateral leg
transplantation or 1800 rotation in stick
insects (29), hemipterans (30), lepidopter-
ans (31), and spiders (32), and after simi-
lar operations on the anal cerci of crick-
ets (33) and earwigs (34).

Organization of the base of the cock-
roach leg. Bohn (35) found that a leg
would still regenerate after complete re-
moval of the entire leg including its most
proximal segment, the coxa. By extirpat-
ing different amounts of tissue anterior
and posterior to the base of the coxa, he
found that a leg can be produced by a
confrontation between the scierites ante-
rior to the coxa (the trochantin and prae-
coxa) and a membranous zone posterior
to the coxa (Bohn's leg-inducing mem-
brane or LIM; see Fig. 7a). The sclerites
of one segment are separated from the
LIM of the next anterior segment by
another membranous zone, which Bohn
called the sclerite-inducing membrane or
SIM since a confrontation between it and
the sclerites resulted in duplication of the
sclerites. The base of the leg was thus
envisaged as comprising several qualita-
tively distinct transverse zones.

Bohn's results are in excellent agree-
ment with the predictions made by our
model. if it is assumed that the leg field

Fig. 4 (above). Intercalary regeneration and distal transformation in the proximal-distal (radial) i. ----
sequence after grafting together different levels of the tibia or tibia and femur of the cockroach extends Into the leg base as In Fig. 7a.

leg. Letters A to E denote physical levels of the leg segment corresponding to positional values The most proximal positional values of
A to E in the radial sequence (Fig. 1). In each case, the diagram shows the graft combination and the leg field are assumed to occupy the
the result after two molts (M). (a) to (d) Intercalation (R) occurs between normally nonadjacent anterior edge of the basal sclerites ante-

positional values in the proximal-distal sequence when the grafts are between tibia and tibia (a riorly and the region of the LIM posteri-
and b) or between tibia and femur (d), but no intercalation occurs between homologous r

positional values in the tibia and femur (c). (e) Transformation (7) from an originally proximally orly. The leg field would be separated
facing -cut surface occurs following reversal of part of the radial sequence. (t) Transformation from those of other segments by the
(7) occurs from the distal cut surface and from the graft and the host when the grafted parts fail region of the SIM. Within this most prox-
to heal and interact at a junction. Fig. 5 (opposite). Application of the model to the imal zone of the leg field the rules for
production of supernumerary limbs in cockroaches and amphibians following contralateral
transplantations with either (a) anterior-posterior or (b) external-internal (dorsal-ventral) axes cellular interaction are, as before, inter-

opposed. (i) Diagram of the experiment and the major result in cockroaches (23,26-28). Letters calation in the circular and radial se-
I, A, E, and P denote internal, anterior, external, and posterior surfaces; M denotes molt. quences, and distal transformation from
Supernumerary regenerates are formed at the points of axial incongruity. (iii) Diagram of the complete circular sequences. Consider a

experiment and the major result in the newt Notophthalmus viridescens (60, 64). In this case few of Bohn's experiments (35).

regeneration blastemas, rather than parts of mature limbs, are transplanted. The dorsal surface
is solid black, the ventral surface stippled; A and P denote anterior and posterior surfaces.
Supernumerary regenerates have formed at the points of axial incongruity. (ii) and (iv) Schematic cross section of graft-host junction, distal view;
outer circle, host circumference; inner circle, graft circumference. (The diameters of the graft and stump are shown to be different for clarity
only.) The circular sequence is marked around the circumference by numbers 0 to 12. Niambers between the circles are values generated by
intercalation (by the shorter route) between the different confronted positional values of hoe;t and graft. The shorter route is different on the two
sides of each point of maximum incongruity, so a complete circular series is generated at that position. Subsequent distal transformation leads to
the production of a supernumerary limb. The arrangement of the positional values around the supernumerary limbs is determined by the direction
of intercalation in the adjacent regions of the graft junction and is a consequence of the shortest intercalation rule. The direction of the
intercalation adjacent to the supernumerary limbs gives their handedness and orientation. As can be seen, both supernumerary regenerates are of
stump handedness, oriented in the same way as the limb stump, and they are in mirror image symmetry with the transplant. Abbreviations: super,
supernumerary limb; V, I, A, D, E, and P, ventral, internal, anterior, dorsal, external, and posterior.
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three; that is, in sheets or layers of cells
rather than in solid masses of tissue. The
three-dimensional morphology of em-
bryos and of secondary field derivatives
develops by means of folding, shaping,
and growth of cell layers (as in gastrula-
tion, neurulation, and imaginal disk evag-
ination), and their three-dimensional in-
tegration is accomplished by specific
inductive relationships between cell
layers, as in epithelio-mesenchymal in-
teractions (11), rather than by three-
dimensional pattern formation in solid
tissue.

Description of the Model

The unique definition of cell positions
in a two-dimensional array requires spa-
tial variation in at least two different
parameters. There are various two-di-
mensional coordinate systems by which
position could be specified in terms of
distance or angle from points or lines,
but we propose that positional informa-
tion in epimorphic fields is specified in
terms of polar coordinates (Fig. 1). One
component of positional information is a
value corresponding to position on a
circle, and the second component is a
value for position on a radius. Of course,
the number of values given in both se-
quences in Fig. I is arbitrary, as is the
assumption that the positional values in
each sequence are equally spaced. In
amphibian and cockroach legs the outer
circle represents the proximal boundary
of the limb field, while the field center is
at the distal tip of the limb. In the imagi-
nal disks of Drosophila the outer circle
represents the disk boundary, and in the
case of disks which produce appendages,
the center is the presumptive distal tip of
the appendage (12).

The two rules we propose for the be-
havior of cells in epimorphic fields are as
follows.

1) Shortest intercalation rule. When
normally nonadjacent positional values
in either the circular or the radial se-
quence are confronted in a graft com-
bination or as a result of wound healing,
growth occurs at the junction until cells
with all the intermediate positional val-
ues have been intercalated; then growth
ceases. The circular sequence is contin-
uous and the position 12/0 does not imply
a boundary having unique properties; it
arises inevitably when labeling a circle
(such as a clockfce.) with numbers. This
continuity of th}e circular sequence
means that there are two possible sets of
intermediate values between any two
nonadjacent positional values. For ex-
ample, juxtaposition pf cells with values

970

6

Fig. 1. Polar coordinates in a positional infor-
mation field. Each cell is assumed to have
information with respect to its position on a
radius (A through E) and its position around
the circle (O through 12). Positions 12 and 0

are identical, so that the sequence is contin-
uous. [From (64)]

3 and 6 gives two possible sequences of
intermediate values: 3 (4, 5) 6 and 3 (2, 1,
12/0, 11, 10, 9, 8, 7) 6. A critical stipula-
tion of the model is that when cells with
nonadjacent positional values in the cir-
cular sequence are brought into contact,
intercalation is always by the shorter of
the two possible routes.

2) Complete circle rule for distal trans-
formation. The entire circular sequence
at a particular radial level may undergo
distal transformation to produce cells
with all of the more central (distal) posi-
tional values (13). We propose that this
distal transformation occurs only when
cells with a complete circular sequence
of positional values are either exposed at
an amputation site or generated by inter-
calation.

We now consider the experimental evi-
dence from hemimetabolous insect legs,
from the imaginal disks of Drosophila,
and from regenerating amphibian limbs,
and show that these different systems
exhibit an intriguing uniformity of behav-
ior when considered in terms of the pro-
posed model.

Evidence from the Legs of
Hemimetabolous Insects

Shortest intercalation. The shortest in-
tercalation rule is most clearly illustrated
by deletion and grafting experiments on
the larval cockroach leg. Removal of a

narrow longitudinal strip of integument
(cuticle plus epidermis) from any loca-
tion around the circumference of the fe-
mur in a larva results in the cut edges
healing together, thereby confronting
cells which are normally nonadjacent.
This results in localized growth and inter-

calation; in subsequent larval stages the
leg regains its normal size and the de-
leted structures are regenerated (Fig. 2)
(14).

Grafting a rectangular piece of in-
tegument to an abnormal position around
the circumference, without changing its
proximal-distal position, again confronts
normally nonadjacent cells at the edges
and ends of the graft (Fig. 3, a and b) (15,
16). In a variety of different com-
binations, this stimulates growth leading
to intercalation of the structures which
normally lie between host and graft cir-
cumferential positions by the shorter of
the two possible routes [Fig. 3, a(ii) and
b(ii)]. When the confrontation is between
opposite circumferential positions there
is no shorter route and such limbs may
intercalate either of the half-circum-
ferences separating host and graft posi-
tions (17). Grafting between femur and
tibia gives similar results (16, 17), sug-
gesting that cells at corresponding cir-
cumferential positions in different leg
segments have the same positional val-
ues in the circular sequence. These ex-
periments further indicate that the inter-
calated structures are derived from both
host and graft (17).

Proximal-distal intercalation also oc-
curs in the cockroach leg; association of
normally nonadjacent levels within a leg
segment results in localized growth and
intercalary regeneration of the inter-
mediate structures. Combining a distal
graft level and a proximal host level re-
sults in a normally orientated regenerate
(Fig. 4a), whereas combining a proximal
graft and a distal host level produces a
regenerate with reversed proximal-distal
polarity (Fig. 4b) (18-20). In these and all
of the other experiments we discuss
here, the polarity of pattern elements is
consistent with the direction of the se-
quence of positional values; we know of
no case where one can be altered inde-
pendently of the other. Grafting between
pro- and metathoracic legs (20), between
differently pigmented species (21), and
between different cuticle color mutants
(22) has shown that intercalary regener-
ates are derived from both host and
graft.

These results are all accounted for by
the shortest intercalation rule applied to
the circular or radial component of posi-
tional information. However, a com-
plication arises in that the radial se-
quence appears to be repeated in each
segment. Hence combination of midtibia
and midfemur, for example, provokes no
intercalary regeneration (Fig. 4c), where-
as combination of proximal tibia and dis-
tal femur results in an intercalary regen-
erate approximately half a segment long,
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Pattern Regulation in
Epimorphic Fields

Cells may make use of a polar coordinate system for
assessing their positions in developing organs.

Vernon French, Peter J. Bryant, Susan V. Bryant

Classical embryological analysis has
led to the concept of a developmental
unit, which Weiss (1) and others have
called th'e field. It can be defined opera-
tionally as the domain within which
changes in the presumptive fates of cells
(regulation) can occur in response to sur-
gical manipulation. In several organisms
it has been shown that up to a certain
stage (for example, up to the gastrula
stage in the amphibian) the whole em-
bryo can regulate in response to the re-
moval of parts and it therefore consti-
tutes a single field (the primary field).
But later surgical interventions have
more localized effects, restricted to de-
velopmentally autonomous parts of the
embryo which we will call secondary
fields (2). Fxamples of secondary fields
are the deVeloping limb buds and eye,
ear, and heart primordia in amphibian
embryos, and the appendages and imagi-
nal disks of developing insects.

Following the removal of parts of a
field, regulation of the presumptive pat-
tern of differentiation may result in the
regeneration of missing elements or in
the duplication of elements already pres-
ent in the fragment. It can occur by
epimorphosis, in which pattern elements
are added during growth with little
10 SEPTEMBER 1976

change in the remaining part of the pat-
tern, or by morphallaxis, in which regula-
tion involves remodeling of the remain-
ing part of the field to form a miniature
but complete pattern (3). Most primary
embryonic fields seem to regulate by
morphallaxis, whereas secondary fields
in general show epimorphic regulation.

Fields can also be given a rigorous
theoretical definition in terms of Wol-
pert's positional information theory (4).
Wolpert proposed that in studying the
formation and regulation of spatial pat-
tems of differentiation, we make a dis-
tinction between the events by which
cells are assigned positional values (posi-
tional information) according to their
physical locations in the coordinate sys-
tem of a developing field, and the sub-
sequent responses of the cells (inter-
pretation of positional information) re-
sulting in specific cytodifferentiation.
Stern (5) had previously proposed a simi-
lar distinction between an underlying
"prepattern" and the cellular com-
petence to respond. Distinguishing posi-
tional information from the cells' re-
sponse to it is justified on the grounds
that genetic mutations can affect the two
events separately, and that different pat-
tems of cytodifferentiation can apparent-

ly result from the same underlying map
of positional values because of differ-
ences in the interpretation event (4, 6-8).
In terms of positional information theo-
ry, the field can be defined as a set of
cells which have their positions specified
with respect to the same coordinate sys-
tem (4).

In this article, we propose a model
which accounts formally and in a simple
and unified way for the kinds of devel-
opmental regulation seen in the second-
ary fields of both vertebrates and in-
vertebrates. We will discuss in detail the
regulative behavior of the limbs of am-
phibians and of hemimetabolous insects,
and of the imaginal disks of Drosophila,
systems which have been extensively in-
vestigated. We expect the model to be
applicable to other secondary fields, but
its applicability to situations where regu-
lation does not occur [for example, the
limbs of higher vertebrates during the
later stages of outgrowth and in the ma-
ture animal (9)] or is limited [the early
limb bud of chicks (10)] is at present
difficult to test. We do not present a
detailed molecular model for pattern for-
mation; rather, we consider how the reg-
ulative behavior of tissues can be ex-
plained in terms of rules for the behavior
of individual cells. The problem can sub-
sequently be reduced to consideration of
molecular mechanisms to explain cellu-
lar behavior.

The model we present here is restrict-
ed to two dimensions. This is justified in
the case of imaginal disks and insect
appendages since we are only consid-
ering the cuticular patterns secreted by
epithelial sheets, and it is also not unreal-
istic for amphibian appendages, as we
shall show later. In fact, it might be
generally true that patterns are estab-
lished in two dimensions rather than

Vernon French is a research scientist at the Na-
tional Institute for Medical Research, Mill Hill, Lon-
don, N.W.7, England. Peter J. Bryant and Susan V.
Bryant are in the Department of Developmental and
Cell Biology and the Center for Pathobiology, Uni-
versity of California, Irvine 92717.

969

on O
ctober 23, 2019

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

line of symmetry will either regenerate
or duplicate depending on the position of
the cut (Fig. 9e), but if the cut is per-
pendicular to the line of symmetry there
will be no regeneration or duplication
(Fig. 9f). The first prediction is amply
borne out by the work of Hadorn et al.
(46), and we have tested the regulative
abilities of four fragments of the male
genital disk produced by horizontal cuts
and have observed neither regeneration
nor duplication (47).

Evidence from Amphibian Appendages

Location of positional information.
Unlike Drosophila imaginal disks and
cockroach legs, amphibian limbs cannot
be regarded as two-dimensional epithe-
lial sheets. The limb is a three-dimen-
sional structure with a central core of
bone, surrounded by a cylinder of
muscle and covered by dermis and epi-
dermis. Nevertheless, our two-dimen-
sional model for pattern regulation is
adequate to account for many of the
regulative phenomena in amphibian ap-
pendages. Experiments on developing
limbs have shown that the information
for the limb pattern initially resides in a
circular disk of mesodermal cells (48-
50). When presumptive limb bud meso-
derm is grafted to other regions of the
embryo without its overlying epidermis,
a limb develops (in cooperation with non-
limb epidermis) in which the anterior-

posterior organization is the same as that
of the original graft. Presumptive limb
epidermis without limb mesoderm can-
not support the development of a limb.
Further support for the premise that posi-
tional information may only be specified
in two dimensions comes from recent
experiments by Carlson (51). When the
position of muscle or dermis within a
mature axolotl limb is changed and the
limb is amputated through the reoriented
region, regenerates with multiple distal
limb elements are produced. Such abnor-
mal regenerates would be expected if
muscle and dermis were to carry posi-
tional information and behave according
to the rules for epimorphic regulation
described here. However, Carlson also
found that bone and epidermis do not
produce similar effects on limb morpho-
genesis when their positions with respect
to their surroundings are altered. Hence,
it seems as though positional information
for both development and regulation in
the axolotl limb may be specified in two
dimensions rather than three; that is, in a
flat disk of mesoderm in the presumptive
limb region or in a hollow cylinder of
mesoderm in the mature limb.

Distal transformation. It is well
known that the mature limbs and tails of
urodeles can regenerate distal structures
after amputation. In the tail, the accu-
racy of regeneration has been demon-
strated by showing that the number of
vertebrae regenerated is proportional to
the number removed by amputation (52).

Distal regeneration can also occur from
originally proximal-facing surfaces ofam-
phibian limbs (53) and tails (54). In these
experiments, limb or tail segments are
grafted so as to reverse their normal
proximal-distal orientation, allowing dis-
tal levels to survive and undergo pattern
regulation, whereupon duplicate distal
parts are regenerated. Distal regenera-
tion also occurs from the proximal-facing
stump of larval anuran tails in culture
(55).

Distal transformation is also shown by
the developing limb field and early limb
bud of the embryo. When presumptive
limb bud material is excised, a limb bud
can frequently reform from the remain-
ing surrounding tissue (48). But if only
the peripheral portions of the limb field,
the presumptive girdle rudiments, are
excised, they are not regenerated by
more central regions of the field (56).

Evidence that distal transformation
will occur only from a complete set of po-
sitional values in the circular sequence
comes in part from experiments per-
formed by Carlson (57) and Lheureux
(58) on x-irradiated limbs, which do not
usually regenerate when amputated. If
an irradiated limb stump is provided with
a cuff of nonirradiated skin (epidermis
and dermis) in which the complete circu-
lar sequence of positional values is pres-
ent, distal regeneration will occur. How-
ever, if such a cuff of skin, although phys-
ically complete, contains only a small
part of the circumference, then distal
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Fig. 9 (left). Wound healing in a 2700 sector of the Drosophila wing 5 / +-i---X-- X
disk (45), (a) after I day of culture in an adult abdomen and (b) after210
days of culture. The two cut edges have fused together. Fig. 10 \~Y/y s^
(right). Intercalation in the proximal-distal (radial) sequence in Not-
ophthalmus viridescens. (a) After grafting a blastema (ranging in age ' \
from early bud to early digits) from a level in the distal half of the / ))
lower arm to a stump in the proximal half of the upper arm. (i) Graft /I
combination. (ii) Schematic representation of resulting limb at the end I iq
of regeneration, showing intercalation. (b) After grafting a blastema .. tj\
(varying in age from early bud to early digits) from a level in the j || ''
proximal half of the upper arm to a stump in the distal half of the lower
arm. No intercalary regeneration is observed. This operation is per-
formed between left and right limbs and frequently leads to the production of supernumeraries, but for simplicity these are not shown. (i) Graft
combination. (ii) Schematic representation of resulting limb at the end of regeneration.
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Positional information
(cf Lewis Wolpert JTB 1969, See also Inaugural lecture)

polar coordinate model 
(radial and angular positional value)

cockroachInsects: 

Notophthalmus viridescensAmphibians: 

phic pattern regulation (7), where conti-
nuity is achieved by the addition of new
cells with appropriate positional values
by localized growth from the starting
fragment. In morphallactic systems (7)
such as hydra and various early embry-
os, continuity can be achieved by modifi-
cation of cell fates, which does not re-
quire growth (8).

In the second rule of the polar coordi-
nate model, the "complete circle rule,"
we proposed that whenever a complete
circumference of positional values is ex-
posed or generated (by amputation,
grafting, wound healing, or intercalation)
at a given proximal-distal (that is, radial)
level, then growth occurs; and during
this growth, all of the more distal pre-
sumptive parts are generated (distal
transformation)- (9). A corollary to this is
that without a complete circumference,
distal transformation should not occur.
However, several recent experiments
have established the ability of incom-
plete, symmetrical "double-half" cir-
cumferences to support some degree of
distal transformation. They have led, as
we discuss below, to a better under-
standing of distal transformation. In gen-
eral, we conclude from the evidence
presented here that distal transformation
is not an all-or-none response but a grad-
ed one that depends on (i) the number of
circumferential positional values present
at the base of the outgrowth and (ii) their
mode of interaction.

Model for Distal Outgrowth:
The Ditalization Rule

When either the distal or proximal
parts are removed from an amphibian or
cockroach leg, or an imaginal wing disc
of Drosophila, subsequent growth gener-
ates the parts of the pattern that are
normally distal to the cut edge. When
this growth occurs from a proximal
piece, the result is regeneration of the
missing distal parts, whereas a distal
piece will duplicate the existing distal
parts. In order to emphasize that this
kind of pattern formation always gener-
ates more distal elements, it has been
termed distal transformation (9). Howev-
er, since the addition of distal parts ap-
pears to depend on the addition of new
cells rather than alteration of old ones,
we call- the phenomenon distal out-
growth.

We propose that the basic cell interac-
tion leading to distal outgrowth is be-
tween cells from different circumferen-
tial positions that come together toward
the wound center as the amputation site
heals (Fig. 2a). These confrontations be-

994

a

Fig. 1. Polar coordinates of positional infor-
mation in an epimorphic field. Each cell is
assumed to have information with respect to
its position on a radius (A-E) and on a circum-
ference (0-12). Positions 0 and 12 are identi-
cal, making the circumferential sequence of
positional values continuous. In (a) the field is
depicted as a flat field, as it might be arranged
in an imaginal disc, with the proximal part of
the field at the edge and the distal part in the
center. In (b) the field is shown as it might be
arranged on the surface of an appendage, with
the proximal part of the field at the base of the
cone and the distal point at the tip.

tween normally nonadjacent cells lead to
circumferential intercalation according
to the shortest intercalation rule, and if a
complete circle of positional values was
present at the amputation site, a new
complete circle will be generated by this
mechanism. An important point is that,
although a specific kind of wound heal-
ing is used as an example in Fig. 2a, the
same outcome would be predicted by
practically any other set of circumferen-
tial confrontations that might occur from
a wound that consists of a complete
circle of positional values. Any kind of
wound closure must involve cell dis-
placements that lead to the generation of
more complete circles.

In order to achieve distal outgrowth
the new ceUs generated during circum-
ferential intercalation at the growing tip
of the appendage must adopt positional
values that are more distal than those of
the preexisting cells at the wound edge.
We propose that this comes about as a
result of a strictly- local interaction as
follows: during intercalation, a newly
generated cell will normally adopt a posi-
tional value which is intermediate be-
tween those of the confronted cells.
However, if this represents a positional
value that is identical to that of a preex-
isting adjacent cell (as in the case in Fig.
2a), then the new cell is insteadforced to
adopt a positional value that is more
distal than that of the preexisting cell.
Thus the new circle in Fig. 2a is at the B
rather than the A level. We will call this
the distalization rule. For simplicity, we
will assume that the new cells adopt the
positional value which is only one step
more distal, as shown in Fig. 2a, but this
is not crucial since proximal-distal inter-
calation will fill in any gaps that would be
formed by any less regular process. Re-
peated rounds of circumferential interca-
lation with distalization, with some pro-
vision for stopping at the distal tip, will
give an outgrowth which is both circum-
ferentially and distally complete.

For surgically created symmetrical
fields such as "double-half" limbs in
amphibians or cockroaches, the above
model predicts that distalization may oc-
cur from the symmetrical partial circum-
ferences. However, the extent of distali-
zation will depend on the orderliness and
direction of wound healing at the ampu-
tation site, and on the number of differ-
ent positional values present at the cut
edge.

Figure 2b shows how the extent of
distalization from symmetrical partial
circumferences would depend on the
mode of wound healing at the amputa-

Fig. 2. Model of distal outgrowth from asymmetrical and symmetrical wound surfaces. (a) An
asymmetrical wound surface. The tissue remaining after removal of B, C, D, and E levels'of the
pattern is shaded and the wound edge is outlined by the circle. This diagram could represent an
imaginal disc with the center removed or the stump of an amphibian or cockroach leg after
amputation of the terminal parts. It is proposed that during the process of wound healing,
different parts of the circumference come into contact, and the second diagram shows one way
in which this might occur. Circumferential intercalation (*) produces cells with positional values
identical to those of preexisting adjacent cells, and hence the new ones are forced to the next
most distal level B (distalization rule). Subsequent intercalation completes the B level, and
reiteration of the whole process generates the remaining distal levels. In outgrowth from
complete circumferences, the process is essentially independent of variations in the directions
of wound healing. (b) A symmetrical wound surface. When the starting configuration is
symmetrical as in a double-half limb, the outcome depends on the kind of wound healing that
occurs. Mode I healing gives no positional value confrontations to stimulate intercalation and
thus no distal outgrowth occurs. In contrast, modes 2 and 3 give limited distalization yielding
symmetrical and distally incomplete outgrowths. Mode 3 gives a more complete outgrowth than
mode 2. (c) A symmetrical wound surface. When the starting configuration consists of two
symmetrical copies of more than half of the circumference, the shortest intercalation rule
predicts that certain kinds of wound healing [mode 3 of (b)] will lead to the production of two
symmetrical complete circles. This' will give rise to a diverging, branched, distally complete
outgrowth.
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• Positional information resulting from molecular morphogen gradients
• Growth is coupled to long range diffusion/transport of morphogen gradients

phic pattern regulation (7), where conti-
nuity is achieved by the addition of new
cells with appropriate positional values
by localized growth from the starting
fragment. In morphallactic systems (7)
such as hydra and various early embry-
os, continuity can be achieved by modifi-
cation of cell fates, which does not re-
quire growth (8).

In the second rule of the polar coordi-
nate model, the "complete circle rule,"
we proposed that whenever a complete
circumference of positional values is ex-
posed or generated (by amputation,
grafting, wound healing, or intercalation)
at a given proximal-distal (that is, radial)
level, then growth occurs; and during
this growth, all of the more distal pre-
sumptive parts are generated (distal
transformation)- (9). A corollary to this is
that without a complete circumference,
distal transformation should not occur.
However, several recent experiments
have established the ability of incom-
plete, symmetrical "double-half" cir-
cumferences to support some degree of
distal transformation. They have led, as
we discuss below, to a better under-
standing of distal transformation. In gen-
eral, we conclude from the evidence
presented here that distal transformation
is not an all-or-none response but a grad-
ed one that depends on (i) the number of
circumferential positional values present
at the base of the outgrowth and (ii) their
mode of interaction.

Model for Distal Outgrowth:
The Ditalization Rule

When either the distal or proximal
parts are removed from an amphibian or
cockroach leg, or an imaginal wing disc
of Drosophila, subsequent growth gener-
ates the parts of the pattern that are
normally distal to the cut edge. When
this growth occurs from a proximal
piece, the result is regeneration of the
missing distal parts, whereas a distal
piece will duplicate the existing distal
parts. In order to emphasize that this
kind of pattern formation always gener-
ates more distal elements, it has been
termed distal transformation (9). Howev-
er, since the addition of distal parts ap-
pears to depend on the addition of new
cells rather than alteration of old ones,
we call- the phenomenon distal out-
growth.

We propose that the basic cell interac-
tion leading to distal outgrowth is be-
tween cells from different circumferen-
tial positions that come together toward
the wound center as the amputation site
heals (Fig. 2a). These confrontations be-
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Fig. 1. Polar coordinates of positional infor-
mation in an epimorphic field. Each cell is
assumed to have information with respect to
its position on a radius (A-E) and on a circum-
ference (0-12). Positions 0 and 12 are identi-
cal, making the circumferential sequence of
positional values continuous. In (a) the field is
depicted as a flat field, as it might be arranged
in an imaginal disc, with the proximal part of
the field at the edge and the distal part in the
center. In (b) the field is shown as it might be
arranged on the surface of an appendage, with
the proximal part of the field at the base of the
cone and the distal point at the tip.

tween normally nonadjacent cells lead to
circumferential intercalation according
to the shortest intercalation rule, and if a
complete circle of positional values was
present at the amputation site, a new
complete circle will be generated by this
mechanism. An important point is that,
although a specific kind of wound heal-
ing is used as an example in Fig. 2a, the
same outcome would be predicted by
practically any other set of circumferen-
tial confrontations that might occur from
a wound that consists of a complete
circle of positional values. Any kind of
wound closure must involve cell dis-
placements that lead to the generation of
more complete circles.

In order to achieve distal outgrowth
the new ceUs generated during circum-
ferential intercalation at the growing tip
of the appendage must adopt positional
values that are more distal than those of
the preexisting cells at the wound edge.
We propose that this comes about as a
result of a strictly- local interaction as
follows: during intercalation, a newly
generated cell will normally adopt a posi-
tional value which is intermediate be-
tween those of the confronted cells.
However, if this represents a positional
value that is identical to that of a preex-
isting adjacent cell (as in the case in Fig.
2a), then the new cell is insteadforced to
adopt a positional value that is more
distal than that of the preexisting cell.
Thus the new circle in Fig. 2a is at the B
rather than the A level. We will call this
the distalization rule. For simplicity, we
will assume that the new cells adopt the
positional value which is only one step
more distal, as shown in Fig. 2a, but this
is not crucial since proximal-distal inter-
calation will fill in any gaps that would be
formed by any less regular process. Re-
peated rounds of circumferential interca-
lation with distalization, with some pro-
vision for stopping at the distal tip, will
give an outgrowth which is both circum-
ferentially and distally complete.

For surgically created symmetrical
fields such as "double-half" limbs in
amphibians or cockroaches, the above
model predicts that distalization may oc-
cur from the symmetrical partial circum-
ferences. However, the extent of distali-
zation will depend on the orderliness and
direction of wound healing at the ampu-
tation site, and on the number of differ-
ent positional values present at the cut
edge.

Figure 2b shows how the extent of
distalization from symmetrical partial
circumferences would depend on the
mode of wound healing at the amputa-

Fig. 2. Model of distal outgrowth from asymmetrical and symmetrical wound surfaces. (a) An
asymmetrical wound surface. The tissue remaining after removal of B, C, D, and E levels'of the
pattern is shaded and the wound edge is outlined by the circle. This diagram could represent an
imaginal disc with the center removed or the stump of an amphibian or cockroach leg after
amputation of the terminal parts. It is proposed that during the process of wound healing,
different parts of the circumference come into contact, and the second diagram shows one way
in which this might occur. Circumferential intercalation (*) produces cells with positional values
identical to those of preexisting adjacent cells, and hence the new ones are forced to the next
most distal level B (distalization rule). Subsequent intercalation completes the B level, and
reiteration of the whole process generates the remaining distal levels. In outgrowth from
complete circumferences, the process is essentially independent of variations in the directions
of wound healing. (b) A symmetrical wound surface. When the starting configuration is
symmetrical as in a double-half limb, the outcome depends on the kind of wound healing that
occurs. Mode I healing gives no positional value confrontations to stimulate intercalation and
thus no distal outgrowth occurs. In contrast, modes 2 and 3 give limited distalization yielding
symmetrical and distally incomplete outgrowths. Mode 3 gives a more complete outgrowth than
mode 2. (c) A symmetrical wound surface. When the starting configuration consists of two
symmetrical copies of more than half of the circumference, the shortest intercalation rule
predicts that certain kinds of wound healing [mode 3 of (b)] will lead to the production of two
symmetrical complete circles. This' will give rise to a diverging, branched, distally complete
outgrowth.
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phic pattern regulation (7), where conti-
nuity is achieved by the addition of new
cells with appropriate positional values
by localized growth from the starting
fragment. In morphallactic systems (7)
such as hydra and various early embry-
os, continuity can be achieved by modifi-
cation of cell fates, which does not re-
quire growth (8).

In the second rule of the polar coordi-
nate model, the "complete circle rule,"
we proposed that whenever a complete
circumference of positional values is ex-
posed or generated (by amputation,
grafting, wound healing, or intercalation)
at a given proximal-distal (that is, radial)
level, then growth occurs; and during
this growth, all of the more distal pre-
sumptive parts are generated (distal
transformation)- (9). A corollary to this is
that without a complete circumference,
distal transformation should not occur.
However, several recent experiments
have established the ability of incom-
plete, symmetrical "double-half" cir-
cumferences to support some degree of
distal transformation. They have led, as
we discuss below, to a better under-
standing of distal transformation. In gen-
eral, we conclude from the evidence
presented here that distal transformation
is not an all-or-none response but a grad-
ed one that depends on (i) the number of
circumferential positional values present
at the base of the outgrowth and (ii) their
mode of interaction.

Model for Distal Outgrowth:
The Ditalization Rule

When either the distal or proximal
parts are removed from an amphibian or
cockroach leg, or an imaginal wing disc
of Drosophila, subsequent growth gener-
ates the parts of the pattern that are
normally distal to the cut edge. When
this growth occurs from a proximal
piece, the result is regeneration of the
missing distal parts, whereas a distal
piece will duplicate the existing distal
parts. In order to emphasize that this
kind of pattern formation always gener-
ates more distal elements, it has been
termed distal transformation (9). Howev-
er, since the addition of distal parts ap-
pears to depend on the addition of new
cells rather than alteration of old ones,
we call- the phenomenon distal out-
growth.

We propose that the basic cell interac-
tion leading to distal outgrowth is be-
tween cells from different circumferen-
tial positions that come together toward
the wound center as the amputation site
heals (Fig. 2a). These confrontations be-
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Fig. 1. Polar coordinates of positional infor-
mation in an epimorphic field. Each cell is
assumed to have information with respect to
its position on a radius (A-E) and on a circum-
ference (0-12). Positions 0 and 12 are identi-
cal, making the circumferential sequence of
positional values continuous. In (a) the field is
depicted as a flat field, as it might be arranged
in an imaginal disc, with the proximal part of
the field at the edge and the distal part in the
center. In (b) the field is shown as it might be
arranged on the surface of an appendage, with
the proximal part of the field at the base of the
cone and the distal point at the tip.

tween normally nonadjacent cells lead to
circumferential intercalation according
to the shortest intercalation rule, and if a
complete circle of positional values was
present at the amputation site, a new
complete circle will be generated by this
mechanism. An important point is that,
although a specific kind of wound heal-
ing is used as an example in Fig. 2a, the
same outcome would be predicted by
practically any other set of circumferen-
tial confrontations that might occur from
a wound that consists of a complete
circle of positional values. Any kind of
wound closure must involve cell dis-
placements that lead to the generation of
more complete circles.

In order to achieve distal outgrowth
the new ceUs generated during circum-
ferential intercalation at the growing tip
of the appendage must adopt positional
values that are more distal than those of
the preexisting cells at the wound edge.
We propose that this comes about as a
result of a strictly- local interaction as
follows: during intercalation, a newly
generated cell will normally adopt a posi-
tional value which is intermediate be-
tween those of the confronted cells.
However, if this represents a positional
value that is identical to that of a preex-
isting adjacent cell (as in the case in Fig.
2a), then the new cell is insteadforced to
adopt a positional value that is more
distal than that of the preexisting cell.
Thus the new circle in Fig. 2a is at the B
rather than the A level. We will call this
the distalization rule. For simplicity, we
will assume that the new cells adopt the
positional value which is only one step
more distal, as shown in Fig. 2a, but this
is not crucial since proximal-distal inter-
calation will fill in any gaps that would be
formed by any less regular process. Re-
peated rounds of circumferential interca-
lation with distalization, with some pro-
vision for stopping at the distal tip, will
give an outgrowth which is both circum-
ferentially and distally complete.

For surgically created symmetrical
fields such as "double-half" limbs in
amphibians or cockroaches, the above
model predicts that distalization may oc-
cur from the symmetrical partial circum-
ferences. However, the extent of distali-
zation will depend on the orderliness and
direction of wound healing at the ampu-
tation site, and on the number of differ-
ent positional values present at the cut
edge.

Figure 2b shows how the extent of
distalization from symmetrical partial
circumferences would depend on the
mode of wound healing at the amputa-

Fig. 2. Model of distal outgrowth from asymmetrical and symmetrical wound surfaces. (a) An
asymmetrical wound surface. The tissue remaining after removal of B, C, D, and E levels'of the
pattern is shaded and the wound edge is outlined by the circle. This diagram could represent an
imaginal disc with the center removed or the stump of an amphibian or cockroach leg after
amputation of the terminal parts. It is proposed that during the process of wound healing,
different parts of the circumference come into contact, and the second diagram shows one way
in which this might occur. Circumferential intercalation (*) produces cells with positional values
identical to those of preexisting adjacent cells, and hence the new ones are forced to the next
most distal level B (distalization rule). Subsequent intercalation completes the B level, and
reiteration of the whole process generates the remaining distal levels. In outgrowth from
complete circumferences, the process is essentially independent of variations in the directions
of wound healing. (b) A symmetrical wound surface. When the starting configuration is
symmetrical as in a double-half limb, the outcome depends on the kind of wound healing that
occurs. Mode I healing gives no positional value confrontations to stimulate intercalation and
thus no distal outgrowth occurs. In contrast, modes 2 and 3 give limited distalization yielding
symmetrical and distally incomplete outgrowths. Mode 3 gives a more complete outgrowth than
mode 2. (c) A symmetrical wound surface. When the starting configuration consists of two
symmetrical copies of more than half of the circumference, the shortest intercalation rule
predicts that certain kinds of wound healing [mode 3 of (b)] will lead to the production of two
symmetrical complete circles. This' will give rise to a diverging, branched, distally complete
outgrowth.
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• Size regulation and patterning

—Morphogen gradients and leg patterning

• Proximal distal patterning occurs in 2D sheets of cells: gene expression in discs of different radii.
• Wg and Dpp are concentration dependent morphogens that pattern the proximo-distal and dorso-ventral axes
• The synergistic and concentration dependent activities of Wg and Dpp control the nested expression of genes in 

discs of different radii 

phic pattern regulation (7), where conti-
nuity is achieved by the addition of new
cells with appropriate positional values
by localized growth from the starting
fragment. In morphallactic systems (7)
such as hydra and various early embry-
os, continuity can be achieved by modifi-
cation of cell fates, which does not re-
quire growth (8).

In the second rule of the polar coordi-
nate model, the "complete circle rule,"
we proposed that whenever a complete
circumference of positional values is ex-
posed or generated (by amputation,
grafting, wound healing, or intercalation)
at a given proximal-distal (that is, radial)
level, then growth occurs; and during
this growth, all of the more distal pre-
sumptive parts are generated (distal
transformation)- (9). A corollary to this is
that without a complete circumference,
distal transformation should not occur.
However, several recent experiments
have established the ability of incom-
plete, symmetrical "double-half" cir-
cumferences to support some degree of
distal transformation. They have led, as
we discuss below, to a better under-
standing of distal transformation. In gen-
eral, we conclude from the evidence
presented here that distal transformation
is not an all-or-none response but a grad-
ed one that depends on (i) the number of
circumferential positional values present
at the base of the outgrowth and (ii) their
mode of interaction.

Model for Distal Outgrowth:
The Ditalization Rule

When either the distal or proximal
parts are removed from an amphibian or
cockroach leg, or an imaginal wing disc
of Drosophila, subsequent growth gener-
ates the parts of the pattern that are
normally distal to the cut edge. When
this growth occurs from a proximal
piece, the result is regeneration of the
missing distal parts, whereas a distal
piece will duplicate the existing distal
parts. In order to emphasize that this
kind of pattern formation always gener-
ates more distal elements, it has been
termed distal transformation (9). Howev-
er, since the addition of distal parts ap-
pears to depend on the addition of new
cells rather than alteration of old ones,
we call- the phenomenon distal out-
growth.

We propose that the basic cell interac-
tion leading to distal outgrowth is be-
tween cells from different circumferen-
tial positions that come together toward
the wound center as the amputation site
heals (Fig. 2a). These confrontations be-

994

a

Fig. 1. Polar coordinates of positional infor-
mation in an epimorphic field. Each cell is
assumed to have information with respect to
its position on a radius (A-E) and on a circum-
ference (0-12). Positions 0 and 12 are identi-
cal, making the circumferential sequence of
positional values continuous. In (a) the field is
depicted as a flat field, as it might be arranged
in an imaginal disc, with the proximal part of
the field at the edge and the distal part in the
center. In (b) the field is shown as it might be
arranged on the surface of an appendage, with
the proximal part of the field at the base of the
cone and the distal point at the tip.

tween normally nonadjacent cells lead to
circumferential intercalation according
to the shortest intercalation rule, and if a
complete circle of positional values was
present at the amputation site, a new
complete circle will be generated by this
mechanism. An important point is that,
although a specific kind of wound heal-
ing is used as an example in Fig. 2a, the
same outcome would be predicted by
practically any other set of circumferen-
tial confrontations that might occur from
a wound that consists of a complete
circle of positional values. Any kind of
wound closure must involve cell dis-
placements that lead to the generation of
more complete circles.

In order to achieve distal outgrowth
the new ceUs generated during circum-
ferential intercalation at the growing tip
of the appendage must adopt positional
values that are more distal than those of
the preexisting cells at the wound edge.
We propose that this comes about as a
result of a strictly- local interaction as
follows: during intercalation, a newly
generated cell will normally adopt a posi-
tional value which is intermediate be-
tween those of the confronted cells.
However, if this represents a positional
value that is identical to that of a preex-
isting adjacent cell (as in the case in Fig.
2a), then the new cell is insteadforced to
adopt a positional value that is more
distal than that of the preexisting cell.
Thus the new circle in Fig. 2a is at the B
rather than the A level. We will call this
the distalization rule. For simplicity, we
will assume that the new cells adopt the
positional value which is only one step
more distal, as shown in Fig. 2a, but this
is not crucial since proximal-distal inter-
calation will fill in any gaps that would be
formed by any less regular process. Re-
peated rounds of circumferential interca-
lation with distalization, with some pro-
vision for stopping at the distal tip, will
give an outgrowth which is both circum-
ferentially and distally complete.

For surgically created symmetrical
fields such as "double-half" limbs in
amphibians or cockroaches, the above
model predicts that distalization may oc-
cur from the symmetrical partial circum-
ferences. However, the extent of distali-
zation will depend on the orderliness and
direction of wound healing at the ampu-
tation site, and on the number of differ-
ent positional values present at the cut
edge.

Figure 2b shows how the extent of
distalization from symmetrical partial
circumferences would depend on the
mode of wound healing at the amputa-

Fig. 2. Model of distal outgrowth from asymmetrical and symmetrical wound surfaces. (a) An
asymmetrical wound surface. The tissue remaining after removal of B, C, D, and E levels'of the
pattern is shaded and the wound edge is outlined by the circle. This diagram could represent an
imaginal disc with the center removed or the stump of an amphibian or cockroach leg after
amputation of the terminal parts. It is proposed that during the process of wound healing,
different parts of the circumference come into contact, and the second diagram shows one way
in which this might occur. Circumferential intercalation (*) produces cells with positional values
identical to those of preexisting adjacent cells, and hence the new ones are forced to the next
most distal level B (distalization rule). Subsequent intercalation completes the B level, and
reiteration of the whole process generates the remaining distal levels. In outgrowth from
complete circumferences, the process is essentially independent of variations in the directions
of wound healing. (b) A symmetrical wound surface. When the starting configuration is
symmetrical as in a double-half limb, the outcome depends on the kind of wound healing that
occurs. Mode I healing gives no positional value confrontations to stimulate intercalation and
thus no distal outgrowth occurs. In contrast, modes 2 and 3 give limited distalization yielding
symmetrical and distally incomplete outgrowths. Mode 3 gives a more complete outgrowth than
mode 2. (c) A symmetrical wound surface. When the starting configuration consists of two
symmetrical copies of more than half of the circumference, the shortest intercalation rule
predicts that certain kinds of wound healing [mode 3 of (b)] will lead to the production of two
symmetrical complete circles. This' will give rise to a diverging, branched, distally complete
outgrowth.
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Limb development requires the formation of a proximal–distal axis perpendicular to the main anterior–posterior and
dorsal–ventral body axes. The secreted signalling proteins Decapentaplegic and Wingless act in a concentration-
dependent manner to organize the proximal–distal axis. Discrete domains of proximal–distal gene expression are
defined by different thresholds of Decapentaplegic and Wingless activities. Subsequent modulation of the relative
sizes of these domains by growth of the leg is required to form the mature pattern.

Short-range interactions between cells in adjacent compartments
trigger the patterning of the legs and wings of Drosophila1,2. These
interactions direct expression of the secreted signalling molecules
Wingless (Wg) and Decapentaplegic (Dpp) in cells adjacent to the
dorsal–ventral (D–V) and anterior–posterior (A–P) compartment
boundaries of the wing3–9. The secreted Dpp protein is thought to
form a concentration gradient that organizes the A–P axis of the
wing by directly specifying distinct domains of gene expression10–13.
Similarly, localized expression of Wg in cells adjacent to the D–V
boundary is thought to generate a gradient of Wg activity that
directly specifies distinct domains along the D–V axis of the
wing9,14–16.

In the developing leg, Wg and Dpp have been implicated in both
D–V and proximal–distal (P–D) axis formation. In contrast to the
wing, Wg and Dpp are both expressed in the leg along the A–P
boundary under the control of Hedgehog (Hh)4. Wg is expressed
ventrally, whereas Dpp is expressed at high levels dorsally and at low
levels ventrally (Fig. 1). The asymmetry in Wg and Dpp expression
is maintained by mutual repression17–19. Wg is required for speci-
fication of ventral cell fates, and Dpp is required for specification of
dorsal cell fates17,18,20–23.

The central region of the disc where cells expressing Wg and Dpp

meet corresponds to the most distal tip of the leg. It has been shown
that producing an ectopic intersection point between cells expres-
sing Wg and Dpp can induce a supernumerary P–D axis17–19,21,22,24.
Here we present evidence that Wg and Dpp act directly to provide
positional information along the P–D axis of the leg. The combined
activity of both signals is required in a spatially graded manner to
define the distinct domains of gene expression along the P–D axis.
We also show that the time at which these expression domains are
stably defined plays an important role in the patterning of the leg.

Wg- and Dpp-dependent target genes in the leg
The Dachshund (Dac) and Distal-less (Dll) proteins are expressed
in distinct domains along the P–D axis of the leg (Fig. 1). Dll
encodes a homeodomain protein that is required for limb
development25. In the mature leg disc, Dll is expressed in a central
domain that corresponds to the presumptive tarsal segments and
distal tibia22. The dac gene encodes a nuclear protein required for
development of the femur and tibia26. Dac is expressed in a ring
corresponding to the presumptive femur, tibia and first tarsal
segment, but is absent from the more distal tarsal segments of the
leg disc (Fig. 1b–e). Although there is little or no overlap between
the Dll and Dac domains at early stages (Fig. 1b), by mid third instar

Figure 1 Subdivision of the P–D axis by expression of Dll and

Dac. a, Wg protein (blue) and dpp–lacZ (red) expression in a third

instar leg imaginal disc. A, P, D and V denote anterior, posterior,

dorsal and ventral, respectively. The white line indicates the A–P

compartment boundary. Wg is expressed by ventral anterior

cells; secreted Wg protein can also be seen in the posterior

compartment; dpp–lacZ expression in dorsal anterior cells is

visualized with anti-!-galactosidase; dpp–lacZ is also expressed

at lower levels ventrally (not visible here). b, Dll (red) and Dac

(green) expression in a late second- or early third-instar leg disc

(!72h at 25 !C). Dll is expressed in a central domain, Dac is

expressed in a ring. The Dac domain overlaps the edge of the Dll

domain by at most one or two cells. c, d, Mid and late third-instar

discs. Note the overlap of the Dll and Dac domains (yellow).

Scale bars indicate the relative magnification. By mid–late third

instar, Dll is activated in a secondarydomain forminga thin ringat

the level of the trochanter (not visible in these optical sections;

see Fig. 2d). e, Partly everted pupal leg disc showing overlapping

Dll and Dac expression. f, Schematic representation of the

relationship between the third instar disc and the adult leg. Distal

structures derive from the centre of the disc, progressively more

proximal structures from a series of concentric rings. The

concentric nature of these expression domains is partly

obscured by the folding of the disc epithelium.

T. Lecuit, S. Cohen. Nature. 1997; 388:139-45.
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Limb development requires the formation of a proximal–distal axis perpendicular to the main anterior–posterior and
dorsal–ventral body axes. The secreted signalling proteins Decapentaplegic and Wingless act in a concentration-
dependent manner to organize the proximal–distal axis. Discrete domains of proximal–distal gene expression are
defined by different thresholds of Decapentaplegic and Wingless activities. Subsequent modulation of the relative
sizes of these domains by growth of the leg is required to form the mature pattern.

Short-range interactions between cells in adjacent compartments
trigger the patterning of the legs and wings of Drosophila1,2. These
interactions direct expression of the secreted signalling molecules
Wingless (Wg) and Decapentaplegic (Dpp) in cells adjacent to the
dorsal–ventral (D–V) and anterior–posterior (A–P) compartment
boundaries of the wing3–9. The secreted Dpp protein is thought to
form a concentration gradient that organizes the A–P axis of the
wing by directly specifying distinct domains of gene expression10–13.
Similarly, localized expression of Wg in cells adjacent to the D–V
boundary is thought to generate a gradient of Wg activity that
directly specifies distinct domains along the D–V axis of the
wing9,14–16.

In the developing leg, Wg and Dpp have been implicated in both
D–V and proximal–distal (P–D) axis formation. In contrast to the
wing, Wg and Dpp are both expressed in the leg along the A–P
boundary under the control of Hedgehog (Hh)4. Wg is expressed
ventrally, whereas Dpp is expressed at high levels dorsally and at low
levels ventrally (Fig. 1). The asymmetry in Wg and Dpp expression
is maintained by mutual repression17–19. Wg is required for speci-
fication of ventral cell fates, and Dpp is required for specification of
dorsal cell fates17,18,20–23.

The central region of the disc where cells expressing Wg and Dpp

meet corresponds to the most distal tip of the leg. It has been shown
that producing an ectopic intersection point between cells expres-
sing Wg and Dpp can induce a supernumerary P–D axis17–19,21,22,24.
Here we present evidence that Wg and Dpp act directly to provide
positional information along the P–D axis of the leg. The combined
activity of both signals is required in a spatially graded manner to
define the distinct domains of gene expression along the P–D axis.
We also show that the time at which these expression domains are
stably defined plays an important role in the patterning of the leg.

Wg- and Dpp-dependent target genes in the leg
The Dachshund (Dac) and Distal-less (Dll) proteins are expressed
in distinct domains along the P–D axis of the leg (Fig. 1). Dll
encodes a homeodomain protein that is required for limb
development25. In the mature leg disc, Dll is expressed in a central
domain that corresponds to the presumptive tarsal segments and
distal tibia22. The dac gene encodes a nuclear protein required for
development of the femur and tibia26. Dac is expressed in a ring
corresponding to the presumptive femur, tibia and first tarsal
segment, but is absent from the more distal tarsal segments of the
leg disc (Fig. 1b–e). Although there is little or no overlap between
the Dll and Dac domains at early stages (Fig. 1b), by mid third instar

Figure 1 Subdivision of the P–D axis by expression of Dll and

Dac. a, Wg protein (blue) and dpp–lacZ (red) expression in a third

instar leg imaginal disc. A, P, D and V denote anterior, posterior,

dorsal and ventral, respectively. The white line indicates the A–P

compartment boundary. Wg is expressed by ventral anterior

cells; secreted Wg protein can also be seen in the posterior

compartment; dpp–lacZ expression in dorsal anterior cells is

visualized with anti-!-galactosidase; dpp–lacZ is also expressed

at lower levels ventrally (not visible here). b, Dll (red) and Dac

(green) expression in a late second- or early third-instar leg disc

(!72h at 25 !C). Dll is expressed in a central domain, Dac is

expressed in a ring. The Dac domain overlaps the edge of the Dll

domain by at most one or two cells. c, d, Mid and late third-instar

discs. Note the overlap of the Dll and Dac domains (yellow).

Scale bars indicate the relative magnification. By mid–late third

instar, Dll is activated in a secondarydomain forminga thin ringat

the level of the trochanter (not visible in these optical sections;

see Fig. 2d). e, Partly everted pupal leg disc showing overlapping

Dll and Dac expression. f, Schematic representation of the

relationship between the third instar disc and the adult leg. Distal

structures derive from the centre of the disc, progressively more

proximal structures from a series of concentric rings. The

concentric nature of these expression domains is partly

obscured by the folding of the disc epithelium.
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Tetsuya Tabata, Yuki Takei Development 2004 131: 703-712

704 Development 131 (4)

Fig. 1. Mirror image duplication can
be induced by an ectopic source of
the morphogen molecule. (A) A
model for morphogen signaling. A
morphogen emanating from the
expressing cell (S) sets the positional
value of a cell by forming a
concentration gradient across the
developmental field in which the cell
resides; the value of the gradient at
each point in the field is a function of
the distance of the receiving cell from
the morphogen-secreting cells (left).
Introduction of an ectopic source (Sʹ)
of morphogen can induce mirror
image duplication (underline; right).
(B) Wing imaginal disc (red) of third
instar Drosophila larva. The imaginal
disc is a two-sided sac comprising a
columnar cell layer that contains
presumptive wing blade (wb) and
thorax (t) regions, and an overlying
squamous peripodial membrane
(pm); it is set aside from the
embryonic epidermis and develops at
the larval stage. The imaginal disc is
subdivided into anterior (A) and
posterior (P) compartments along the
anteroposterior axis. hedgehog (hh) is
expressed in the posterior
compartment; hh mRNA is
visualized with in situ hybridization
(left). Schematic on right modified
with permission from Bryant and
Levinson (Bryant and Levinson,
1985). (C) Ectopic expression of hh,
by making a clone of cells expressing
hh, induces a mirror image
duplication of the anterior wing
structure. Hh produced in the P
compartment is secreted into the A
compartment (top). A clone of cells
ectopically expressing hh in the A
compartment induces a complete
mirror image duplication of the A
compartment (bottom). Wing veins I-
V are indicated. Reproduced with
permission from Tabata (Tabata,
2001). (D) Ectopic production of
Shh, induced by implanting shh-
expressing cells into the anterior limb
bud, induces a mirror image
duplication of the wing structure. shh
is expressed in the region
corresponding to the ZPA in the wing
bud (top). Implanted cells that
ectopically produce Shh in the
anterior of the limb bud induce a
mirror image duplication of the wing
structure (bottom). Digits (II, III and
IV) are labeled on the schematic, and
radius (R), ulna (U) and humerus (H)
are labeled in the photographs on the
right. Reproduced with permission
from Riddle et al. (Riddle et al.,
1993). Photographs courtesy of C.
Tabin.

• Gradient of concentration/activity of a molecule (Shh)
• Activity thresholds

Rolf Zeller et al. Nature Reviews Genetics 10:45–858 (2009)

• Size regulation and patterning

—Morphogens: Growth factors and with patterning activity

24



Thomas LECUIT   2019-2020

• Size regulation and patterning

—Morphogens: Growth factors with patterning activity

• Gradient of concentration/activity of a molecule
• Activity thresholds

adapted from Tetsuya Tabata, Yuki Takei Development 2004 131: 703-712

Dpp ectopique

Dpp

Spalt

Omb

OmbSpalt

Dpp

Dpp

Morphogène antéro-postérieur: Dpp

M. Zecca et al. and K. Basler. Dev 1995
D. Nellen et al. and K. Basler. Cell 1996
T. Lecuit et al. and S. Cohen. Nature 1996

T. Tabata and T. Kornberg. Development 121, 3359-3369 (1995) 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• Morphogen: Organ-size dependent growth inducer

—Morphogens: Growth factors with patterning activity

• A source of expression of the morphogen Dpp induces axis duplication:  ie. duplication 
of patterns AND extra tissue growth (intercalary growth)

Dpp inhibition        

L. Barrio and M. Milan. eLife (2017);6:e22013. DOI: 10.7554/eLife.22013 

in Figure 2A, (Ng et al., 1995, 1996)]. Depletion in pupal stages, when Dpp is expressed along the

Figure 1 continued

third instar wing discs of the indicated genotypes, grown at 29˚C, and stained for Wg and Ptc (E, green), DAPI (E,

blue), Nub (E, red), dpp mRNA (purple, F), p-MAD (G, red), Spalt (H, red), Omb (I, red) and Brk (G-I, green). Scale

bars, 50 mm (E–I) or 25 mm (higher magnifications in E, F). Higher magnifications of the dorsal hinge region are

shown below each wing disc in panel E. In E, inner (IR) and outer (OR) rings of Wg, and dorsal (D), ventral (V),
anterior (A) and posterior (P) compartments are marked. Note that the width of the hinge is largely unaffected by

Dpp depletion. In F, dpp mRNA levels are reduced in the wing pouch (wp) when compared to the hinge region

(black arrows). Higher magnifications of the wing pouch are shown below each wing disc in panel F.

DOI: 10.7554/eLife.22013.003

The following source data is available for figure 1:

Source data 1. Summary of tissue size quantifications.

DOI: 10.7554/eLife.22013.004

Figure 2. Dpp is continuously required for growth of the wing blade. (A) Cartoon depicting developmental timing in hours (h) and days (d) at 29˚C and

18˚C, respectively. Grey arrow marks the developmental timing at which the wing is specified. L1-L3, larval stages. (B) A series of cuticle preparations of

male adult wings carrying the tub-gal80ts transgene and the nub-gal4 driver and shifted from 18˚C to 29˚C at the developmental time points (red

arrows) indicated in the corresponding cartoons to initiate expression of GFP- or dpp-RNAi hairpins until adulthood. The percentages of wing size with

respect to control GFP-RNAi expressing wings subjected to the same temperature shifts are indicated. Anterior, A, and posterior, P, compartments are

marked by blue lines based on the characteristic anterior-posterior pattern of bristles at the wing margin. Scale bars, 300 mm. (C–E) Histograms plotting

tissue size (C), proportions (width and length, D), and cell size (E) of adult wings carrying the tub-gal80ts and the UAS-dpp-RNAi transgenes and the

nub-gal4 driver, shifted from 18˚C to 29˚C at the developmental time points TS1-TS6 indicated in the cartoons in B and normalized as a percent of the

GFP-RNAi expressing control wings. Error bars show standard deviation. Number of wings per temperature >15. ***p<0.001; ns, not significant.

DOI: 10.7554/eLife.22013.005

The following source data is available for figure 2:

Source data 1. Summary of tissue size and width and length quantifications.

DOI: 10.7554/eLife.22013.006
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2273en, hh and dpp in Drosophila wing development

double-anterior (1*1) or double-posterior (m*m) patterns and,
in every such winglet, we observe a stripe of Tubα1>dpp cells
along the plane of symmetry on both the dorsal and ventral
surface (Fig. 6C,D). Moreover, we also find flies that form
asymmetric anterior-posterior winglets exhibiting a 1*m
pattern (Fig. 6B,E,F) as well as flies that form two winglets
from a single wing primordium (e.g., Fig. 6F). In all cases in
which two winglets are formed by a single primordium,
double-anterior winglets arise anteriorly and double-posterior
winglets arise posteriorly to the remaining winglet (e.g., Fig.
6F). Thus, ectopic Tubα1>dpp expression can suffice to
organize both anterior and posterior wing pattern, even in the
absence of endogenous dpp gene function. Moreover, clones
arising in the anterior or posterior compartment at a distance
from the boundary appear to organize double-anterior or
double-posterior winglets, respectively, whereas clones arising

in close proximity to the boundary appear to organize asym-
metric anterior-posterior winglets composed of cells from both
compartments. Thus, we infer that the type of pattern formed
depends on the compartmental provenance of the responding
cells and hence on the state of activity of the en gene. 

We also note that double anterior and double posterior
winglets generated by Tubα1>dpp clones in the absence of
endogenous dpp activity appear to be less extensive than those
organized by Tubα1>dpp clones in wild-type wings. For
example, such clones in the anterior compartment form 1*1
rather than 12*21 patterns, while those in the posterior com-
partment form m*m rather than m5*5m or m54*45m patterns
(compare Figs 5C and 6C, and Figs 5D and 6D). In principle
this could be because Tubα1>dpp expression in otherwise
wild-type wings can induce the expression of the endogenous
dpp gene. However, as noted above, we cannot detect any dpp

Fig. 5. Reorganized wing patterns associated with clones of Tubα1>dpp cells. Wings containing Tubα1>dpp clones that contribute to both
surfaces of the wing (clone borders are outlined in blue ventrally and in red dorsally, veins are numbered along the wing margin, and the
transition between triple and double row bristles in marked by arrowheads; cells in the clone were identified by the f36a marker which is not
visible at this magnification). (A) An anterior compartment clone positioned next to the compartment boundary (i.e., in the region in which dpp
expression is normally induced by hh). This clone does not reorganize the pattern of neighboring tissue, but some cells within the clone
differentiate extra vein tissue (visible between veins 3 and 4). (B) 2*2 pattern organized by a Tubα1>dpp clone which is positioned just
anterior to the normal vein 2 in the anterior compartment. Note that the clone lies along the plane of symmetry of the duplicated anterior
patterns. (C) A 12*21 double-anterior wing induced by an anterior Tubα1>dpp clone positioned anterior to the normal vein 1. (D) An
m54*45m double-posterior wing organized by a Tubα1>dpp clone positioned posterior to the normal vein 5 in the posterior compartment.

M. Zecca K. Basler and G. Struhl. Development 121, 2265-2278 (1995) 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Zecca et al., 1995; Jiang and Struhl, 1995; Li et al., 1995;
Pan and Rubin, 1995), this approach makes it possible
to distinguish gradient mechanisms from a variety of
other mechanisms, particularly those involving sequen-
tial induction. Hence, its future application to other sig-
naling molecules may establish additional examples of
gradient mechanisms.

Direct Action of DPP at a Distance from
DPP-Expressing Cells
As illustrated in Figure 4, even a small cluster of 10–20
DPP-expressing cells can influence the behavior of hun-
dreds of surrounding cells, some positioned over 20
cells away. Because cells in which the DPP receptor
system has been activated fail to induce this response
in surrounding cells (Figure 3), whereas cells that re-
spond to secreted DPP continuously require the DPP
receptor system to do so (Figure 5), we can attribute
this long-range organizing activity solely to the direct
action of DPP on responding cells. Thus, secreted DPP
must translocateeither through or across the tissue over
a distance of many cell diameters.
Such an extended range of action was not anticipated

for DPP for at least two reasons. First, DPP, as well
as bone morphogenetic proteins (BMPs) to which it is
closely homologous, are poorly diffusible when ex-
pressed in tissue culture and tend to stay bound to the
surface of expressing cells and surrounding extracellu-
lar matrix (Panganiban et al., 1990). Second, in at least
two well-characterized situations, patterning of the dor-
sal embryonic ectoderm (St Johnston and Gelbart, 1987;
Ferguson and Anderson, 1992) and of the embryonic
endoderm (Bienz, 1994), the realm of action of DPP
appears to be tightly localized to the vicinity in which it
is expressed. Indeed in the dorsal ectoderm, dpp is
transcribed at uniformly high levels in this domain (St
Johnston and Gelbart, 1987), and its activity is modu-
lated in a graded fashion by the influx of an antagonistic
factor, Short gastrulation (SOG), that appears to ema-Figure 6. omb and spalt Expression Are Induced by Different

Threshold Concentrations of Secreted DPP nate from adjacent, more ventral tissue (Francois et al.,
(A) Simultaneous detection of Spalt protein and omb–lacZ expres- 1994; Holley et al., 1995). Thus, in both respects, DPP
sion by double staining with antibodies against Spalt protein (green) appears to resemble other classes of signaling mole-
and lacZ (red). Note that the stripe of omb expression is broader cules, such as HH and Wnts, that are either known orand straddles that of Spalt. thought to function as short-range inducers (e.g., Vin-(B) Tuba1.dpp clones associated with omb–lacZ expression. The

cent, 1994).domain of omb expression extends less far from the DPP-express-
It is therefore of interest that the movement of DPPing cells than in the case of UAS.dpp clones in a C765 background

(compare with Figure 4A). may also be severely restricted in the developing wing,
(C) A Tuba1.dpp clone is shown that comprises wing blade tissue. even though our results show that it acts directly and
In this and all other clones analyzed, we failed to detect ectopic at long range in this tissue. In particular, we find thatspalt–lacZ expression. the range of DPP action appears to depend on the dura-(D and E) The normal borders of spalt expression depend on the

tion of signaling: late-induced clones of ectopic DPP-level of dpp expressed in anterior cells along the compartment
secreting cells have a relatively short-range influenceboundary. A GAL4 line (blk–GAL4 40C.6) that expresses GAL4under

the control of a dpp imaginal disc enhancer (Masucci et al., 1990; on surrounding cells, in contrast with earlier-induced
Staehling-Hampton et al., 1994b) was used to drive expression of clones which have a much longer-range influence. Be-
UAS–dpp transgenes within the normal dpp expression domain. No cause early-induced clones have more time to prolifer-GAL4 is produced in cells of the posterior compartment. Long ate than late-induced clones, this difference could re-arrows indicate the position of the anteroposterior compartment

flect a mass action effect in which the range of signalingboundary as determined by the expression of CI (green). No UAS–
depends on the amount of signal generated, which indpp transgene is present in the disc shown in (D); two copies of

UAS–dpp are present in the disc shown in (E). Note that the posterior turn depends on the number of DPP-secreting cells.
border of spalt expression is shifted further posteriorly in 23 versus Alternatively, themovementof DPP away fromsecreting
03 UAS–dpp discs (spalt–lacZ shown in red). cells may be limited by its tendency to be sequestered

by extracellular matrix components or, possibly, by DPP
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by planar polarised myosins can promote boundary formation and tis-
sue elongation during the larval wing disc stage. Long-range force pat-
terns are also crucial to shaping the wing during the pupal stage. We

review the different ways in which both local and global force patterns
can be generated, such as: patterned acto-myosin contractility, pat-
terned anchorage to the extracellular matrix, and patterned tissue
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4905Dpp gradient in Drosophila wing imaginal disc

disc matures, but note that this correlates with an increase in
the level of Tkv expression in lateral regions (data not shown).

This observation is consistent with the model that high levels
of Tkv limit the spread of the Dpp gradient at the edge of the
wing pouch. An alternative interpretation might be that Dpp is
unable to induce Omb in more lateral regions. This seems
unlikely because ectopic expression of Dpp in lateral regions
can induce Omb (Lecuit et al., 1996; Fig. 5). We propose that
the elevated receptor levels function as a barrier to limit
movement of Dpp. Thus the shape of the gradient would be
determined by the rate of ligand production, the rate of ligand
degradation and by the limit to ligand spreading due the
receptor distribution profile.

Slow formation of Dpp gradients independent of the
rate of Dpp production
We next compared the time course of Dpp gradient formation
in the lateral part of the disc when ligand is produced at
different rates. Dpp gradient formation was monitored using
Spalt and Omb as reporter genes activated at different threshold
levels of Dpp activity. Clones were examined outside the
endogenous Spalt and Omb domain where Tkv levels are high,
so that de novo induction of both target genes could be
compared.

Clones expressing low levels of Dpp (tub>>dpp) induce
Omb within 24 hours but require 72 hours to induce Spalt (Fig.
5A-C). These clones are associated with significant overgrowth
and repatterning in the lateral region of the disc. By contrast
clones expressing high levels of Dpp (C765Gal4; UAS>>dpp)
induce Spalt in the lateral part of the wing pouch in as little as
10 hours (Fig. 5E, arrows). By 24 hours Spalt and Omb are
induced in nearly identical domains by clones outside the
endogenous omb domain (Fig. 5F). This suggests that Dpp
accumulates locally to levels sufficient to induce both target

genes before it can spread far enough to form a spatially
resolved activity gradient (see Fig. 5E). By 36 hours Omb
expressed in a slightly larger domain than Spalt (Fig. 5G). The
slope of the activity gradient appears to be quite steep
compared to the endogenous expression domains (e.g. Fig.
5D). By 50 hours the ectopic Omb domain is broader than that
of Spalt, suggesting that a shallower gradient has formed (Fig.
5H, the edge of the endogenous domain is visible at the left of
the panel). The ectopic Omb domain can reach a diameter of
50-60 µm, approximately half the size of the endogenous Omb
domain, in about 2 days (approximately the duration of third
instar). Note that the clones of C765Gal4; UAS>>Dpp consist
of only a few cells after 2 days (Fig. 1E). Thus formation of
the Dpp activity gradient must be due to spread of ligand
through the region around the clone in the 2-day time course
of the experiment.

Previous studies have shown that tub>>dpp or Ubx>>dpp
clones grow extensively, but exert relatively short-range effects
on gene expression in the surrounding region (Lecuit et al.,
1996; Nellen et al., 1996). Thus expansion of the Omb

Fig. 5. Dpp gradient formation in regions of elevated Tkv expression.
(A-C) Clones expressing low levels of Dpp were produced using
tub>>dpp. Wing discs labeled for Spalt (green) and Omb proteins
(red). The endogenous Spalt and Omb domains overlap in the center
of the disc (black arrowheads; relative orientation of discs in A-C is
indicated by the direction of the arrowhead). Spalt is also expressed
surrounding the Omb domain; however this domain is not regulated
by Dpp (Lecuit et al., 1996). (A) Wing disc carrying a tub>>dpp
clone induced at 84±12 hours of development (approx. 24 hours
before the end of larval development). Note the domain of ectopic
Omb expression (white arrow). (B) Wing disc carrying a tub>>dpp
clone induced at 60±12 hours of development (approx. 48 hours
before the end of larval development). The clone produces a
duplication in the disc that expresses Omb, but not Spalt (white
arrow). (C) Wing disc carrying a tub>>dpp clone induced at 36±12
hours of development (approx. 72 hours before the end of larval
development). The clone produces a large duplication in the disc that
expresses Omb and has begun to express low levels of Spalt (white
arrow, inset). (D-H) Spalt (green) and Omb (red) expression induced
by clones of cells expressing high levels of Dpp (C765-Gal4;
UAS>>Dpp). (D) Omb and Spalt in a wild-type disc. Omb forms a
shallow gradient that extends toward the edge of the wing pouch.
(E) Wing disc carrying multiple clones of C765-Gal4; UAS>>Dpp
cells induced 10 hours before fixation. Ectopic patches of Spalt
expression are seen in the wing pouch, near the edge of the
endogenous Omb domain (arrowheads). (F) Disc approx. 24 hours
after clone induction. Spalt and Omb are expressed in equivalent
domains (arrowheads). The clones are outside the endogenous Omb
domain. Note the position of the fold. A model for the inferred shape
of the Dpp gradient is shown at right. (G) Disc approx. 36 hours after
clone induction. The Spalt and Omb domains have approximately
doubled in diameter. Omb is now slightly larger than Spalt, visible as
a red halo around the Spalt domain (arrowheads). Two clones are in
the intermediate region between the edge of the wing pouch and the
lateral Spalt domain. One clone is within the lateral Spalt domain
(surrounded by green label). Their appearance is similar. (H) Disc
approx. 50 hours after clone induction. The endogenous Omb
domain is at the lower left edge of the panel. Clones outside the
endogenous Omb domain have induced massive overgrowth of the
surrounding tissue and expansion or fusion to form an expanded
wing pouch. Expression domains of Omb and Spalt around
individual clones appear to have merged in some cases. Omb is now
expressed in a larger domain than Spalt (arrow).

4905Dpp gradient in Drosophila wing imaginal disc
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Ectopic clones of Dpp

D. Nellen et al. and K. Basler. Cell 1996; 85(3):357-68.
T. Lecuit et al. and S. Cohen. Nature 1996;381(6581):387-93

T. Lecuit and S. Cohen Development. 1998 Dec;125(24):4901-7.

• Dpp acts directly at a distance from its source
• Dose/concentration dependent effect of target gene activation
• Existence of activity thresholds

• Morphogen: Organ-size dependent growth inducer
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Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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Dpp::GFP morphogen gradient profile

used our calibrations to estimate the concentra-
tion of GFP-Dpp at the source boundary C0 =
802 ± 312 molecules/mm2 (n = 8 discs), which
corresponds to 4379 ± 1741 molecules per cell
(see materials and methods). In addition, we
estimated the fraction of “extracellular” GFP-
Dpp, which was equal to or smaller than 15 ±
3.4% (n = 8 discs) of the total pool. The latter
measurement, together with the fact that our
detection inaccuracy was less than 2%, showed
that the extracellular pool was not a dominant
pool (section 2 of SOM).

We then studied the recovery profiles in the
FRAP experiments to determine D, k, and j0, as
well as the immobile fraction y. y is the fraction
of molecules that did not recover in the ROI
during the experiment. The standard procedure
(12) to solve the diffusion equation, which
neglects production and degradation and is
commonly used in FRAP studies of single cells
(13), is not suitable for our FRAP assay in tis-
sues. The time span of recovery in tissue FRAP
was 30 to 90 min (Fig. 1), so that production and
degradation could not be neglected. Thus, we
solved Eq. 1 for the particular geometry and con-
ditions of our FRAP experiments in the tissue
(SOM, fig. S3D).

From the resulting time-dependent concen-
tration profile C(x,y,t) (fig. S3D), we calculated
the average concentration f(t) in the ROI as a
function of time. We optimized the two param-
eters D and y, which determine the shape of this
theoretical recovery curve, to obtain the best
agreement with the experimental curves (see
SOM). The parameters k and j0 were not
independent, because we measured two key
quantities before bleaching that impose further
constraints: (i) the decay length l, which allows

us to determine k from the fitted D via Eq. 3:
l ¼

ffiffiffiffiffiffiffiffiffi
D=k

p
, and (ii) the concentration at the

source boundary C0, which enabled us to
determine j0 via Eq. 4: C0 ¼ j0=

ffiffiffiffiffiffi
Dk

p
. The

resulting theoretical curves were in excellent
agreement with the experimental recovery data
(R2 = 0.95 ± 0.03) (see also table S1), which
provided sufficient constraints to confidently
determine the actual values of D and y. Thus,
analysis of the experimental recovery curves,
together with Eqs. 3 and 4, allowed us to
determine the kinetic parameters D, k, j0, and y
of morphogen spreading.

The effective diffusion coefficient of GFP-
Dpp was D = 0.10 ± 0.05 mm2/s (n = 8 ex-
periments). This number is about three orders of
magnitude less than the coefficient of free
diffusion in water of molecules with the size of
the mature Dpp homodimer [similar to that of
GFP, which has D = 87 mm2/s (14)], but
consistent with (i) restricted diffusion of Dpp in
the extracellular space [e.g., hindered by binding
to immobile extracellular matrix molecules or
membrane receptors (15–17)] and (ii) endocytosis
plus recycling of Dpp through a fast recycling
pathway (18). Dpp was degraded at a rate k =
2.52 × 10−4 ± 1.29 × 10−4 s–1 corresponding to a
GFP-Dpp half-life of about 45 min, which is
consistent with the turnover time of Dpp mol-
ecules in the developing wing determined
biochemically (7). In addition, the majority of
the GFP-Dpp molecules in the target tissue were
immobile or moved very slowly (y = 62 ± 8%),
i.e., with recovery kinetics too slow compared
with the 60-min time scale of the FRAP
experiments. This immobile pool was stored in
intracellular compartments, because the extra-
cellular pool was equal to or smaller than 15% of

the total pool. We found j0 = 3.98 ± 2.34
molecules/(mm × s), which implies that the
Gal4-driven GFP-Dpp production rate from
the endogenous source was n = 2.69 ± 1.58
molecules per cell per second. The effective
production rate n per cell with diameter a can
be obtained from j0 by n ≈ 2a2j0/w for small
values of the width of the source w (mm) (3).

We tested the validity of the diffusion and
degradation description for the FRAP recoveries
by performing FRAP experiments in different
geometries (fig. S4 and table S1). The results of
these experiments were consistent with the
independence of the four kinetic parameters on
position in the tissue (see SOM).

After studying the GFP-Dpp kinetics, we
analyzed the dependence of gradient formation
on endocytosis by performing the FRAP assay in
animals where the target tissue was mutant for
the thermosensitive shibirets1 allele and in which
the source was rescued by a functional shibire+

transgene [“shibire-rescue” animals; see materi-
als and methods and (2)]. The role of endocytosis
has previously been studied using shibire-rescue
animals in qualitative assays (1, 2) (SOM and fig.
S5). The FRAP assay allowed us to determine
separately D, k, n, and y in each experimental
condition and to measure sensitively the kinetic
effects in conditions of partial or complete
endocytic block [in the wing, shibirets1 is a tight
thermosensitive mutant at 34°C, but leaky at
32°C (2) (fig. S5)]. In addition, during the FRAP
experiment, the effects could be detected im-
mediately, after only a few minutes of block. In
control animals, D, k, n, and y were not sig-
nificantly different at 25°C, 32°C, and 34°C (figs.
S6 and S7). In shibire-rescue animals, which
were raised at the permissive temperature, the

B C

no
rm

al
iz

ed
 in

te
ns

ity
 

A

 0

 0.1

 0.2

 0  1000  2000  3000
time [s]

34°C

no
rm

al
iz

ed
 in

te
ns

ity

0

0.4

0.8

1.2

ψra
tio

 s
hi

 3
2°

C
/ w

t 3
2°

C

D k ν

32°C

* * *

32°C

 0

 0.1

 0.2

 0.3

 0  1000  2000  3000
time [s]

0‘

F

1‘

G

26‘

H

58‘

I

J K L M

 0

 0.1

 0.2

 0.3

 0  1000  2000  3000
time [s]

no
rm

al
iz

ed
 in

te
ns

ity
 

0

0.4

0.8

1.2

ψD k ν

* * *

ra
tio

 s
hi

 3
2°

C
/ s

hi
 2

5°
C

D E

Fig. 2. GFP-Dpp shibire-rescue FRAP assay at 32°C
and 34°C. (A and B) FRAP recovery curves of GFP-
Dpp (black) and GFP-Dpp shibire rescue (red) at 34°C
(A) and 32°C (B). Genotypes: dppGal4::UAS-GFP-
Dpp/+ and shi ts1; UAS-Dynamin+/+; UAS-GFP-Dpp/
dppGal4. (C) Average D, k,y, and n from seven GFP-
Dpp shibire-rescue experiments at 32°C normalized
to the respective averages at 32°C in GFP-Dpp (wild-
type control). Error bars, SEM. Asterisks, statistically
significant differences between shibire rescue and
wild-type at 32°C (double-sided P < 0.05). (D) GFP-
Dpp shibire rescue at 25°C (black) and 32°C (red). (E)
Average D, k, y, and n from eight GFP-Dpp shibire-
rescue experiments at 32°C normalized to the
respective average in GFP-Dpp shibire rescue at
25°C. Asterisks, statistically significant differences.
(F to M) FRAP time-lapse images of GFP-Dpp shibire rescue at 34°C as in Fig. 1, D to K.
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used our calibrations to estimate the concentra-
tion of GFP-Dpp at the source boundary C0 =
802 ± 312 molecules/mm2 (n = 8 discs), which
corresponds to 4379 ± 1741 molecules per cell
(see materials and methods). In addition, we
estimated the fraction of “extracellular” GFP-
Dpp, which was equal to or smaller than 15 ±
3.4% (n = 8 discs) of the total pool. The latter
measurement, together with the fact that our
detection inaccuracy was less than 2%, showed
that the extracellular pool was not a dominant
pool (section 2 of SOM).

We then studied the recovery profiles in the
FRAP experiments to determine D, k, and j0, as
well as the immobile fraction y. y is the fraction
of molecules that did not recover in the ROI
during the experiment. The standard procedure
(12) to solve the diffusion equation, which
neglects production and degradation and is
commonly used in FRAP studies of single cells
(13), is not suitable for our FRAP assay in tis-
sues. The time span of recovery in tissue FRAP
was 30 to 90 min (Fig. 1), so that production and
degradation could not be neglected. Thus, we
solved Eq. 1 for the particular geometry and con-
ditions of our FRAP experiments in the tissue
(SOM, fig. S3D).

From the resulting time-dependent concen-
tration profile C(x,y,t) (fig. S3D), we calculated
the average concentration f(t) in the ROI as a
function of time. We optimized the two param-
eters D and y, which determine the shape of this
theoretical recovery curve, to obtain the best
agreement with the experimental curves (see
SOM). The parameters k and j0 were not
independent, because we measured two key
quantities before bleaching that impose further
constraints: (i) the decay length l, which allows

us to determine k from the fitted D via Eq. 3:
l ¼

ffiffiffiffiffiffiffiffiffi
D=k

p
, and (ii) the concentration at the

source boundary C0, which enabled us to
determine j0 via Eq. 4: C0 ¼ j0=

ffiffiffiffiffiffi
Dk

p
. The

resulting theoretical curves were in excellent
agreement with the experimental recovery data
(R2 = 0.95 ± 0.03) (see also table S1), which
provided sufficient constraints to confidently
determine the actual values of D and y. Thus,
analysis of the experimental recovery curves,
together with Eqs. 3 and 4, allowed us to
determine the kinetic parameters D, k, j0, and y
of morphogen spreading.

The effective diffusion coefficient of GFP-
Dpp was D = 0.10 ± 0.05 mm2/s (n = 8 ex-
periments). This number is about three orders of
magnitude less than the coefficient of free
diffusion in water of molecules with the size of
the mature Dpp homodimer [similar to that of
GFP, which has D = 87 mm2/s (14)], but
consistent with (i) restricted diffusion of Dpp in
the extracellular space [e.g., hindered by binding
to immobile extracellular matrix molecules or
membrane receptors (15–17)] and (ii) endocytosis
plus recycling of Dpp through a fast recycling
pathway (18). Dpp was degraded at a rate k =
2.52 × 10−4 ± 1.29 × 10−4 s–1 corresponding to a
GFP-Dpp half-life of about 45 min, which is
consistent with the turnover time of Dpp mol-
ecules in the developing wing determined
biochemically (7). In addition, the majority of
the GFP-Dpp molecules in the target tissue were
immobile or moved very slowly (y = 62 ± 8%),
i.e., with recovery kinetics too slow compared
with the 60-min time scale of the FRAP
experiments. This immobile pool was stored in
intracellular compartments, because the extra-
cellular pool was equal to or smaller than 15% of

the total pool. We found j0 = 3.98 ± 2.34
molecules/(mm × s), which implies that the
Gal4-driven GFP-Dpp production rate from
the endogenous source was n = 2.69 ± 1.58
molecules per cell per second. The effective
production rate n per cell with diameter a can
be obtained from j0 by n ≈ 2a2j0/w for small
values of the width of the source w (mm) (3).

We tested the validity of the diffusion and
degradation description for the FRAP recoveries
by performing FRAP experiments in different
geometries (fig. S4 and table S1). The results of
these experiments were consistent with the
independence of the four kinetic parameters on
position in the tissue (see SOM).

After studying the GFP-Dpp kinetics, we
analyzed the dependence of gradient formation
on endocytosis by performing the FRAP assay in
animals where the target tissue was mutant for
the thermosensitive shibirets1 allele and in which
the source was rescued by a functional shibire+

transgene [“shibire-rescue” animals; see materi-
als and methods and (2)]. The role of endocytosis
has previously been studied using shibire-rescue
animals in qualitative assays (1, 2) (SOM and fig.
S5). The FRAP assay allowed us to determine
separately D, k, n, and y in each experimental
condition and to measure sensitively the kinetic
effects in conditions of partial or complete
endocytic block [in the wing, shibirets1 is a tight
thermosensitive mutant at 34°C, but leaky at
32°C (2) (fig. S5)]. In addition, during the FRAP
experiment, the effects could be detected im-
mediately, after only a few minutes of block. In
control animals, D, k, n, and y were not sig-
nificantly different at 25°C, 32°C, and 34°C (figs.
S6 and S7). In shibire-rescue animals, which
were raised at the permissive temperature, the
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Fig. 2. GFP-Dpp shibire-rescue FRAP assay at 32°C
and 34°C. (A and B) FRAP recovery curves of GFP-
Dpp (black) and GFP-Dpp shibire rescue (red) at 34°C
(A) and 32°C (B). Genotypes: dppGal4::UAS-GFP-
Dpp/+ and shi ts1; UAS-Dynamin+/+; UAS-GFP-Dpp/
dppGal4. (C) Average D, k,y, and n from seven GFP-
Dpp shibire-rescue experiments at 32°C normalized
to the respective averages at 32°C in GFP-Dpp (wild-
type control). Error bars, SEM. Asterisks, statistically
significant differences between shibire rescue and
wild-type at 32°C (double-sided P < 0.05). (D) GFP-
Dpp shibire rescue at 25°C (black) and 32°C (red). (E)
Average D, k, y, and n from eight GFP-Dpp shibire-
rescue experiments at 32°C normalized to the
respective average in GFP-Dpp shibire rescue at
25°C. Asterisks, statistically significant differences.
(F to M) FRAP time-lapse images of GFP-Dpp shibire rescue at 34°C as in Fig. 1, D to K.
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used our calibrations to estimate the concentra-
tion of GFP-Dpp at the source boundary C0 =
802 ± 312 molecules/mm2 (n = 8 discs), which
corresponds to 4379 ± 1741 molecules per cell
(see materials and methods). In addition, we
estimated the fraction of “extracellular” GFP-
Dpp, which was equal to or smaller than 15 ±
3.4% (n = 8 discs) of the total pool. The latter
measurement, together with the fact that our
detection inaccuracy was less than 2%, showed
that the extracellular pool was not a dominant
pool (section 2 of SOM).

We then studied the recovery profiles in the
FRAP experiments to determine D, k, and j0, as
well as the immobile fraction y. y is the fraction
of molecules that did not recover in the ROI
during the experiment. The standard procedure
(12) to solve the diffusion equation, which
neglects production and degradation and is
commonly used in FRAP studies of single cells
(13), is not suitable for our FRAP assay in tis-
sues. The time span of recovery in tissue FRAP
was 30 to 90 min (Fig. 1), so that production and
degradation could not be neglected. Thus, we
solved Eq. 1 for the particular geometry and con-
ditions of our FRAP experiments in the tissue
(SOM, fig. S3D).

From the resulting time-dependent concen-
tration profile C(x,y,t) (fig. S3D), we calculated
the average concentration f(t) in the ROI as a
function of time. We optimized the two param-
eters D and y, which determine the shape of this
theoretical recovery curve, to obtain the best
agreement with the experimental curves (see
SOM). The parameters k and j0 were not
independent, because we measured two key
quantities before bleaching that impose further
constraints: (i) the decay length l, which allows

us to determine k from the fitted D via Eq. 3:
l ¼

ffiffiffiffiffiffiffiffiffi
D=k

p
, and (ii) the concentration at the

source boundary C0, which enabled us to
determine j0 via Eq. 4: C0 ¼ j0=

ffiffiffiffiffiffi
Dk

p
. The

resulting theoretical curves were in excellent
agreement with the experimental recovery data
(R2 = 0.95 ± 0.03) (see also table S1), which
provided sufficient constraints to confidently
determine the actual values of D and y. Thus,
analysis of the experimental recovery curves,
together with Eqs. 3 and 4, allowed us to
determine the kinetic parameters D, k, j0, and y
of morphogen spreading.

The effective diffusion coefficient of GFP-
Dpp was D = 0.10 ± 0.05 mm2/s (n = 8 ex-
periments). This number is about three orders of
magnitude less than the coefficient of free
diffusion in water of molecules with the size of
the mature Dpp homodimer [similar to that of
GFP, which has D = 87 mm2/s (14)], but
consistent with (i) restricted diffusion of Dpp in
the extracellular space [e.g., hindered by binding
to immobile extracellular matrix molecules or
membrane receptors (15–17)] and (ii) endocytosis
plus recycling of Dpp through a fast recycling
pathway (18). Dpp was degraded at a rate k =
2.52 × 10−4 ± 1.29 × 10−4 s–1 corresponding to a
GFP-Dpp half-life of about 45 min, which is
consistent with the turnover time of Dpp mol-
ecules in the developing wing determined
biochemically (7). In addition, the majority of
the GFP-Dpp molecules in the target tissue were
immobile or moved very slowly (y = 62 ± 8%),
i.e., with recovery kinetics too slow compared
with the 60-min time scale of the FRAP
experiments. This immobile pool was stored in
intracellular compartments, because the extra-
cellular pool was equal to or smaller than 15% of

the total pool. We found j0 = 3.98 ± 2.34
molecules/(mm × s), which implies that the
Gal4-driven GFP-Dpp production rate from
the endogenous source was n = 2.69 ± 1.58
molecules per cell per second. The effective
production rate n per cell with diameter a can
be obtained from j0 by n ≈ 2a2j0/w for small
values of the width of the source w (mm) (3).

We tested the validity of the diffusion and
degradation description for the FRAP recoveries
by performing FRAP experiments in different
geometries (fig. S4 and table S1). The results of
these experiments were consistent with the
independence of the four kinetic parameters on
position in the tissue (see SOM).

After studying the GFP-Dpp kinetics, we
analyzed the dependence of gradient formation
on endocytosis by performing the FRAP assay in
animals where the target tissue was mutant for
the thermosensitive shibirets1 allele and in which
the source was rescued by a functional shibire+

transgene [“shibire-rescue” animals; see materi-
als and methods and (2)]. The role of endocytosis
has previously been studied using shibire-rescue
animals in qualitative assays (1, 2) (SOM and fig.
S5). The FRAP assay allowed us to determine
separately D, k, n, and y in each experimental
condition and to measure sensitively the kinetic
effects in conditions of partial or complete
endocytic block [in the wing, shibirets1 is a tight
thermosensitive mutant at 34°C, but leaky at
32°C (2) (fig. S5)]. In addition, during the FRAP
experiment, the effects could be detected im-
mediately, after only a few minutes of block. In
control animals, D, k, n, and y were not sig-
nificantly different at 25°C, 32°C, and 34°C (figs.
S6 and S7). In shibire-rescue animals, which
were raised at the permissive temperature, the

B C

no
rm

al
iz

ed
 in

te
ns

ity
 

A

 0

 0.1

 0.2

 0  1000  2000  3000
time [s]

34°C

no
rm

al
iz

ed
 in

te
ns

ity

0

0.4

0.8

1.2

ψra
tio

 s
hi

 3
2°

C
/ w

t 3
2°

C

D k ν

32°C

* * *

32°C

 0

 0.1

 0.2

 0.3

 0  1000  2000  3000
time [s]

0‘

F

1‘

G

26‘

H

58‘

I

J K L M

 0

 0.1

 0.2

 0.3

 0  1000  2000  3000
time [s]

no
rm

al
iz

ed
 in

te
ns

ity
 

0

0.4

0.8

1.2

ψD k ν

* * *
ra

tio
 s

hi
 3

2°
C

/ s
hi

 2
5°

C

D E

Fig. 2. GFP-Dpp shibire-rescue FRAP assay at 32°C
and 34°C. (A and B) FRAP recovery curves of GFP-
Dpp (black) and GFP-Dpp shibire rescue (red) at 34°C
(A) and 32°C (B). Genotypes: dppGal4::UAS-GFP-
Dpp/+ and shi ts1; UAS-Dynamin+/+; UAS-GFP-Dpp/
dppGal4. (C) Average D, k,y, and n from seven GFP-
Dpp shibire-rescue experiments at 32°C normalized
to the respective averages at 32°C in GFP-Dpp (wild-
type control). Error bars, SEM. Asterisks, statistically
significant differences between shibire rescue and
wild-type at 32°C (double-sided P < 0.05). (D) GFP-
Dpp shibire rescue at 25°C (black) and 32°C (red). (E)
Average D, k, y, and n from eight GFP-Dpp shibire-
rescue experiments at 32°C normalized to the
respective average in GFP-Dpp shibire rescue at
25°C. Asterisks, statistically significant differences.
(F to M) FRAP time-lapse images of GFP-Dpp shibire rescue at 34°C as in Fig. 1, D to K.
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used our calibrations to estimate the concentra-
tion of GFP-Dpp at the source boundary C0 =
802 ± 312 molecules/mm2 (n = 8 discs), which
corresponds to 4379 ± 1741 molecules per cell
(see materials and methods). In addition, we
estimated the fraction of “extracellular” GFP-
Dpp, which was equal to or smaller than 15 ±
3.4% (n = 8 discs) of the total pool. The latter
measurement, together with the fact that our
detection inaccuracy was less than 2%, showed
that the extracellular pool was not a dominant
pool (section 2 of SOM).

We then studied the recovery profiles in the
FRAP experiments to determine D, k, and j0, as
well as the immobile fraction y. y is the fraction
of molecules that did not recover in the ROI
during the experiment. The standard procedure
(12) to solve the diffusion equation, which
neglects production and degradation and is
commonly used in FRAP studies of single cells
(13), is not suitable for our FRAP assay in tis-
sues. The time span of recovery in tissue FRAP
was 30 to 90 min (Fig. 1), so that production and
degradation could not be neglected. Thus, we
solved Eq. 1 for the particular geometry and con-
ditions of our FRAP experiments in the tissue
(SOM, fig. S3D).

From the resulting time-dependent concen-
tration profile C(x,y,t) (fig. S3D), we calculated
the average concentration f(t) in the ROI as a
function of time. We optimized the two param-
eters D and y, which determine the shape of this
theoretical recovery curve, to obtain the best
agreement with the experimental curves (see
SOM). The parameters k and j0 were not
independent, because we measured two key
quantities before bleaching that impose further
constraints: (i) the decay length l, which allows

us to determine k from the fitted D via Eq. 3:
l ¼

ffiffiffiffiffiffiffiffiffi
D=k

p
, and (ii) the concentration at the

source boundary C0, which enabled us to
determine j0 via Eq. 4: C0 ¼ j0=

ffiffiffiffiffiffi
Dk

p
. The

resulting theoretical curves were in excellent
agreement with the experimental recovery data
(R2 = 0.95 ± 0.03) (see also table S1), which
provided sufficient constraints to confidently
determine the actual values of D and y. Thus,
analysis of the experimental recovery curves,
together with Eqs. 3 and 4, allowed us to
determine the kinetic parameters D, k, j0, and y
of morphogen spreading.

The effective diffusion coefficient of GFP-
Dpp was D = 0.10 ± 0.05 mm2/s (n = 8 ex-
periments). This number is about three orders of
magnitude less than the coefficient of free
diffusion in water of molecules with the size of
the mature Dpp homodimer [similar to that of
GFP, which has D = 87 mm2/s (14)], but
consistent with (i) restricted diffusion of Dpp in
the extracellular space [e.g., hindered by binding
to immobile extracellular matrix molecules or
membrane receptors (15–17)] and (ii) endocytosis
plus recycling of Dpp through a fast recycling
pathway (18). Dpp was degraded at a rate k =
2.52 × 10−4 ± 1.29 × 10−4 s–1 corresponding to a
GFP-Dpp half-life of about 45 min, which is
consistent with the turnover time of Dpp mol-
ecules in the developing wing determined
biochemically (7). In addition, the majority of
the GFP-Dpp molecules in the target tissue were
immobile or moved very slowly (y = 62 ± 8%),
i.e., with recovery kinetics too slow compared
with the 60-min time scale of the FRAP
experiments. This immobile pool was stored in
intracellular compartments, because the extra-
cellular pool was equal to or smaller than 15% of

the total pool. We found j0 = 3.98 ± 2.34
molecules/(mm × s), which implies that the
Gal4-driven GFP-Dpp production rate from
the endogenous source was n = 2.69 ± 1.58
molecules per cell per second. The effective
production rate n per cell with diameter a can
be obtained from j0 by n ≈ 2a2j0/w for small
values of the width of the source w (mm) (3).

We tested the validity of the diffusion and
degradation description for the FRAP recoveries
by performing FRAP experiments in different
geometries (fig. S4 and table S1). The results of
these experiments were consistent with the
independence of the four kinetic parameters on
position in the tissue (see SOM).

After studying the GFP-Dpp kinetics, we
analyzed the dependence of gradient formation
on endocytosis by performing the FRAP assay in
animals where the target tissue was mutant for
the thermosensitive shibirets1 allele and in which
the source was rescued by a functional shibire+

transgene [“shibire-rescue” animals; see materi-
als and methods and (2)]. The role of endocytosis
has previously been studied using shibire-rescue
animals in qualitative assays (1, 2) (SOM and fig.
S5). The FRAP assay allowed us to determine
separately D, k, n, and y in each experimental
condition and to measure sensitively the kinetic
effects in conditions of partial or complete
endocytic block [in the wing, shibirets1 is a tight
thermosensitive mutant at 34°C, but leaky at
32°C (2) (fig. S5)]. In addition, during the FRAP
experiment, the effects could be detected im-
mediately, after only a few minutes of block. In
control animals, D, k, n, and y were not sig-
nificantly different at 25°C, 32°C, and 34°C (figs.
S6 and S7). In shibire-rescue animals, which
were raised at the permissive temperature, the
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Fig. 2. GFP-Dpp shibire-rescue FRAP assay at 32°C
and 34°C. (A and B) FRAP recovery curves of GFP-
Dpp (black) and GFP-Dpp shibire rescue (red) at 34°C
(A) and 32°C (B). Genotypes: dppGal4::UAS-GFP-
Dpp/+ and shi ts1; UAS-Dynamin+/+; UAS-GFP-Dpp/
dppGal4. (C) Average D, k,y, and n from seven GFP-
Dpp shibire-rescue experiments at 32°C normalized
to the respective averages at 32°C in GFP-Dpp (wild-
type control). Error bars, SEM. Asterisks, statistically
significant differences between shibire rescue and
wild-type at 32°C (double-sided P < 0.05). (D) GFP-
Dpp shibire rescue at 25°C (black) and 32°C (red). (E)
Average D, k, y, and n from eight GFP-Dpp shibire-
rescue experiments at 32°C normalized to the
respective average in GFP-Dpp shibire rescue at
25°C. Asterisks, statistically significant differences.
(F to M) FRAP time-lapse images of GFP-Dpp shibire rescue at 34°C as in Fig. 1, D to K.
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used our calibrations to estimate the concentra-
tion of GFP-Dpp at the source boundary C0 =
802 ± 312 molecules/mm2 (n = 8 discs), which
corresponds to 4379 ± 1741 molecules per cell
(see materials and methods). In addition, we
estimated the fraction of “extracellular” GFP-
Dpp, which was equal to or smaller than 15 ±
3.4% (n = 8 discs) of the total pool. The latter
measurement, together with the fact that our
detection inaccuracy was less than 2%, showed
that the extracellular pool was not a dominant
pool (section 2 of SOM).

We then studied the recovery profiles in the
FRAP experiments to determine D, k, and j0, as
well as the immobile fraction y. y is the fraction
of molecules that did not recover in the ROI
during the experiment. The standard procedure
(12) to solve the diffusion equation, which
neglects production and degradation and is
commonly used in FRAP studies of single cells
(13), is not suitable for our FRAP assay in tis-
sues. The time span of recovery in tissue FRAP
was 30 to 90 min (Fig. 1), so that production and
degradation could not be neglected. Thus, we
solved Eq. 1 for the particular geometry and con-
ditions of our FRAP experiments in the tissue
(SOM, fig. S3D).

From the resulting time-dependent concen-
tration profile C(x,y,t) (fig. S3D), we calculated
the average concentration f(t) in the ROI as a
function of time. We optimized the two param-
eters D and y, which determine the shape of this
theoretical recovery curve, to obtain the best
agreement with the experimental curves (see
SOM). The parameters k and j0 were not
independent, because we measured two key
quantities before bleaching that impose further
constraints: (i) the decay length l, which allows

us to determine k from the fitted D via Eq. 3:
l ¼

ffiffiffiffiffiffiffiffiffi
D=k

p
, and (ii) the concentration at the

source boundary C0, which enabled us to
determine j0 via Eq. 4: C0 ¼ j0=

ffiffiffiffiffiffi
Dk

p
. The

resulting theoretical curves were in excellent
agreement with the experimental recovery data
(R2 = 0.95 ± 0.03) (see also table S1), which
provided sufficient constraints to confidently
determine the actual values of D and y. Thus,
analysis of the experimental recovery curves,
together with Eqs. 3 and 4, allowed us to
determine the kinetic parameters D, k, j0, and y
of morphogen spreading.

The effective diffusion coefficient of GFP-
Dpp was D = 0.10 ± 0.05 mm2/s (n = 8 ex-
periments). This number is about three orders of
magnitude less than the coefficient of free
diffusion in water of molecules with the size of
the mature Dpp homodimer [similar to that of
GFP, which has D = 87 mm2/s (14)], but
consistent with (i) restricted diffusion of Dpp in
the extracellular space [e.g., hindered by binding
to immobile extracellular matrix molecules or
membrane receptors (15–17)] and (ii) endocytosis
plus recycling of Dpp through a fast recycling
pathway (18). Dpp was degraded at a rate k =
2.52 × 10−4 ± 1.29 × 10−4 s–1 corresponding to a
GFP-Dpp half-life of about 45 min, which is
consistent with the turnover time of Dpp mol-
ecules in the developing wing determined
biochemically (7). In addition, the majority of
the GFP-Dpp molecules in the target tissue were
immobile or moved very slowly (y = 62 ± 8%),
i.e., with recovery kinetics too slow compared
with the 60-min time scale of the FRAP
experiments. This immobile pool was stored in
intracellular compartments, because the extra-
cellular pool was equal to or smaller than 15% of

the total pool. We found j0 = 3.98 ± 2.34
molecules/(mm × s), which implies that the
Gal4-driven GFP-Dpp production rate from
the endogenous source was n = 2.69 ± 1.58
molecules per cell per second. The effective
production rate n per cell with diameter a can
be obtained from j0 by n ≈ 2a2j0/w for small
values of the width of the source w (mm) (3).

We tested the validity of the diffusion and
degradation description for the FRAP recoveries
by performing FRAP experiments in different
geometries (fig. S4 and table S1). The results of
these experiments were consistent with the
independence of the four kinetic parameters on
position in the tissue (see SOM).

After studying the GFP-Dpp kinetics, we
analyzed the dependence of gradient formation
on endocytosis by performing the FRAP assay in
animals where the target tissue was mutant for
the thermosensitive shibirets1 allele and in which
the source was rescued by a functional shibire+

transgene [“shibire-rescue” animals; see materi-
als and methods and (2)]. The role of endocytosis
has previously been studied using shibire-rescue
animals in qualitative assays (1, 2) (SOM and fig.
S5). The FRAP assay allowed us to determine
separately D, k, n, and y in each experimental
condition and to measure sensitively the kinetic
effects in conditions of partial or complete
endocytic block [in the wing, shibirets1 is a tight
thermosensitive mutant at 34°C, but leaky at
32°C (2) (fig. S5)]. In addition, during the FRAP
experiment, the effects could be detected im-
mediately, after only a few minutes of block. In
control animals, D, k, n, and y were not sig-
nificantly different at 25°C, 32°C, and 34°C (figs.
S6 and S7). In shibire-rescue animals, which
were raised at the permissive temperature, the
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Fig. 2. GFP-Dpp shibire-rescue FRAP assay at 32°C
and 34°C. (A and B) FRAP recovery curves of GFP-
Dpp (black) and GFP-Dpp shibire rescue (red) at 34°C
(A) and 32°C (B). Genotypes: dppGal4::UAS-GFP-
Dpp/+ and shi ts1; UAS-Dynamin+/+; UAS-GFP-Dpp/
dppGal4. (C) Average D, k,y, and n from seven GFP-
Dpp shibire-rescue experiments at 32°C normalized
to the respective averages at 32°C in GFP-Dpp (wild-
type control). Error bars, SEM. Asterisks, statistically
significant differences between shibire rescue and
wild-type at 32°C (double-sided P < 0.05). (D) GFP-
Dpp shibire rescue at 25°C (black) and 32°C (red). (E)
Average D, k, y, and n from eight GFP-Dpp shibire-
rescue experiments at 32°C normalized to the
respective average in GFP-Dpp shibire rescue at
25°C. Asterisks, statistically significant differences.
(F to M) FRAP time-lapse images of GFP-Dpp shibire rescue at 34°C as in Fig. 1, D to K.
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• Dpp::GFP forms an exponential gradient from its source

Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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Amplitude
The maximum concentration of 
a protein in the target region. 
In the case of Decapentaplegic 
(DPP), amplitude refers to the 
concentration at the DPP 
source boundary. Its value 
depends on DPP production 
and degradation rates,  
as well as on the number  
of DPP-producing cells  
(the source width) and on  
the rate of diffusion.

Decay length
A measure for the spatial range 
of a protein gradient (how far  
it reaches into the tissue):  
the position at which the 
concentration of the protein is 
a fixed fraction of its amplitude 
(C0/e; in which e is Euler’s 
number). Its value depends on 
how fast the molecules diffuse 
and are degraded (less 
degradation equals a higher 
decay length).

Gradient scaling
If the gradient expands at  
the same rate as the tissue,  
it scales with tissue size; the 
decay length of the gradient  
is proportional to the width  
of the tissue.

are in the tissue, divide at roughly the same rate17,18,24 ,25 . 
In other words, all cells contribute approximately equally 
to the tissue: tissue proportions scale. This means that 
the position of cell clones relative to the width of the tis-
sue remains approximately constant during development 
(FIG. 2a). Similar observations have been made in other 
morphogenetic growth systems, such as the vertebrate 
limbs or the embryonic spinal chord (BOX 1). Below, we 
discuss how the DPP concentration gradient changes 
during wing disc growth.

DPP gradient scaling during wing disc growth. DPP is 
expressed in a central stripe of cells (the DPP source) 
and spreads in the tissue, forming a concentration gradi-
ent6,7 ,26 (FIG. 1a). The DPP gradient can be characterized 
by its amplitude (C0) and its decay length (λ)27  (FIG. 1b). 
Quantification of the amplitude and decay length of 
the DPP gradient in the posterior compartment of the 
wing disc showed that the DPP gradient expands during 
disc growth24  (FIG. 2a,b). In particular, the decay length 
is proportional to the width of the compartment — the 
gradient scales (FIG. 2c,d). Gradient scaling means that, as 
the tissue grows, the range of the gradient grows propor-
tionately. Therefore, when the relative gradient profiles 
are normalized to tissue size, gradients from all stages of 
development have the same shape24  (FIG. 2c).

An important implication of this invariant rela-
tive concentration profile is that, during development, 
a particular relative position in the tissue always has 
the same relative concentration of the morphogen24  
(C/ C0 = constant; FIG. 2c). Because homogeneous growth 
means that cells (and their lineages) do not change their 
relative position during growth (FIG. 2a), gradient scaling 

implies that a particular cell always experiences the 
same relative DPP concentration as the tissue grows24  
(Ccell/C0 = constan t). This means that, for the observed 
increase in the gradient amplitude in the growing tissue 
(FIG. 2b,e), there is a corresponding increase of cellular 
DPP concentration: Ccell and C0 are proportional in all 
cells. In other words, the DPP signalling levels of all cells 
in the tissue increase over time by the same percentage 
as the gradient amplitude (FIG. 2e).

Gradient scaling is not only observed for the 
DPP ligand concentration gradient, but also for the DPP 
signalling gradient24 . The transduction of the signal 
involves successive nonlinear amplifications24. This means 
that the spatial activity pattern of the pathway compo-
nents — for example, phosphorylated MAD, BRK and 
DAD — is different to that of DPP ligand concentration24. 
However, gradient scaling and the increase of the ampli-
tude are also observed for a downstream DPP signalling 
‘readout’ (Dad tanscription)24. This is not trivial, and it will 
be interesting to understand how the wiring of the signal 
transduction network mediates the conservatio n of these 
two properties at the end of the pathway.

Controlling the DPP gradient during wing disc growth. 
Disc growth does not distort the DPP gradient because 
the gradient renews itself faster than the tissue grows24 . 
Gradient scaling is therefore not a direct consequence 
of growth. Instead, scaling is mainly due to a decrease in 
the DPP degradation rate — empirically, when the num-
ber of cells in the tissue doubles, the DPP degradation 
rate halves24 . Both the increase of the gradient amplitude 
C0 and the scaling of the decay length λ can be explained 
as a consequence of this decrease of the DPP degradation 

Figure 1 | The Decapentaplegic gradient. a | The imaginal wing disc of Drosophila melanogaster. The compartment 
boundary (green line), Decapentaplegic (DPP) source and gradient in the tissue (green; here the gradient is only shown  
in the posterior target compartment) are shown. L indicates target tissue width, and x the distance from the source. 
b | Magnified view of cells in the posterior compartment and the DPP gradient (top), with an intensity profile (bottom) as 
a function of the distance from the source; the gradient is characterized by its amplitude (C

0
) and decay length (λ). Note 

that growth is approximately homogeneous: two clones (blue and pink) at different positions in the gradient have grown 
to the same size; however, because the clones are exposed to different DPP concentrations they express different target 
genes (blue and pink). c | The DPP signalling pathway. The transcription factor MAD is phosphorylated and activated 
following binding of DPP to its receptor Thickveins (TKV). MAD can then bind MEDEA and accumulates in the nucleus, 
where it represses the transcription of the repressor brinker (brk). BRK and phosphorylated MAD regulate DPP target 
genes, such as Dad and spalt. Phosphorylated MAD also interacts with the co-transcriptional activator Yorkie to regulate 
the transcription of the growth-promoting microRNA bantam. MAD phosphorylation is negatively regulated by DAD.
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• Dpp controls growth via the Hippo/Yorkie signalling pathway

O. Wartlick et al. F. Jülicher and M. Gonzalez-Gaitan (2011)   
 Nature Reviews Mol. Cell Biol. 12: 594-604

— Dpp Signalling pathway and growth promoting activity

mRNA that blocks apoptosis and 
induces cell proliferation

B. Thompson and S. Cohen . (2006) Cell 126, 767–774 

• Patterning

• Growth

• Morphogen: Organ-size dependent growth inducer
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— Spatial and temporal patterns of growth rate

Supplementary figures 

4 

 

 

Figure S 3. Relative cell position in homogeneously and inhomogeneously growing tissues. A1,B1, Posterior compartment of a wildtype 
(A1) and a C765>Dpp disc (B1), stained for PH3-positive cells (at t=114h); the images here are contrasted to visualize the stained cells. A2, 
B2, PH3-intensity profile of the disc shown in A1 (A2) and B1 (B2) as a function of the normalized position r=x/L. A3, B3, averages of 
several PH3 profiles (n, sample size) from discs at the same stage from wildtype (A3) and C765>Dpp discs (B3). Blue lines, fit to a 
homogenous growth rate value (A3) or an exponential function (B3), respectively. A4-A5, relative positions in wildtype (homogeneous 
growth). Since the proliferation rate g is proportional to the integrated PH3-intensity Itot (see SOM QP4), the profile in A3 shows that the 
proliferation rate is approximately constant in space: cells to the left (l; dashed) and to the right (r; grey) of a cell sitting at the center of the 
tissue (yellow arrow in A3, A4) proliferate with the same rate (gl = gr); therefore they contribute equally to the tissue (A4). As a 
consequence, the relative position of all cells stays constant (A5; different colours=different initial starting positions rcell corresponding to 
different cells). B4-B5, relative positions in C765>Dpp (non-homogeneous growth). Since the growth rate g is proportional to the PH3-
intensity Itot, the profile in B3 shows that proliferation is spatially inhomogeneous in this condition: the proliferation rates of cells to the left 
and the right of a cell sitting at the center of the tissue (yellow arrow) are unequal (gl < gr):  the cells to the right contribute more to the tissue 
than those to the left (B4). As a consequence, the relative position of cells changes over time (B5). 
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rate during development (see Supplementary informa-
tion S1 (table)). A key question, therefore, is how tissu e 
growth causes the decrease of the DPP degradation 
rate. Molecules regulating morphogen degradation and 
thereby expanding a gradient in response to growth 
have been termed expanders28. Below, the mechanisms 
by which an expander might control DPP degradation 
are referred to as scaling mechanisms.

Two types of scaling mechanisms have been proposed 
(FIG. 3). An expander mechanism based on expansion–
repression feedback was originally proposed by Ben-Zvi 
and Barkai28–30. In this model, the expander antagonizes 
DPP degradation. The expander is a long-lived, rapidly 
diffusible molecule, the expression of which is repressed 
above a certain DPP concentration level. When the imagi-
nal disc grows, cellular DPP levels at the edge of the disc 

Box 1 | Tissue growth properties

The wing imaginal disc of 
Drosophila melanogaster 
displays growth properties 
similar to those of many other 
developmental systems. First, 
like in the vertebrate limbs or 
the embryonic spinal chord, 
morphogen gradients seem 
to control growth4,79. Second, 
like in vertebrate systems, the 
growth rate decreases during 
development and is fairly 
homogeneous in space24,80–82 

(some heterogeneities  
are apparent, but they are 
relatively small and confined 
to the boundary regions). 
This was described in the 
classical paper by Hornbruch 
and Wolpert in 1970 (REF. 82), 
as well as more recently with 
quantitative detail by the 
Sharpe group80 (see the 
figure, part a, which shows 
growth in a chick limb bud 
(left) and a mouse limb 
bud (right)). 

However, vertebrate 
limb systems grow as 
mesenchymal masses of cells 
(which are three-dimensional 
(3D)), whereas imaginal discs 
are epithelia (2D sheets); this 
reduces the analysis of their 
growth to a 2D problem. The 
measurement of disc growth 
properties is therefore simple. 
The cell density (ρ) in disc 
epithelia increases slightly 
during development. Because 
the increase in cell density is 
much smaller than the 
increase in cell number (N) 
(threefold versus 1,000-fold24,43), the tissue area (A) is roughly proportional to the number of cells (see the figure, part b); 
cell number = cell density × tissue area (N = ρA) As a result, the average cell doubling time is equal to the area doubling time 
(see the figure, part c). The height of cells along the z axis increases slightly as the cell density increases83,84, so that overall the 
average cell volume is approximately constant (O.W., unpublished observations). Indeed, cell growth and proliferation are 
coordinated in wing disc cells — cells divide when they have doubled their volume85–87. Furthermore, apoptosis levels are low 
and fairly uniform88. Therefore, the average cell growth rate and proliferation rate (g

N
) are roughly the same and correspond to 

the effective tissue growth rate (g
A
). Finally, staining with 5‑bromodeoxyuridine (BrdU) and phosphorylated histone H3 (pH3) 

(used to visualize proliferation and cell division) as well as clonal analyses suggest that growth is fairly homogeneous17–19,24,25,50. 
This implies that all cells have the same growth rate (g

cell
), which is approximately equal to the average tissue growth rate g

A
 

(see the figure, part d) and can therefore be inferred directly from measurements of the disc area. L, tissue width; x, distance 
from the morphogen source. Part a of the figure is modified, with permission, from REFS 80,82.
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rate during development (see Supplementary informa-
tion S1 (table)). A key question, therefore, is how tissu e 
growth causes the decrease of the DPP degradation 
rate. Molecules regulating morphogen degradation and 
thereby expanding a gradient in response to growth 
have been termed expanders28. Below, the mechanisms 
by which an expander might control DPP degradation 
are referred to as scaling mechanisms.

Two types of scaling mechanisms have been proposed 
(FIG. 3). An expander mechanism based on expansion–
repression feedback was originally proposed by Ben-Zvi 
and Barkai28–30. In this model, the expander antagonizes 
DPP degradation. The expander is a long-lived, rapidly 
diffusible molecule, the expression of which is repressed 
above a certain DPP concentration level. When the imagi-
nal disc grows, cellular DPP levels at the edge of the disc 

Box 1 | Tissue growth properties

The wing imaginal disc of 
Drosophila melanogaster 
displays growth properties 
similar to those of many other 
developmental systems. First, 
like in the vertebrate limbs or 
the embryonic spinal chord, 
morphogen gradients seem 
to control growth4,79. Second, 
like in vertebrate systems, the 
growth rate decreases during 
development and is fairly 
homogeneous in space24,80–82 

(some heterogeneities  
are apparent, but they are 
relatively small and confined 
to the boundary regions). 
This was described in the 
classical paper by Hornbruch 
and Wolpert in 1970 (REF. 82), 
as well as more recently with 
quantitative detail by the 
Sharpe group80 (see the 
figure, part a, which shows 
growth in a chick limb bud 
(left) and a mouse limb 
bud (right)). 

However, vertebrate 
limb systems grow as 
mesenchymal masses of cells 
(which are three-dimensional 
(3D)), whereas imaginal discs 
are epithelia (2D sheets); this 
reduces the analysis of their 
growth to a 2D problem. The 
measurement of disc growth 
properties is therefore simple. 
The cell density (ρ) in disc 
epithelia increases slightly 
during development. Because 
the increase in cell density is 
much smaller than the 
increase in cell number (N) 
(threefold versus 1,000-fold24,43), the tissue area (A) is roughly proportional to the number of cells (see the figure, part b); 
cell number = cell density × tissue area (N = ρA) As a result, the average cell doubling time is equal to the area doubling time 
(see the figure, part c). The height of cells along the z axis increases slightly as the cell density increases83,84, so that overall the 
average cell volume is approximately constant (O.W., unpublished observations). Indeed, cell growth and proliferation are 
coordinated in wing disc cells — cells divide when they have doubled their volume85–87. Furthermore, apoptosis levels are low 
and fairly uniform88. Therefore, the average cell growth rate and proliferation rate (g

N
) are roughly the same and correspond to 

the effective tissue growth rate (g
A
). Finally, staining with 5‑bromodeoxyuridine (BrdU) and phosphorylated histone H3 (pH3) 

(used to visualize proliferation and cell division) as well as clonal analyses suggest that growth is fairly homogeneous17–19,24,25,50. 
This implies that all cells have the same growth rate (g

cell
), which is approximately equal to the average tissue growth rate g

A
 

(see the figure, part d) and can therefore be inferred directly from measurements of the disc area. L, tissue width; x, distance 
from the morphogen source. Part a of the figure is modified, with permission, from REFS 80,82.
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rate during development (see Supplementary informa-
tion S1 (table)). A key question, therefore, is how tissu e 
growth causes the decrease of the DPP degradation 
rate. Molecules regulating morphogen degradation and 
thereby expanding a gradient in response to growth 
have been termed expanders28. Below, the mechanisms 
by which an expander might control DPP degradation 
are referred to as scaling mechanisms.

Two types of scaling mechanisms have been proposed 
(FIG. 3). An expander mechanism based on expansion–
repression feedback was originally proposed by Ben-Zvi 
and Barkai28–30. In this model, the expander antagonizes 
DPP degradation. The expander is a long-lived, rapidly 
diffusible molecule, the expression of which is repressed 
above a certain DPP concentration level. When the imagi-
nal disc grows, cellular DPP levels at the edge of the disc 

Box 1 | Tissue growth properties

The wing imaginal disc of 
Drosophila melanogaster 
displays growth properties 
similar to those of many other 
developmental systems. First, 
like in the vertebrate limbs or 
the embryonic spinal chord, 
morphogen gradients seem 
to control growth4,79. Second, 
like in vertebrate systems, the 
growth rate decreases during 
development and is fairly 
homogeneous in space24,80–82 

(some heterogeneities  
are apparent, but they are 
relatively small and confined 
to the boundary regions). 
This was described in the 
classical paper by Hornbruch 
and Wolpert in 1970 (REF. 82), 
as well as more recently with 
quantitative detail by the 
Sharpe group80 (see the 
figure, part a, which shows 
growth in a chick limb bud 
(left) and a mouse limb 
bud (right)). 

However, vertebrate 
limb systems grow as 
mesenchymal masses of cells 
(which are three-dimensional 
(3D)), whereas imaginal discs 
are epithelia (2D sheets); this 
reduces the analysis of their 
growth to a 2D problem. The 
measurement of disc growth 
properties is therefore simple. 
The cell density (ρ) in disc 
epithelia increases slightly 
during development. Because 
the increase in cell density is 
much smaller than the 
increase in cell number (N) 
(threefold versus 1,000-fold24,43), the tissue area (A) is roughly proportional to the number of cells (see the figure, part b); 
cell number = cell density × tissue area (N = ρA) As a result, the average cell doubling time is equal to the area doubling time 
(see the figure, part c). The height of cells along the z axis increases slightly as the cell density increases83,84, so that overall the 
average cell volume is approximately constant (O.W., unpublished observations). Indeed, cell growth and proliferation are 
coordinated in wing disc cells — cells divide when they have doubled their volume85–87. Furthermore, apoptosis levels are low 
and fairly uniform88. Therefore, the average cell growth rate and proliferation rate (g

N
) are roughly the same and correspond to 

the effective tissue growth rate (g
A
). Finally, staining with 5‑bromodeoxyuridine (BrdU) and phosphorylated histone H3 (pH3) 

(used to visualize proliferation and cell division) as well as clonal analyses suggest that growth is fairly homogeneous17–19,24,25,50. 
This implies that all cells have the same growth rate (g

cell
), which is approximately equal to the average tissue growth rate g

A
 

(see the figure, part d) and can therefore be inferred directly from measurements of the disc area. L, tissue width; x, distance 
from the morphogen source. Part a of the figure is modified, with permission, from REFS 80,82.
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Position along axis 

Fig. 3. The axial distribution of mitotic index at different. stages. The 
upper drawings give the outline of the limb at the HJ:propriatc stages. 

evenly tlistributed, though occasionally a patch of high 
mitotic index, apparently associated with synchrony of 
division, was seen at. tho tip of the apical ridge. 

The orient.ation of mitoses within the mesenchyme was 
examined at stages 20 and 24 to look for a preferred plane 
of cleavage. Tho scoring of the planes is difficult and, 
apart from a suggestion that there are fewer divisions in 
the direction of the long axis, no differences could be 
claimed. 

The results can be summarized by saying that t.he fall 
in mitotic index, as the bud grows, occurs more rapidly 
in the proximal region after stage 24, so that a proximo-
distal increase in mitotic index becomes established. 
Because there is considerable limb bud elongation before 
stage 24 a gradient in cell division is unlikely to be im-
portant in providing a mechanism, although it may have 
a role in later stages. We would suggest instead that tho 
gradient in cell divisions from stage 24 onwards is related 
to tho regional differences in the limb as can be seen from 
Fig. 1. Tho presumptive humerus region is much longer 
than the presumptive radius and ulna and the presumptive 
wrist and hand, although by stage 30 the latter are equal 
in length or even longer than the humerus. This requires 
that they grow faster. It is of interest that the time of 
appearance of the gradient iR approximately that at which 
det,enninat,ion of the regions along tho proximo-distal 
axis becomes fixed and at which one would expect them 
to display different properties. The absence of a gradient 
in cell division before stage 20 implies that cells are 
probably changing their presumptive fate in this period 
and behave according to their positional information•. 
ln considering limb bud elongation one should distinguish 
between tho forces producing the outgrowth and those 
factors determining its form. Tho forces involved are 
unknown but may be provided both by tho increasing 
cell volume and the secretion of intercellular matrix. Tho 
laLter seems particularly likely when, after stage 26 
following condensation, tho chondroblasts are forced apart 
by tho secretion of matrix. The direction of separation is 
mainly along t.he long axis and this could contribute to 
limb elongation. As regards the overall form of tho limb, 
particularly at earlier stages, we would suggest that it, iA 
determined by the ectodermal sheet, whoso form is in 
turn det,ermined by the nature of its intercellular contacts. 
Our work on sea urchin morphogenesis has suggested that 
the form of ectodermal sheets may be related to the degree 

NATURE VOL. 226 MAY 23 1970 

of contact between the cells3• More specifically, a large 
degree of contact was always associated with an increased 
curvature of the sheet. A similar situation seems to occur 
in the limb bud, the apical ridge being the region of 
increas0d cellular contact and increased curvature. 
Electron microscopy of limb buds confirms the idea 
the form is determined by the ectoderm, for it appears 
as a discrete structural layer in contrast to the rather 
spongy mesenchyme. 

Finally, it is necessary to consider the factors involved 
in the reduction of the initially very high mitotic index. 
It will be important to know whether this is part of a 
temporal programme of the limb bud cells or is determined 
by the cells' positional information and tho measurement 
of limb bud length. 

This work is supported by the Nuffield Foundation. 
'Ve thank Mr P. Gould and Dr D. Gingell for their com-
ments. 
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Viral Components in the Genetic 
Background 1 
EXTRACHHOMOSOMAL hereditary elements may be very 
much more important than present genetic convention 
supposes, and Grunobcrg's1 hypothesis that extranuclear. 
entities are responsible for differentiation in skeletal 
patterns between sublines of mice is intriguing. But the 
rejection of the alternative view that changes in nuclear 
genes are responsible for this effect is supported by an 
argument that is not wholly convincing. 

The crucial difficulty in explaining this differentiation. 
by mutation of nuclear genes is that a mutation rate per 
gamete of 10-2 is inferred from data on skeletal variants 
and is incompatible with rates of mutation of the order 
of 10-6 observed by Russell and others. We should note, 
however, that Russell's data are for specific loci while 
Gruneberg's data are for skeletal characters. Some, 
perhaps all, of these rna.y be regarded as quant.itativo or 
quasi-quantitative, and we may therefore ask how many 
loci may be involved in determining such and 
what, estimates of mutation rates arc available for snch loci. 

As far as I am aware, no systematic attempt has been 
made to determine directly, by genetic analysis, the 
number of loci (polygenes) governing a quantitative 
character, although Thoday2 has shown that they can be 
characterized and mapped with suitablE' methods. Davies3 

has mapped loci influencing sternoploural chaeta number 
in a series of lines of Drosophila melanogaster in whiob 
seloction on this character had taken place. His finding' 
indicate that at least sixteen loci must be concerned with 
this chametor, and if other work is taken into consider-

Hornbruch, A. & Wolpert, L. Cell division in the early growth and 
morphogenesis of the chick limb. Nature 226, 764–766 (1970). 

time

Chick limb bud

Boehm, B. et al. and J. Sharpe PLoS Biol. 8, e1000420 (2010). 

• Growth rate decays over time and spatial heterogeneities are limited

O. Wartlick et al. F. Jülicher and M. Gonzalez-Gaitan (2011)  
Science 331:: 1154; doi: 10.1126/science.1200037 

Space Time

• Morphogen: Organ-size dependent growth inducer

30



Thomas LECUIT   2019-2020

— How can a gradient of a growth factor induce uniform growth? « instructive model »

D. Rogulja & K. Irvine. (2005) Cell, Vol. 123, 449–461 

• Morphogen: Organ-size dependent growth inducer

31

Advanced Review wires.wiley.com/devbio

Absolute concentration (Ccell)

Spatial differences (C´cell )

G
ro

w
th

 ra
te

Homogeneous
growth

1

Cn

Cn
∆Cn∆Cn ∆Cn

∆x
C´cell

C´cell

Ccell
Const Const~~ ~~ . ~~

Absolute concentration (Ccell)
+ mechanical forces

D
pp

 c
on

ce
nt

ra
tio

n
D

pp
 c

on
ce

nt
ra

tio
n

C
ell

elongation

D
pp

 c
on

ce
nt

ra
tio

n

G
ro

w
th

 ra
te

G
ro

w
th

 ra
te

C
ce

ll

No
homogeneous
growth

(a)

(c) (d)

(b)

Homogeneous
growth

Mechanical stress

x x

x x xx

x

C
´ ce

ll

x

G
ro

w
th

 ra
te

No
homogeneous
growth

x x x

x

C
ce

ll

∆Cn

∆x

C
´ ce

ll

C
ce

ll

≠

Relative spatial differences C´cell
Ccell

( )

FIGURE 4 | Growth rules. (a) Absolute concentration model: the absolute concentration is not homogeneous in space thus cannot yield
homogeneous growth. (b) In combination with the effect of the mechanical stress on growth, the absolute concentration model can explain
homogeneous growth. (c) Spatial differences model. Spatial differences are not homogeneous in space and cannot explain homogeneous growth.
(d) Relative spatial differences are spatially uniform and can explain homogeneous growth.

on the absolute levels of Dpp signaling propose that
growth target genes can be activated in response to
the concentration of Dpp (see Figure 4(a)).

The caveat of such models is that Dpp signaling
is graded in space, but growth is homogeneous.20,74
To address this problem, it has been proposed that
there may indeed exist a mechanical compensation of
the heterogeneous Dpp signal: Dpp signaling would
cause higher proliferation where Dpp concentration
is higher (in the center, close to the source), but,
opposing this, cells in the periphery of the gradient
(lateral cells) may tend to have a higher level of
proliferation, because they are exposed to stretch,
whereas the central cells may be inhibited in their
proliferation, because they are under compression21–23

(see Figure 4(b)). Stretching and compression would
influence mechanosensitive cells and might be trans-
duced into proliferation through the Hippo pathway,
which itself is sensitive to tissue mechanics85–87
and has been shown to be implicated in growth
control.86–88 Peripheral stretch and medial compres-
sion would be Dpp-independent and would arise as
result of the mechanical properties of a proliferating
epithelium.

Higher levels of Dpp in the center increase
the proliferation rate in cells which otherwise show
compression-dependent lower proliferation rate.
Mechanics and Dpp signaling would compensate
each other and generate a homogeneous landscape of
proliferation rates.21–23
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• Hypothesis: Combined effect of [concentration] and mechanical forces
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Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Germany. 2Department of Biochemistry and Department
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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FIGURE 4 | Growth rules. (a) Absolute concentration model: the absolute concentration is not homogeneous in space thus cannot yield
homogeneous growth. (b) In combination with the effect of the mechanical stress on growth, the absolute concentration model can explain
homogeneous growth. (c) Spatial differences model. Spatial differences are not homogeneous in space and cannot explain homogeneous growth.
(d) Relative spatial differences are spatially uniform and can explain homogeneous growth.

on the absolute levels of Dpp signaling propose that
growth target genes can be activated in response to
the concentration of Dpp (see Figure 4(a)).

The caveat of such models is that Dpp signaling
is graded in space, but growth is homogeneous.20,74
To address this problem, it has been proposed that
there may indeed exist a mechanical compensation of
the heterogeneous Dpp signal: Dpp signaling would
cause higher proliferation where Dpp concentration
is higher (in the center, close to the source), but,
opposing this, cells in the periphery of the gradient
(lateral cells) may tend to have a higher level of
proliferation, because they are exposed to stretch,
whereas the central cells may be inhibited in their
proliferation, because they are under compression21–23

(see Figure 4(b)). Stretching and compression would
influence mechanosensitive cells and might be trans-
duced into proliferation through the Hippo pathway,
which itself is sensitive to tissue mechanics85–87
and has been shown to be implicated in growth
control.86–88 Peripheral stretch and medial compres-
sion would be Dpp-independent and would arise as
result of the mechanical properties of a proliferating
epithelium.

Higher levels of Dpp in the center increase
the proliferation rate in cells which otherwise show
compression-dependent lower proliferation rate.
Mechanics and Dpp signaling would compensate
each other and generate a homogeneous landscape of
proliferation rates.21–23
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• The relative (ie. normalised) spatial difference in [concentration] is spatially uniform with 
an exponential gradient

• C’/C = cte

Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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In fact, area growth does not seem to be constrained by 
the increase in cell compression: the tissue area increases 
substantially even late in development, when the cell 
density no longer changes24,43, indicating that mechani-
cal stress levels in the disc may not directly control or 
significantly limit cell growth rates.

Furthermore, some assumptions made by mechani-
cal growth models do not seem to apply to the wing 
imaginal disc. First, data suggest that Wingless does not 
control growth in the wing disc44,45, so the growth factor 
(DPP) is produced by a line source rather than a point 
source. A line source causes different stress and pro-
liferation patterns than a point source because there is 
no longer a peripheral ring of stretched, proliferating 
cells that compresses the cells in the central growth fac-
tor region. As a result, proliferation would (probably) 
not be uniform.

Another assumption in the original model was that 
the growth factor gradient does not scale21,22. For a scal-
ing gradient such as DPP, the central growth factor 
region would simply expand as the tissue grows. As a 
consequence, cells would not move out of this zone into 
the periphery, there would be no compression of cells 
in the central region, and growth would not stop.

A mechanical model based on modified assumptions 
might still provide an explanation for the growth prop-
erties of the wing imaginal disc. However, the specific 
form of such a modified model is currently unclear. In 
any case, a systematic experimental analysis of stress 
distributions in the disc at different times of develop-
ment is needed to get a clearer picture of the possible 
role of mechanical stresses as regulators of proliferation.

Growth control by complementary inhibition. Another 
permissive growth model proposed that DPP allows 
growth by suppressing BRK, an integral component of 
the DPP pathway (FIG. 4b). BRK is a repressor of DPP 
target genes and is repressed by DPP signalling; it is 
therefore expressed as an ‘anti-gradient’ (REFS 12,13,15) 
(FIG. 1c). The proposal for a permissive role of DPP in 
growth through the repression of BRK was based on 
the observation that, although tkv-mutant or Mad -
mutant cells do not grow, cells mutated for both TKV 
and BRK or for both MAD and BRK do grow12–14. Thus, 
high level s of BRK inhibit growth, and mutation of 
BRK rescues the growth of cells lacking DPP signalling 
upstream of BRK (FIG. 1c). Therefore, BRK plays a major 
part in DPP signal transduction and the downstream 
regulatio n of growth.

Consistent with these observations, wing discs in 
which BRK is ubiquitously expressed do not grow, brk-
mutant discs overgrow in lateral regions (where BRK is 
normally expressed) and, strikingly, wing discs that are 
deficient in both DPP and BRK have a growth pheno-
type similar to brk mutants25. Because BRK acts as a 
repressor in the DPP pathway, the output of the pathway 
manifested in target gene expression was assumed to 
be maximal in brk-mutant cells4,25,46. As a result, DPP 
signalling levels were assumed to be spatially uniform 
in a brk-mutant disc4,25,46. Thus, the observation that in 
brk-mutant discs cells in lateral regions proliferate more 
than cells in the centre (although they are supposedly 
experiencing the same DPP signalling levels) implied 
that growth in central and lateral regions of the disc had 
to be regulated independently and that the growth role 
of DPP in the centre is just permissive: the gradient is 
irrelevant for growth in the centre25.

Figure 4 | Models for growth control by morphogen gradients. a | Mechanical  
stress model: the proliferation of cells in the central region in response to a morphogen 
(green) stretches the cells in the periphery, causing them to divide (low stress; yellow). 
The proliferation of cells in the periphery compresses the cells in the centre, inhibiting 
their growth. Growth factors (morphogens) and low stress (stretching) stimulate 
division, whereas compression inhibits growth. This model assumes that gradient 
scaling does not occur, and the shape of the gradient is irrelevant. b | Complementary 
inhibitor model. In this model, the gradient is irrelevant. Decapentaplegic (DPP) allows 
growth by repressing Brinker (BRK) in the central region of the disc; in addition, Fat 
activity controls growth in a similar manner at the edge of the disc. The spatial profile 
of the Fat activity gradient (top) has not been measured directly but is inferred from the 
growth phenotype of fat mutants (bottom). This model requires that the DPP and Fat 
activity gradients are established in an independent manner. x indicates distance from 
the morphogen source. c | Spatial model. The relative slope of an exponential 
morphogen concentration gradient could control cell division (top). For a scaling 
gradient, the relative slope decreases as the tissue grows, consistent with decreasing 
growth rates; disc cells (bottom) can sense relative spatial differences in DPP (green) 
(and probably other factors) through the non-conventional myosin Dachs (yellow). 
Large spatial differences in DPP levels lead to cell division. By contrast, cell division 
would not occur when the DPP concentration gradient is uniform. d | Temporal model. 
Growth is controlled by a percentage increase in morphogen concentration (of 
α = 50%) over time (morphogen concentration is illustrated by the number of dots in 
each cell). The time it takes to reach a 50% increase in concentration is equal to the cell 
cycle length and is longer at late stages of development because the increase in 
concentration becomes smaller as the tissue grows. 
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• Spatial model: slope of the gradient

—Requires gradient scaling so the gradient covers the whole field
—Scalar gradient causes vectorial/nematic gradient: 
   eg. Planar polarity and connection to growth
— A local discontinuity in Dpp signalling induces growth
—Growth is blocked if Dpp is uniform at all time

O. Wartlick et al. F. Jülicher and M. Gonzalez-Gaitan (2011)   
 Nature Reviews Mol. Cell Biol. 12: 594-604

mutants can be partially rescued byWarts overexpression (Feng
and Irvine, 2007). Warts is a kinase, and activated Warts phos-
phorylates and thereby inactivates a transcriptional coactivator

protein, Yorkie (Yki) (Huang et al., 2005). yki is genetically re-
quired for the influence of fat on growth (Bennett and Harvey,
2006; Silva et al., 2006; Willecke et al., 2006), and the subcellular
localization of Yki is influenced by upstream pathway compo-
nents, including fat and warts (Dong et al., 2007; Oh and Irvine,
2008). The basic outlines of Fat/Hippo signaling have been
worked out in Drosophila, but homologous genes have been
identified in mammals, and, at least for the Hippo branch of
this signaling network, an analogousmammalian tumor suppres-
sor pathway exists and influences growth (Dong et al., 2007;
Zhao et al., 2007).
The influence of Fat on downstream gene expression and

growth is absolutely dependent upon the unconventional myosin
Dachs, as dachs mutation completely suppresses the fat tumor
suppressor phenotype (Cho and Irvine, 2004; Feng and Irvine,
2007; Mao et al., 2006). Dachs protein can localize to the plasma
membrane, but this membrane localization is inhibited by Fat
(Mao et al., 2006). In addition to their influence on growth, fat,
fj, and ds also affect planar cell polarity (PCP) (Casal et al.,
2002; Strutt and Strutt, 2002; Yang et al., 2002). Interestingly,
the localization of Dachs on the membrane is normally polarized,
such that Dachs preferentially localizes to the distal sides of
cells. This polarized localization is influenced by fat, fj, and ds
(Mao et al., 2006), and it currently constitutes the most immedi-
ate known response to Fat activity.
Wehave assessed the contribution of Fat signaling toDpp-reg-

ulated growth by examining the influence of Dpp signaling on
both regulators and readouts of Fat signaling, including fj and
ds expression; Dachs and Yki localization; and transcriptional
targets of the Fat/Hippo signaling network. We have also used
dachsmutants to examine genetically the contribution of Fat sig-
naling to the influence of Dpp signaling on wing growth, cell pro-
liferation, and gene expression. And, we have examined the influ-
ence of fj and ds expression patterns on cell proliferation and Fat
signaling in thewing. Our results establish thatmorphogen gradi-
ents influence growth in part via the Fat signaling pathway, and
they emphasize that Fat signaling is modulated by juxtaposition
of cells that express different levels of Fat pathway regulators.
Finally, we propose a model to explain how the graded expres-
sion of Fj and Ds could influence Fat/Hippo signaling.

RESULTS

Dpp Signaling Influences the Expression
and Localization of Fat Pathway Components
To characterize the potential relationship between Dpp signaling
and Fat signaling, we examined the consequences of manipula-
tions of Dpp pathway activity on the expression and localization
of Fat pathway components. The most immediate known re-
sponse to Fat signaling is the localization of Dachs at the mem-
brane, which can be visualized by using an epitope-tagged pro-
tein, Dachs:V5 (Mao et al., 2006). When expressed in clones of
cells, a polarized localization of Dachs within cells is evidenced
by the preferential accumulation of Dachs:V5 at the membrane
on one side of a clone and not the other. Genetic experiments
confirm that Dachs polarization is completely dependent upon
fat (Figure 1B). We have previously noted that, in the wing disc,
Dachs preferentially accumulates on the distal sides of cells
(Mao et al., 2006). We have since extended these observations

Figure 1. Polarization of Dachs Localization in the Wing
(A) Schematic of a portion of thewing imaginal disc. The approximate locations

of Wg-expressing cells along the D-V boundary (red) and Dpp-expressing cells

along the A-P boundary (yellow) are shown. The region illustrated here as distal

(green) corresponds to Vestigial-expressing cells, which give rise to the wing

blade.

(B–D) Portions of wing imaginal discs with clones of cells expressing Dachs:V5

(red). (B) In a clone of cells mutant for fat8 and expressing Dachs:V5, Dachs is

on themembrane all around the clone circumference. (C and D) Two examples

of wild-type discs with many small Dachs:V5-expressing clones are shown;

the D-V boundary and the wing pouch are demarcated by wg-lacZ[ro216] ex-

pression (green). Arrows indicate the vectors of Dachs polarization for selected

clones. (C-1), (C-2), (D-1), and (D-2) show close-ups of the boxed regions; box

1 shows clones near the D-V boundary but far from the A-P boundary, and box

2 shows clones near the A-P boundary but far from the D-V boundary.
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— How can a gradient of a growth factor induce uniform growth?
C’/C = cte

Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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In fact, area growth does not seem to be constrained by 
the increase in cell compression: the tissue area increases 
substantially even late in development, when the cell 
density no longer changes24,43, indicating that mechani-
cal stress levels in the disc may not directly control or 
significantly limit cell growth rates.

Furthermore, some assumptions made by mechani-
cal growth models do not seem to apply to the wing 
imaginal disc. First, data suggest that Wingless does not 
control growth in the wing disc44,45, so the growth factor 
(DPP) is produced by a line source rather than a point 
source. A line source causes different stress and pro-
liferation patterns than a point source because there is 
no longer a peripheral ring of stretched, proliferating 
cells that compresses the cells in the central growth fac-
tor region. As a result, proliferation would (probably) 
not be uniform.

Another assumption in the original model was that 
the growth factor gradient does not scale21,22. For a scal-
ing gradient such as DPP, the central growth factor 
region would simply expand as the tissue grows. As a 
consequence, cells would not move out of this zone into 
the periphery, there would be no compression of cells 
in the central region, and growth would not stop.

A mechanical model based on modified assumptions 
might still provide an explanation for the growth prop-
erties of the wing imaginal disc. However, the specific 
form of such a modified model is currently unclear. In 
any case, a systematic experimental analysis of stress 
distributions in the disc at different times of develop-
ment is needed to get a clearer picture of the possible 
role of mechanical stresses as regulators of proliferation.

Growth control by complementary inhibition. Another 
permissive growth model proposed that DPP allows 
growth by suppressing BRK, an integral component of 
the DPP pathway (FIG. 4b). BRK is a repressor of DPP 
target genes and is repressed by DPP signalling; it is 
therefore expressed as an ‘anti-gradient’ (REFS 12,13,15) 
(FIG. 1c). The proposal for a permissive role of DPP in 
growth through the repression of BRK was based on 
the observation that, although tkv-mutant or Mad -
mutant cells do not grow, cells mutated for both TKV 
and BRK or for both MAD and BRK do grow12–14. Thus, 
high level s of BRK inhibit growth, and mutation of 
BRK rescues the growth of cells lacking DPP signalling 
upstream of BRK (FIG. 1c). Therefore, BRK plays a major 
part in DPP signal transduction and the downstream 
regulatio n of growth.

Consistent with these observations, wing discs in 
which BRK is ubiquitously expressed do not grow, brk-
mutant discs overgrow in lateral regions (where BRK is 
normally expressed) and, strikingly, wing discs that are 
deficient in both DPP and BRK have a growth pheno-
type similar to brk mutants25. Because BRK acts as a 
repressor in the DPP pathway, the output of the pathway 
manifested in target gene expression was assumed to 
be maximal in brk-mutant cells4,25,46. As a result, DPP 
signalling levels were assumed to be spatially uniform 
in a brk-mutant disc4,25,46. Thus, the observation that in 
brk-mutant discs cells in lateral regions proliferate more 
than cells in the centre (although they are supposedly 
experiencing the same DPP signalling levels) implied 
that growth in central and lateral regions of the disc had 
to be regulated independently and that the growth role 
of DPP in the centre is just permissive: the gradient is 
irrelevant for growth in the centre25.

Figure 4 | Models for growth control by morphogen gradients. a | Mechanical  
stress model: the proliferation of cells in the central region in response to a morphogen 
(green) stretches the cells in the periphery, causing them to divide (low stress; yellow). 
The proliferation of cells in the periphery compresses the cells in the centre, inhibiting 
their growth. Growth factors (morphogens) and low stress (stretching) stimulate 
division, whereas compression inhibits growth. This model assumes that gradient 
scaling does not occur, and the shape of the gradient is irrelevant. b | Complementary 
inhibitor model. In this model, the gradient is irrelevant. Decapentaplegic (DPP) allows 
growth by repressing Brinker (BRK) in the central region of the disc; in addition, Fat 
activity controls growth in a similar manner at the edge of the disc. The spatial profile 
of the Fat activity gradient (top) has not been measured directly but is inferred from the 
growth phenotype of fat mutants (bottom). This model requires that the DPP and Fat 
activity gradients are established in an independent manner. x indicates distance from 
the morphogen source. c | Spatial model. The relative slope of an exponential 
morphogen concentration gradient could control cell division (top). For a scaling 
gradient, the relative slope decreases as the tissue grows, consistent with decreasing 
growth rates; disc cells (bottom) can sense relative spatial differences in DPP (green) 
(and probably other factors) through the non-conventional myosin Dachs (yellow). 
Large spatial differences in DPP levels lead to cell division. By contrast, cell division 
would not occur when the DPP concentration gradient is uniform. d | Temporal model. 
Growth is controlled by a percentage increase in morphogen concentration (of 
α = 50%) over time (morphogen concentration is illustrated by the number of dots in 
each cell). The time it takes to reach a 50% increase in concentration is equal to the cell 
cycle length and is longer at late stages of development because the increase in 
concentration becomes smaller as the tissue grows. 
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• Spatial model: slope of the gradient

— How can a gradient of a growth factor induce uniform growth?
C’/C = cte

Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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—Requires gradient scaling so the gradient covers the whole field
—Scalar gradient causes vectorial/nematic gradient: 
   eg. Planar polarity and connection to growth
— A local discontinuity in Dpp signalling induces intercalary growth
—Growth is blocked if Dpp is uniform at all time

D. Rogulja & K. Irvine. (2005) Cell, Vol. 123, 449–461 

Cell
452

Figure 3. Clonal Induction of TKVQ-D Expression Induces Autonomous and Nonautonomous Cell Proliferation

All panels show wing imaginal discs containing Gal4:PR-expressing clones marked by expression of GFP (green) and grown for the indicated
number of hours on media containing 20 !g/ml RU486 and labeled and stained for BrdU (red) or pH-H3 (magenta). Panels marked (#) show
single channels of the stain to the left. For ease of comparison, the locations of selected clones are outlined by dashes. Because the nuclei
are not all in the same focal plane, in this and other figures, we combined staining in different focal planes by maximum projection through
confocal sections. In cases where the cells are not vertical, this can create an artifactual “spread” of the clone edges, in which case clone
borders were drawn with reference to single optical sections.
(A–G and K) Clones in animals with AyGal4:PR UAS-tkvQ253D UAS-p35 UAS-GFP transgenes at the indicated times after transfer to RU486
media. In terms of the range of nonautonomous responses to TKVQ-D, the clone in (D) exemplifies the most extreme effects observed, the
right clone in (E) exemplifies a mild effect, and the left clone in (E) is without evident effect.
(H–J and L) Clones in animals with AyGal4:PR and UAS-tkvQ253D UAS-GFP (H), UAS-tkvDEQ199D UAS-GFP (I), or UAS-p35 UAS-GFP (J and L)
transgenes, grown for 18 or 15 hr after transfer to RU486 media.

Tkv253QD: constitutive activation of Dpp signalling
causes non autonomous cell proliferation (BrdU)

• Morphogen: Organ-size dependent growth inducer

34 [see also: A. C. Garcia-Bellido.  and A. Garcia-Bellido. Int. J. Dev. Biol. 42: 353-362 (1998) ]
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In fact, area growth does not seem to be constrained by 
the increase in cell compression: the tissue area increases 
substantially even late in development, when the cell 
density no longer changes24,43, indicating that mechani-
cal stress levels in the disc may not directly control or 
significantly limit cell growth rates.

Furthermore, some assumptions made by mechani-
cal growth models do not seem to apply to the wing 
imaginal disc. First, data suggest that Wingless does not 
control growth in the wing disc44,45, so the growth factor 
(DPP) is produced by a line source rather than a point 
source. A line source causes different stress and pro-
liferation patterns than a point source because there is 
no longer a peripheral ring of stretched, proliferating 
cells that compresses the cells in the central growth fac-
tor region. As a result, proliferation would (probably) 
not be uniform.

Another assumption in the original model was that 
the growth factor gradient does not scale21,22. For a scal-
ing gradient such as DPP, the central growth factor 
region would simply expand as the tissue grows. As a 
consequence, cells would not move out of this zone into 
the periphery, there would be no compression of cells 
in the central region, and growth would not stop.

A mechanical model based on modified assumptions 
might still provide an explanation for the growth prop-
erties of the wing imaginal disc. However, the specific 
form of such a modified model is currently unclear. In 
any case, a systematic experimental analysis of stress 
distributions in the disc at different times of develop-
ment is needed to get a clearer picture of the possible 
role of mechanical stresses as regulators of proliferation.

Growth control by complementary inhibition. Another 
permissive growth model proposed that DPP allows 
growth by suppressing BRK, an integral component of 
the DPP pathway (FIG. 4b). BRK is a repressor of DPP 
target genes and is repressed by DPP signalling; it is 
therefore expressed as an ‘anti-gradient’ (REFS 12,13,15) 
(FIG. 1c). The proposal for a permissive role of DPP in 
growth through the repression of BRK was based on 
the observation that, although tkv-mutant or Mad -
mutant cells do not grow, cells mutated for both TKV 
and BRK or for both MAD and BRK do grow12–14. Thus, 
high level s of BRK inhibit growth, and mutation of 
BRK rescues the growth of cells lacking DPP signalling 
upstream of BRK (FIG. 1c). Therefore, BRK plays a major 
part in DPP signal transduction and the downstream 
regulatio n of growth.

Consistent with these observations, wing discs in 
which BRK is ubiquitously expressed do not grow, brk-
mutant discs overgrow in lateral regions (where BRK is 
normally expressed) and, strikingly, wing discs that are 
deficient in both DPP and BRK have a growth pheno-
type similar to brk mutants25. Because BRK acts as a 
repressor in the DPP pathway, the output of the pathway 
manifested in target gene expression was assumed to 
be maximal in brk-mutant cells4,25,46. As a result, DPP 
signalling levels were assumed to be spatially uniform 
in a brk-mutant disc4,25,46. Thus, the observation that in 
brk-mutant discs cells in lateral regions proliferate more 
than cells in the centre (although they are supposedly 
experiencing the same DPP signalling levels) implied 
that growth in central and lateral regions of the disc had 
to be regulated independently and that the growth role 
of DPP in the centre is just permissive: the gradient is 
irrelevant for growth in the centre25.

Figure 4 | Models for growth control by morphogen gradients. a | Mechanical  
stress model: the proliferation of cells in the central region in response to a morphogen 
(green) stretches the cells in the periphery, causing them to divide (low stress; yellow). 
The proliferation of cells in the periphery compresses the cells in the centre, inhibiting 
their growth. Growth factors (morphogens) and low stress (stretching) stimulate 
division, whereas compression inhibits growth. This model assumes that gradient 
scaling does not occur, and the shape of the gradient is irrelevant. b | Complementary 
inhibitor model. In this model, the gradient is irrelevant. Decapentaplegic (DPP) allows 
growth by repressing Brinker (BRK) in the central region of the disc; in addition, Fat 
activity controls growth in a similar manner at the edge of the disc. The spatial profile 
of the Fat activity gradient (top) has not been measured directly but is inferred from the 
growth phenotype of fat mutants (bottom). This model requires that the DPP and Fat 
activity gradients are established in an independent manner. x indicates distance from 
the morphogen source. c | Spatial model. The relative slope of an exponential 
morphogen concentration gradient could control cell division (top). For a scaling 
gradient, the relative slope decreases as the tissue grows, consistent with decreasing 
growth rates; disc cells (bottom) can sense relative spatial differences in DPP (green) 
(and probably other factors) through the non-conventional myosin Dachs (yellow). 
Large spatial differences in DPP levels lead to cell division. By contrast, cell division 
would not occur when the DPP concentration gradient is uniform. d | Temporal model. 
Growth is controlled by a percentage increase in morphogen concentration (of 
α = 50%) over time (morphogen concentration is illustrated by the number of dots in 
each cell). The time it takes to reach a 50% increase in concentration is equal to the cell 
cycle length and is longer at late stages of development because the increase in 
concentration becomes smaller as the tissue grows. 
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• Spatial model: slope of the gradient

— How can a gradient of a growth factor induce uniform growth?
C’/C = cte

Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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—Requires gradient scaling so the gradient covers the whole field
—Scalar gradient causes vectorial/nematic gradient: 
   eg. Planar polarity and connection to growth
— A local discontinuity in Dpp signalling induces growth
—Growth is blocked if Dpp is uniform at all time

Here, we propose that the Fat signaling pathway is this second
pathway. Taking advantage of two independently regulated
binary expression systems, we are able to show that the Fat
pathway activity is not dependent on graded Dpp levels, and
that both pathways act in a complementary manner on growth,
directing uniform proliferation along the A-P axis of the wing
primordium.

RESULTS

The Proximodistal Expression Gradients of the Fat
Regulators four-jointed and dachsous Are Established
Independently of Graded Dpp Activity
To evaluate the role of the Fat pathway in mediating the growth-
regulatory capacity of the Dpp gradient we first analyzed the
expression of Fat pathway components in discs with uniform
Dpp signaling activity. Two genes, four-jointed (fj), encoding
a Golgi-associated kinase, and dachsous (ds), encoding an
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Figure 1. P-D fj and ds Gradients under
Conditions of Uniform Dpp Signaling
(A and B) Diagrams of wild-type wing imaginal

discs. We defined the A-P axis as a line approxi-

mated to the D-V compartment boundary (dashed

horizontal line), and the D-V axis as a line

approximated to the A-P boundary (dashed

vertical line). In (A) we define the medial (green)

and lateral (blue) regions along the A-P axis of

thewing primordium, and in (B) we define the distal

(orange) and proximal (magenta) regions along the

P-D axis of the wing primordium. The borders

between the medial-lateral and proximal-distal

regions are overlapping and were defined

according to high (lateral) versus low (medial)

levels of brk expression along the A-P axis, and

high ds (proximal) versus high fj (distal) expression

levels along the P-D axis.

(C–F) Immunostainings for ds-lacZ and fj-lacZ

reporters in wild-type (C and D), C765 > dpp (E)

andC765 > dpp;dpp8/dpp12 (F) discs. For verifica-

tion of uniform Dpp signaling in discs expressing

dpp under the C765-Gal4 driver (see Schwank

et al. [2008] and Figure S1).

(G–L) Immunostainings for Ds and Fj in wild-type

(G and H), C765 > dpp;dpp8/dpp12 (I and J) and

brkXA;dpp8/dpp12 (K and L) mutant wing discs.

The intensities are projected as reliefs and are

shown below the corresponding confocal images.

Note that the brkXA mutation is a lac-Z insertion in

the brk locus, thus ds-lacZ and fj-lacZ reporters

could not be used in this genetic background.

atypical cadherin, act genetically up-
stream of fat (Yang et al., 2002). fat
encodes an atypical cadherin that func-
tions as a transmembrane receptor for
the Fat signaling cascade (Brittle et al.,
2010; Cho and Irvine, 2004; Fanto et al.,
2003; Willecke et al., 2006). fj and ds are
expressed in inverse proximodistal (P-D)
gradients in the wing primordium, with fj
levels higher distally and ds levels higher

proximally (for area definition, see Figures 1A and 1B); their
graded expression is essential for the influence of Fat signaling
on growth (Rogulja et al., 2008; Simon et al., 2010; Willecke
et al., 2008).
Based on data resulting from clonal activation of the Dpp

pathway, it was postulated that graded Dpp levels drive growth
via the Fat pathway by influencing the expression of fj and ds
(Rogulja et al., 2008). To test this model in a more direct way,
we examined whether the P-D expression gradients of fj and
ds are altered in discs where Dpp signaling is not graded.
Uniform Dpp signaling was achieved by expressing dpp
under control of a uniformly active Gal4 driver in a wild-type
(C765 > dpp) and in a dpp mutant background (C765 > dpp;
dpp8/dpp12). We verified that Dpp signaling was uniform by
monitoring the phosphorylation of Mad (pMad) and the expres-
sion of the Dpp target gene brinker (brk) (Schwank et al., 2008)
(see Figure S1 available online). Although uniform Dpp signaling
leads to a change in the shape of the wing pouch and thus to
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Here, we propose that the Fat signaling pathway is this second
pathway. Taking advantage of two independently regulated
binary expression systems, we are able to show that the Fat
pathway activity is not dependent on graded Dpp levels, and
that both pathways act in a complementary manner on growth,
directing uniform proliferation along the A-P axis of the wing
primordium.

RESULTS

The Proximodistal Expression Gradients of the Fat
Regulators four-jointed and dachsous Are Established
Independently of Graded Dpp Activity
To evaluate the role of the Fat pathway in mediating the growth-
regulatory capacity of the Dpp gradient we first analyzed the
expression of Fat pathway components in discs with uniform
Dpp signaling activity. Two genes, four-jointed (fj), encoding
a Golgi-associated kinase, and dachsous (ds), encoding an
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Caution: Is Dpp perfectly uniform and is this at all time?

• Morphogen: Organ-size dependent growth inducer
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Amplitude
The maximum concentration of 
a protein in the target region. 
In the case of Decapentaplegic 
(DPP), amplitude refers to the 
concentration at the DPP 
source boundary. Its value 
depends on DPP production 
and degradation rates,  
as well as on the number  
of DPP-producing cells  
(the source width) and on  
the rate of diffusion.

Decay length
A measure for the spatial range 
of a protein gradient (how far  
it reaches into the tissue):  
the position at which the 
concentration of the protein is 
a fixed fraction of its amplitude 
(C0/e; in which e is Euler’s 
number). Its value depends on 
how fast the molecules diffuse 
and are degraded (less 
degradation equals a higher 
decay length).

Gradient scaling
If the gradient expands at  
the same rate as the tissue,  
it scales with tissue size; the 
decay length of the gradient  
is proportional to the width  
of the tissue.

are in the tissue, divide at roughly the same rate17,18,24 ,25 . 
In other words, all cells contribute approximately equally 
to the tissue: tissue proportions scale. This means that 
the position of cell clones relative to the width of the tis-
sue remains approximately constant during development 
(FIG. 2a). Similar observations have been made in other 
morphogenetic growth systems, such as the vertebrate 
limbs or the embryonic spinal chord (BOX 1). Below, we 
discuss how the DPP concentration gradient changes 
during wing disc growth.

DPP gradient scaling during wing disc growth. DPP is 
expressed in a central stripe of cells (the DPP source) 
and spreads in the tissue, forming a concentration gradi-
ent6,7 ,26 (FIG. 1a). The DPP gradient can be characterized 
by its amplitude (C0) and its decay length (λ)27  (FIG. 1b). 
Quantification of the amplitude and decay length of 
the DPP gradient in the posterior compartment of the 
wing disc showed that the DPP gradient expands during 
disc growth24  (FIG. 2a,b). In particular, the decay length 
is proportional to the width of the compartment — the 
gradient scales (FIG. 2c,d). Gradient scaling means that, as 
the tissue grows, the range of the gradient grows propor-
tionately. Therefore, when the relative gradient profiles 
are normalized to tissue size, gradients from all stages of 
development have the same shape24  (FIG. 2c).

An important implication of this invariant rela-
tive concentration profile is that, during development, 
a particular relative position in the tissue always has 
the same relative concentration of the morphogen24  
(C/ C0 = constant; FIG. 2c). Because homogeneous growth 
means that cells (and their lineages) do not change their 
relative position during growth (FIG. 2a), gradient scaling 

implies that a particular cell always experiences the 
same relative DPP concentration as the tissue grows24  
(Ccell/C0 = constan t). This means that, for the observed 
increase in the gradient amplitude in the growing tissue 
(FIG. 2b,e), there is a corresponding increase of cellular 
DPP concentration: Ccell and C0 are proportional in all 
cells. In other words, the DPP signalling levels of all cells 
in the tissue increase over time by the same percentage 
as the gradient amplitude (FIG. 2e).

Gradient scaling is not only observed for the 
DPP ligand concentration gradient, but also for the DPP 
signalling gradient24 . The transduction of the signal 
involves successive nonlinear amplifications24. This means 
that the spatial activity pattern of the pathway compo-
nents — for example, phosphorylated MAD, BRK and 
DAD — is different to that of DPP ligand concentration24. 
However, gradient scaling and the increase of the ampli-
tude are also observed for a downstream DPP signalling 
‘readout’ (Dad tanscription)24. This is not trivial, and it will 
be interesting to understand how the wiring of the signal 
transduction network mediates the conservatio n of these 
two properties at the end of the pathway.

Controlling the DPP gradient during wing disc growth. 
Disc growth does not distort the DPP gradient because 
the gradient renews itself faster than the tissue grows24 . 
Gradient scaling is therefore not a direct consequence 
of growth. Instead, scaling is mainly due to a decrease in 
the DPP degradation rate — empirically, when the num-
ber of cells in the tissue doubles, the DPP degradation 
rate halves24 . Both the increase of the gradient amplitude 
C0 and the scaling of the decay length λ can be explained 
as a consequence of this decrease of the DPP degradation 

Figure 1 | The Decapentaplegic gradient. a | The imaginal wing disc of Drosophila melanogaster. The compartment 
boundary (green line), Decapentaplegic (DPP) source and gradient in the tissue (green; here the gradient is only shown  
in the posterior target compartment) are shown. L indicates target tissue width, and x the distance from the source. 
b | Magnified view of cells in the posterior compartment and the DPP gradient (top), with an intensity profile (bottom) as 
a function of the distance from the source; the gradient is characterized by its amplitude (C

0
) and decay length (λ). Note 

that growth is approximately homogeneous: two clones (blue and pink) at different positions in the gradient have grown 
to the same size; however, because the clones are exposed to different DPP concentrations they express different target 
genes (blue and pink). c | The DPP signalling pathway. The transcription factor MAD is phosphorylated and activated 
following binding of DPP to its receptor Thickveins (TKV). MAD can then bind MEDEA and accumulates in the nucleus, 
where it represses the transcription of the repressor brinker (brk). BRK and phosphorylated MAD regulate DPP target 
genes, such as Dad and spalt. Phosphorylated MAD also interacts with the co-transcriptional activator Yorkie to regulate 
the transcription of the growth-promoting microRNA bantam. MAD phosphorylation is negatively regulated by DAD.
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• Size regulation by the Hippo pathway

—A universal cell and tissue growth promoting pathway
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Figure 1. Loss of hpo Results in Tissue Over-
growth

(A–B) Scanning electron micrographs (SEM)
of a wild-type (A) and a fly head composed
predominantly of hpo cells (B). The genotypes
are (A) y w ey-flp; FRT42D/FRT42D w! l(2)c1-
R11 and (B) y w ey-flp; hpo42–47 FRT42D/
FRT42D w! l(2)c1-R11.
(C) Same as in (B) except that the side view
of the compound eye is shown. Note pres-
ence of folded eye tissues and a general lack
of ommatidia facets.
(D) SEM of a compound eye composed pre-
dominantly of hpo42–20 mutant cells. The eye
is less folded and many ommatidial facets
are discernable. The genotype is y w ey-flp;
hpo42–20 FRT42D/FRT42D w! l(2)c1-R11.
(E) SEM of a Drosophila notum containing an
hpo clone. The mutant clone is outlined by
the dashed line.
(F) A high magnification view of epidermal
cells near the border of an hpo clone on the
notum. The dashed line marks the border be-
tween the wild-type cells and the mutant
clone. The mutant clone is located to the right
of the border.
(G) A Drosophila wing containing an hpo
clone as outlined by the dashed line. Note
the blister-like phenotype in the mutant clone.
(H) A portion of a Drosophila leg containing
hpo mutant clones as outlined by the dashed
lines.
(I) Section through an hpo clone in the adult
eye. The mutant clone is marked by the ab-
sence of pigment. Note the increase in spac-
ing between mutant photoreceptor clusters.
(J–J″) Third instar eye disc was stained with
phalloidin (red), which highlights the outlines
of the cells. hpo" cells were marked by the
lack of GFP signal (green). Three images are
shown, one of GFP (J), one of phalloidin (J#),
and one of superimposed GFP and phalloidin
(J″). Supernumerary interommatidial cells are
present in hpo clones.
(K–K″) and (L–L″): similar to (J–J″) except that
the disc was stained for the neuronal specific
Elav protein (K–K″) or R8 specific Senseless
(Sens) protein (J–J″). Arrowhead marks the MF.

42–47, and 42–48, define a single complementation, normal morphology of the epidermal cells as shown
previously for wts mutant cells (Justice et al., 1995).which was named hippo (hpo) based on the overgrowth

phenotype in mosaic flies. All analyses in this report Among our three hpo alleles, hpo42–47 elicited the most
severe overgrowth, followed by hpo42–48, with hpo42–20were performed using the null allele hpo42–47 (see below)

unless otherwise indicated. Selective removal of hpo being the weakest allele. For example, eyes composed
predominantly of hpo42–20 cells have fewer folded eyefunction in over 90% of the eye disc cells using the

eyeless-FLP technique (Newsome et al., 2000) resulted tissues (Figure 1D), when compared to similar eyes com-
posed of hpo42–47 cells (Figure 1C). The external ommatid-in flies with enlarged, folded eyes and excess head cuti-

cle (Figures 1A–1C). The external ommatidial facets were ial facets are also more evident in eyeless-FLP-hpo42–20

eyes (compare Figures 1D and 1C). The overgrowth phe-frequently lost (Figure 1C). hpo mutant clones induced
in other tissues also resulted in overgrowth (Figures notypes elicited by hpo42–47 are qualitatively similar to

those previously described for mutations of the Dro-1E–1H). In addition, the cuticle secreted by hpo mutant
epidermal cells displays an unusual texture. In hpo mu- sophila tumor suppressor genes sav and wts (Xu et al.,

1995; Justice et al., 1995; Tapon et al., 2002; Kango-tant clones on the notum, the apical surface of the epi-
dermal cells are clearly demarcated such that cell-cell Singh et al., 2002). Overall, the hpo42–47 phenotypes are

more severe than those of null sav alleles but less severeboundaries are visible between adjacent cells, while cell
boundaries are not visible in surrounding wild-type tis- than those of null wts alleles. This is also reflected by the

different degrees of pupal lethality caused by removingsues (Figure 1F). A similar phenotype is seen in hpo
mutant clones on the leg (Figure 1H) and the head cuticle hpo, sav, or wts function in the eye using the eyeless-

FLP technique. While over 90% of eyeless-FLP-hpo42–20(see Figure 8E). This phenotype most likely reflects ab-
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• Identification of Hippo, a Ste20Kinase that represses cell and tissue growth

Yki, Target of the Wts/Lats Tumor Suppressor
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lating NDR kinases. In retrospect, the difficulties in
identifying substrates for NDR kinases might be due to
their substrate specificity in conjunction with a require-
ment for activation by upstream kinases. Another
emerging feature of the NDR kinases concerns their
regulation by the Mob family of small regulatory pro-
teins, which have been found to associate with multiple
NDR family kinases, such as Dbf2, Orb6, Sid2, Cbk1,
NDR1, and NDR2 (Tamaskovic et al., 2003). In Drosoph-
ila, Mats, a Mob family protein, has recently been iden-
tified as a tumor suppressor gene that likely regulates
Wts in the Hpo signaling pathway (Lai et al., 2005).
Thus, regulation by Mob family proteins likely repre-
sents an important and shared feature of modulating
NDR family kinases.

Transcriptional Regulation of diap1 by the Hpo
Signaling Pathway
Previous studies of Hpo signaling suggested two con-
trasting models on how this pathway regulates the cell-
death regulator DIAP1. Using a diap1-lacZ reporter to
follow diap1 transcription, we have observed elevated
diap1 transcription in mutant clones of hpo, sav, or wts
that closely matches the increase in DIAP1 protein
levels. Based on these results, we proposed that the
Hpo pathway negatively regulates diap1 at the level of
transcription (Wu et al., 2003). However, an alternative

Figure 8. A Model of the Hpo Signaling Pathway in the Control of model suggested that Hpo regulates DIAP1 posttran-
Organ Growth scriptionally by directly phosphorylating DIAP1, thus
An unknown signal controls Hpo, which in turn phosphorylates and promoting its degradation (Tapon et al., 2002; Harvey
activates Wts. The activation of Wts by Hpo is potentiated by Sav et al., 2003; Pantalacci et al., 2003). This model was
and Mats, which have been shown to associate with Hpo and Wts, largely based on two lines of evidence, including in siturespectively. The exact mechanism of this potentiation remains to

hybridization showing unchanged diap1 mRNA level inbe determined. The activated Wts kinase phosphorylates and inac-
mutant clones and the ability of Hpo to phosphorylatetivates the transcriptional coactivator Yki, which normally partners

with an unknown DNA binding transcription factor (X) to activate DIAP1 in vitro. We note, however, that in situ hybridiza-
gene transcription. Transcriptional targets of the Yki-X transcription tion used in the latter studies did not involve the mark-
complex include the cell-death inhibitor diap1 and possibly cell- ing of mutant clones and thus may be less definitive
cycle regulators such as cyclin E. There also likely exist target(s) of than the diap1-lacZ reporter. A major drawback of thethe Yki-X complex that regulate cell growth since cell growth must

posttranscriptional model is that it cannot easily ac-be proportionally stimulated to sustain the increased proliferation
count for the involvement of Wts in the Hpo pathway.of hpo, sav, wts, and mats mutant cells. It remains to be determined

how the activity of the Hpo signaling pathway is regulated during A direct link between Hpo and DIAP1 inevitably implies
the growth of imaginal discs. Wts as acting upstream or in parallel with Hpo, which

is contradictory to other studies of the NDR kinases
that generally place them downstream of the Ste20-like
kinases (Wu et al., 2003; Chan et al., 2005; Mah et al.,tent with our previous model implicating Hpo as an acti-

vating kinase of Wts, we show that in S2 cells, the 2001; Verde et al., 1998; Guertin et al., 2000).
If the Hpo signaling pathway regulates diap1 via aphosphorylation of Yki induced by transfected Wts is

dependent on the endogenous Hpo protein (Figure 6E). transcriptional mechanism, then there should exist
transcriptional regulator(s) that control diap1 transcrip-Furthermore, the in vitro kinase activity of Wts toward

Yki is strongly stimulated when Wts is coexpressed tion and whose activity may be regulated by the Hpo
signaling pathway. Furthermore, such transcriptionalwith Hpo-Sav. We suggest that such a relationship be-

tween Hpo and Wts is likely conserved during evo- regulator(s) must account for the mutant phenotypes
resulting from deregulation of the Hpo pathway, suchlution. Indeed, a recent study has demonstrated the

activation of the mammalian Lats1 kinase by the mam- as changes in diap1 transcription and overgrowth. Our
current study demonstrates that Yki represents such amalian Hpo homologs Mst1/Mst2 (Chan et al., 2005).

It is worth noting that several Ste20-like kinases have regulator, thus further supporting our previous model
implicating the Hpo pathway in regulating diap1 tran-been implicated in the activation of NDR kinases. Such

examples include the activation of Wts by Hpo (Wu et scription.
Understanding the molecular mechanisms by whichal., 2003; Chan et al., 2005), the activation of Dbf2 by

Cdc15 (Mah et al., 2001), the regulation of Orb6 by Pak1 the Hpo pathway regulates diap1 transcription will pro-
vide important insights into the developmental coordi-(Verde et al., 1998), and the regulation of Sid2 by Sid1

(Guertin et al., 2000). Thus, activation by Ste20-like ki- nation of tissue growth and apoptosis. Like other co-
activators, Yki presumably functions by interacting withnases might represent a general mechanism for regu-
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Figure 2. Overexpression of yki Drives Overgrowth

(A) Scanning electron micrograph of Drosophila notum showing a large overgrowth (arrow) caused by a yki-overexpressing clone.
(B) A high-magnification view of epidermal cells near the border of a yki-overexpressing clone on the notum. The dashed line marks the
border between the wild-type cells and the mutant clone. The mutant clone is located to the left of the border. Note the honeycomb-like
appearance of the yki-overexpressing cells, which was not seen in the neighboring wild-type epidermal cells.
(C) yki-overexpressing clones result in massive overgrowth of third instar wing discs. The inset at the lower left corner shows a sibling control
wing disc without yki overexpression.
(D and E) Wing imaginal discs containing 48-hr-old control (D) and yki-overexpressing clones (E) generated by flip-out and positively marked
by GFP. Note the difference in the sizes and shapes of the clones.
(F and G) Wing imaginal discs containing 48-hr-old control and wts mutant clones generated by FLP/FRT and marked by the absence of GFP.
Note the difference in the sizes and shapes of the clones.
(H) Flow cytometric analysis. The DNA profiles of control and yki-overexpressing cells are indicated by red and green traces, respectively.
The inset shows forward scattering (FSC), which measures cell size.
(I–I$) Third instar eye disc containing a yki-overexpressing clone (marked positively by GFP) and stained for the neuronal-specific Elav
protein (red). Single-channel and composite images are shown as indicated. Note the presence of Elav-positive photoreceptor clusters in yki-
overexpressing clone (indicated by arrows), as well as increased spacing between photoreceptor clusters in the clone. Arrowhead marks
the MF.
(J–J$) Forty hour pupal eye containing a yki-overexpressing clone (marked positively by GFP) and stained for phalloidin (red), which highlights
the outlines of the cells, and Armadillo (blue), which at this focal plane labels the apical cell surface of photoreceptors. Note the presence of
a normal complement of photoreceptors and supernumerary interommatidial cells in the yki-overexpressing clone (indicated by arrows), as
well as the increased spacing between photoreceptor clusters.

ing ommatidial clusters have the normal complement mation of extra interommatidial cells is most evident in
pupal eye discs, when yki-overexpressing clones con-of photoreceptor cells. The spacing between adjacent

ommatidial clusters is increased due to the presence tain many additional cells between photoreceptor clus-
ters (Figures 2J–2J$). Thus, like loss-of-function of hpo,of extra interommatidial cells (Figures 2I–2I$). The for-
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• Hippo represses the transcription factor Yorkie
• Yorkie promotes growth via expression of Cyclin E and inhibition of apoptosis

K Harvey et al . I. Hariharan. (2003) Cell, Vol. 114, 457–467 

The identification of a single phosphorylation site as the
functional output of the Hippo pathway, and the constitu-
tive active Yki/YAP mutants described in this study, will
greatly facilitate future investigation of this important
size-control pathway in multiple species. For example,
the constitutive active Yki/YAP mutants can be conve-

niently used to modulate the Hippo pathway in animal
models and in genetic epistasis studies to characterize
new components of the pathway; the phospho-Yki/YAP
antibodies should provide a sensitive assay to link a
specific protein to the Hippo pathway. These tools are
especially important for the mammalian system, where

Figure 7. Dysregulation of the Mamma-
lian Hippo Pathway Leads to Tumorigen-
esis In Vivo
(A) Liver from an ApoE/rtTA-YAP mouse raised

on Dox for 8 weeks, starting at 3 weeks after

birth. Note the presence of discrete nodules

scattered throughout the liver (arrowheads).

(B) Liver from an ApoE/rtTA-YAP mouse raised

on Dox for 3 months, starting at birth. Note the

widespread development of HCC throughout

the liver.

(C–E) Histolopathologic examination of murine

liver nodules reveals characteristics of hepato-

cellular carcinoma. Mice were fed Dox-water

as in (A). (C) shows cellular pleiomorphism of

YAP-induced HCC, with a large cell (arrow)

surrounded by smaller cells. (D) shows loss of

cytoplasmic staining (arrows), or the so called

‘‘clear cell change.’’ (E) shows expanded he-

patic plates. A reticulin stain highlights the

edges of the hepatic plates (indicated by paral-

lel lines), which are wider in HCC than the typ-

ical 1 to 2 cells in a nonneoplastic liver.

(F) Survival curves of control (Non-Tg) and

ApoE/rtTA-YAP (Tg) littermates raised on

Dox, starting at 3 or 8 weeks of age as indi-

cated.

(G) Conserved Hippo kinase cascade in Dro-

sophila andmammals. The corresponding pro-

teins in Drosophila and mammals are indicated

by matching colors and shapes. The critical

phosphorylation site on Yki and YAP is also in-

dicated. ‘‘X’’ denotes unknown DNA-binding

protein(s) that partner with Yki or YAP to regu-

late target gene transcription.
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3 months

Hepatocellular carcinoma

• Phosphorylation of Yorkie by the kinase Warts blocks nuclear translocation and Yorkie activity
J. Dong et al. and D. Pan. (2007) Cell 130, 1120–1133 

• Mammalian orthologue YAP and Lats control tissue growth in the liver, and tumorogenesis

5% of the body weight (Michalopoulos and DeFrances,
1997). We generated transgenic mice carrying two cointe-
grated DNA constructs, one with reverse tetracycline
transactivator (rtTA) under the control of the liver-specific
ApoE promoter, and the other with a human YAP cDNA
(hYAP) driven by the minimal CMV promoter and a tetra-
cycline (Tet)-response element (TRE) (Figure 5A). As
expected, these transgenic mice, hereafter referred to as
ApoE/rtTA-YAP, allowed conditional, Tet-dependent ex-
pression of YAP in the mouse liver (Figure 5B). A dose of
0.2 mg/ml doxycycline in drinking water was used
throughout this study.
To test the effect of YAP overexpression on liver size,

control and ApoE/rtTA-YAP littermates were fed Dox-
containing water starting at 3 weeks of age. As shown in
Figures 5C–5E, YAP induction caused massive hepato-
megaly. The increase in liver mass was detectable as early
as 3 days after induction (Figure 5E) and reached 25% of
total body weight after 4 weeks of Dox feeding (Figures 5D
and 5E). Hepatocytes in the transgenic livers were smaller
and more densely packed as compared to the control
livers (Figures 5F and 5G), suggesting that the increase
in liver mass was caused by an increase in cell number
(hyperplasia) as opposed to increased cell size (hyper-

trophy). Consistent with this observation, transgenic
Dox-exposed livers exhibited increased cell proliferation,
as revealed by increased Ki67 expression (Figure 6A)
and BrdU incorporation (Figures 6B and 6C).

The ApoE/rtTA-YAP transgenic mice also allowed us to
investigate whether the YAP-induced increase in organ
size was dependent on continuous YAP expression. We
induced YAP expression for 2 or 8 weeks, at which point
the livers reached approximately 17% or 25% of body
weight, respectively. We then withdrew Dox from the
diet. Remarkably, in both cases, the enlarged liver re-
turned to near normal size 2 weeks after Dox withdrawal
(Figures 5H and 5I), a process that was accompanied by
apoptosis (Figure S7). The reversible control of liver size
by YAP further supports our hypothesis that the Hippo
pathway regulates organ size in mammals.

Coordinate Regulation of Cell Proliferation and
Apoptosis by the Mammalian Hippo Pathway
To investigate the mechanism by which Hippo signaling
regulates mammalian organ size, we used microarrays
to identify YAP-induced genes in murine livers (Table
S1). Selected genes from the microarray analysis were
validated by real-time quantitative PCR analysis

Figure 5. Reversible Control of Mamma-
lian Organ Size by Conditional Activa-
tion/Inactivation of YAP
(A) Schematic of the ApoE/rtTA-YAP mice.

(B) RT-PCR analysis of hYAP transgene ex-

pression in control and transgenic livers in the

absence or presence of Dox for 1 week. Two

mice were used for each genotype/condition.

(C and D) Livers from control (left) and ApoE/

rtTA-YAP (right) mice kept on Dox for 1 (C) or

4 (D) weeks, starting at 3 weeks of age.

(E) The temporal course of YAP-induced hepa-

tomegaly. YAP was induced as in (C) and (D),

and the liver and body weight was measured

at the indicated time. Values represent

mean ± SD (n = 4; ***p < 0.001, t test).

(F and G) Hematoxylin and eosin (H&E) staining

of control (F) and transgenic (G) livers after

4 weeks of Dox exposure. Both images were

taken under the same magnification. Note the

higher cell density in the transgenic liver.

(H and I) Reversal of liver overgrowth by Dox

withdrawal. Three-week-old ApoE/rtTA-YAP

mice were first kept on Dox for 2 (H) or 8 (I)

weeks, followed by withdrawal of Dox from

the drinking water. Values represent mean ±

SD (n = 4).
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• Size regulation by the Hippo pathway

—A universal cell and tissue growth promoting pathway
• The hippo pathway integrates many cellular inputs: 

    — polarity cues: epithelial integrity
    — cell contacts: adhesion molecules

— mechanical stimuli (see cours #5)
— growth factor signalling: TFGß/Dpp and Fat 
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from cancer. It is a multistep process that is thought to 
commonly include an epithelial–mesenchymal transi-
tion (EMT) of cells before dissociation from the primary 
tumour; furthermore, these cells must resist anoikis dur-
ing dissemination and survive transit through the circula-
tion before colonizing a secondary site63. Hippo pathway 
deregulation might conceivably be a powerful promoter 
of metastasis, as YAP overexpression can both promote 
the EMT of cultured cells and also suppress anoikis34. 
Interestingly, a prominent feature that is observed in 
Nf2 +/− mice is the development of osteosarcomas that 
are highly metastatic, despite being histologically well- 
differentiated64 (BOX 1). A role for Hippo pathway deregu-
lation in human cancer metastasis has been suggested in 
both breast cancer and prostate cancer: YAP and TAZ 

activity was increased in high-grade metastatic breast can-
cer specimens compared with low-grade non-metastatic 
breast cancer16, and the expression of the YAP and TAZ 
inhibitors LATS1 and LATS2 was significantly lower 
in metastatic, compared with non-metastatic, prostate 
cancers35. In breast cancer, signal transduction from the 
metastasis suppressor leukaemia inhibitory factor recep-
tor (LIFR) was shown to sequester and inactivate YAP; 
therefore, loss of LIFR expression could be one mecha-
nism that results in YAP or TAZ hyperactivation during 
the metastasis of breast cancers65. Loss of E-cadherin, 
which is intimately linked to EMT, might also cause YAP 
and TAZ derepression in metastatic cells54.

Regeneration. Tissue injury and chronic infection has 
been proposed to drive carcinogenesis, particularly in 
highly regenerative organs such as the liver66. Recent 
studies have identified an important role for the Hippo 
pathway in regenerative growth of D. melanogaster and 
mammalian epithelial tissues67–72. In D. melanogaster, 
YKI activity is hyperactivated in cells immediately 
adjacent to epithelial tissue wounds, suggesting that 
the Hippo pathway is locally repressed to allow the pro-
liferation and repair of such wounds70. Therefore, it is 
possible that YAP and TAZ hyperactivation could be 
a driver of carcinogenesis in chronically regenerating  
tissues, although this awaits formal examination.

Hippo pathway disruption in cancer
The deregulation of the Hippo pathway has been 
reported at a high frequency in a broad range of dif-
ferent human carcinomas, including lung, colorectal, 
ovarian, liver and prostate cancers12,13,45, and it often 
correlates with poor patient prognosis36,73,74. Studies 
reporting Hippo pathway deregulation have mostly 
relied on immunohistochemical detection of YAP in the 
nucleus of tumour tissue, as YAP induces a growth-pro-
moting transcriptional programme when it is nuclear 
but it is infrequently nuclear in normal human tissues45. 
YAP is nuclear in approximately 60% of hepato cellular 
carcinomas74, 15% of ovarian cancers36 and 65% of 
non-small-cell lung cancers75. Although it is thought 
that the Hippo pathway regulates YAP and TAZ activ-
ity generally by limiting their access to the nucleus, 
the cancer-related mechanisms by which this hap-
pens are not known (potential regulatory mechanisms 
are discussed below).

Hippo pathway mutations. Few germline or somatic 
mutations have so far been discovered in Hippo path-
way genes in common human cancers, compared with 
those in other well-defined oncogenic signalling path-
ways (BOX 2; TABLE 1; see Supplementary information S1 

(table)). Germline-transmitted mutations that contrib-
ute to cancer are typically identified through genetic 
analyses in familial clusters of cancer cases. Such studies 
have successfully identified various tumour suppressor 
genes (including TP53 , RB1 , BRCA1 , BRCA2  and PTEN) 
and to a lesser extent, oncogenes such as MET and KIT. 
However, only one human cancer syndrome is known 
to be associated with the mutation of a Hippo pathway 

Figure 1 | Schematic representation of the Drosophila melanogaster Hippo 
pathway.  More than 35 proteins have been identified in the Drosophila melanogaster 
Hippo pathway; growthpromoting proteins are shown in red and growth repressors are 
shown in blue. Multiple upstream regulatory proteins feed into the Hippo pathway and 
regulate the activity of the core kinase cassette (such as Hippo (HPO), Salvador (SAV), 
Mob as tumour suppressor (MATS) and Warts (WTS)). WTS is a kinase that limits tissue 
growth through phosphorylationdependent inhibition of Yorkie (YKI). Some Hippo 
pathway proteins bypass the core kinase cassette and directly regulate YKI. When 
derepressed, YKI can activate different transcription factors to promote tissue growth. 
aPKC, atypical protein kinase C; APP, approximated; CRB, Crumbs; D, Dachs; DCO, Discs 
overgrown; DLG1, Discs large 1; DS, Dachsous; ED, Echinoid; EX, Expanded; FJ, 
Fourjointed; HIPK, Homeodomaininteracting protein kinase; HTH, Homothorax;  
LFT, Lowfat; LGL, Lethal giant larvae; MAD, Protein mothers against DPP; MER, Merlin; 
MOP, Myopic; SCRIB, Scribble; SD, Scalloped; STRIPAK, Striatininteracting phosphatase 
and kinase; TAO1, Thousand and one amino acid protein; TSH, Teashirt; WBP2, WW 
domainbinding protein 2; ZYX, Zyxin.
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example, the WNT pathway is frequently mutated in 
gastrointestinal tract cancers89; the TGFβ–BMP path-
way is mutated in colorectal and other cancers90; HH 
pathway mutations cause nevoid basal cell carcinomas, 
medulloblastoma and rhabdomyosarcoma91; the Notch 
pathway is mutated in T cell acute lymphoblastic leu-
kaemia, chronic lymphocytic leukaemia, non-small-cell 
lung cancer, and head and neck cancers92; and the insulin 
and mTOR pathways are mutated in a broad range of 
malignancies. These data suggest that somatic muta-
tions in the proteins of these other signalling networks 
cause YAP and TAZ hyperactivation even in the pres-
ence of a wild-type Hippo pathway tumour suppressor 
network. As examples of putative mechanisms, increased 
WNT pathway signalling through activated β-catenin in 
colorectal cancer could hyperactivate YAP by physically 
interacting with YAP and promoting its nuclear accu-
mulation30,93 and/or by driving YAP1  transcription, thus 
causing increased YAP protein expression94. Currently, 
the mechanisms linking these pathways to the Hippo 
pathway remain poorly understood.

Recent data suggest that G protein-coupled recep-
tor (GPCR) signalling uses the Hippo pathway23. 
The GPCR pathway inhibitors lysophosphatidic acid 
(LPA) and sphingosine-1-phosphate (S1P) stimulate 
YAP activity, whereas the GPCR activators glucagon 
and adrenaline inhibit YAP signalling. LPA and S1P 
are among the first known extracellular regulators of 
the mammalian Hippo pathway23,95. LPA is a potent 
carcinogen, and LPA receptor 2 (LPA2), which is the 
cognate GPCR, is required for carcinogenesis96. As a 
possible mechanistic route for GPCR signalling to alter 
YAP activity, activators of GPCR signalling, such as 
glucagon and adrenaline, activate LATS1 and LATS2 to 
inhibit YAP23. An exciting development in the field has 
been the recent appreciation of the frequent mutational 
disruption of GPCR signalling in cancer: a high rate of 
mutations in various GPCRs (GPR98 , GRM3 , AGTRL1 , 
LPHN3  and BAI3 ) and G proteins (GNAS, GNAQ and 
GNAO1 ) has been reported across a wide range of can-
cers, particularly in melanoma97–99, but also in ovarian 

and non-small-cell lung cancer99. Strikingly, mutations 
in GNAQ have been observed in 46% of uveal mela-
nomas and 83% of blue naevi100. Although not all the 
genetic variation reported using deep-sequencing tech-
nologies will be functionally important, one example  
of a possible functional role in cancer is the mutation of 
GRM3 , which was shown to promote cell migration, 
proliferation and the survival of melanoma cells99. It is 
not yet known whether Hippo pathway deregulation 
will be observed or important in cancers with these 
GPCR pathway mutations.

The Hippo pathway as a therapeutic target
The deregulation of Hippo pathway signalling in can-
cer makes this pathway of interest for targeting as an 
anticancer therapeutic strategy. As discussed below, 
such opportunities also present important challenges, 
including the identification of druggable components 
of the pathway. Furthermore, it is crucial to determine 
the extent to which the Hippo pathway serves non-
redundant roles in the oncogenic effects of signalling 
networks that are directly affected by mutations. For 
therapeutic strategies to be successful, the cancer must 
be functionally reliant on the pathway component that 
is being targeted.

Targeting kinases. The best targets for small-molecule 
therapeutics are generally kinases. However, unlike most 
current oncogenic kinase cancer targets, the majority of 
kinases in the Hippo pathway are tumour suppressors. 
This means that the conventional approach of design-
ing small-molecule kinase inhibitors — exemplified by 
agents that inhibit activated alleles of epidermal growth 
factor receptor (EGFR), KIT, cyclin-dependent kinase 4 
(CDK4), ALK or BRAF — is unlikely to work. Restoring 
tumour suppressor kinase function, indeed restoring 
loss-of-function events more generally, is a much more 
challenging task.

Of targetable kinases, homeodomain-interacting 
protein kinase 2 (HIPK2) represents the most promis-
ing opportunity. Intriguingly, HIPK2 has been reported 
to possess tumour suppressor properties through its role 
in a p53-mediated DNA damage response101. However, 
we and others102,103 have recently shown that HIPK2 
activates YAP and that its homologue, HIPK, promotes 
tissue growth in D. melanogaster 102,103. These putative 
oncogenic functions mean that HIPK2 targeting might 
be a worthwhile therapeutic strategy.

Targeting YAP. Functionally, the most attractive thera-
peutic targets in the Hippo pathway are the key oncopro-
teins YAP and TAZ as the final common conduits of the 
Hippo pathway. YAP and TAZ transmit signals from the 
core kinase cassette and multiple upstream regulatory 
proteins to a pro-growth transcriptional programme. 
Evidence for the therapeutic benefit of YAP inhibition is 
currently mostly based on in vivo mouse genetic studies 
showing that Yap hemizygosity dramatically suppresses 
tumour formation that is driven by other Hippo path-
way alterations. For example, liver tumour formation 
in Nf2-null livers104 and colorectal tumour formation in 

Figure 3 | Biological functions of the Hippo pathway that are relevant to 
cancer.  Hippo pathway activity is responsive to, and regulates, many cellular properties 
that have been linked to tumorigenesis. Yesassociated protein (YAP) and transcriptional 
coactivator with PDZbinding motif (TAZ), which are orthologues of Yorkie in Drosophila 
melanogaster, are key conduits for Hippo pathway regulation and output.
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Light-based method used 
especially for treating retinal 
tears.

Photodynamic therapy
Activation of photosensitive 
compounds by light.

Mst1 - and Mst2-deficient colons82 were suppressed by 
Yap hemizygosity. These studies suggest that YAP inhi-
bition might not need to be complete to be therapeuti-
cally beneficial. In addition, some studies have shown 
that YAP is dispensable for the normal growth and 

homeostasis of some tissues72, thus potentially limiting 
the likelihood of side effects from YAP or TAZ inhibi-
tion. Finally, the chance of resistance to drugs that tar-
get YAP and TAZ may be limited because these proteins 
have crucial roles in mediating Hippo pathway signals, 
so that any bypass signalling would probably need to 
involve alternative pathways.

Recent efforts to identify small-molecule inhibitors 
of YAP itself have surfaced. Liu-Chittenden et al.105 
screened a small-molecule library for compounds that 
could inhibit the transcriptional activity of YAP in vitro. 
Three related porphyrin compounds were identified 
with micromolar activity in this assay105. Verteporfin, a 
benzoporphyrin derivative, is in clinical use as a photo-
sensitizer in photocoagulation therapy for macular degen-
eration106. Importantly, verteporfin was moderately 
effective at blocking mouse hepatic tumori genesis that 
is driven by either Yap1  overexpression or loss of Nf2 
(REF. 105), suggesting that it functions downstream of 
both of these alterations. Although current clinical can-
cer trials of verteporfin focus on photodynamic therapy 
in various cancer types107, these data suggest the appli-
cation of these or modified compounds as anticancer 
therapies independently of their photosensitizing 
roles. This strategy may be particularly appealing for 
tumours that are linked to mutations in NF2, such as 
brain tumours and neural tumours. Although these data 
are exciting, the targeting of other transcription factors 
has proved challenging as a drug development strategy.

Other therapeutic targets. Strategies to target GPCRs 
and their regulators are in development108. Dobutamine, 
a GPCR β-adrenergic receptor (BAR) antagonist, was 
recently identified as an inhibitor of YAP transcrip-
tional activity109. LPA and S1P, which stimulate YAP 
activity, are also attracting interest as potential tar-
gets110. Monoclonal antibodies to LPA and S1P have 
been developed with high specificity and affinity111,112. 
The S1P antagonist Sphingomab attenuated metastasis 
of bladder cancer cells in vivo113. Additionally, proteins 
that are involved in the synthesis of LPA or S1P are of 
therapeutic interest. Autotaxin (ATX) — which cleaves 
choline from lysophosphatidylcholine and sphingo-
sylphosphorylcholine to produce LPA114,115 — has a 
role in cell migration and angiogenesis116,117. S1P is  
a product of sphingosine kinase 1 (SPHK1), which 
has oncogenic effects in NIH3T3 cells118. SPHK1 
expression was increased in various cancers and cor-
relates with poor outcomes in brain tumours119. Both 
autotaxin and SPHK1 are potential targets, as are  
their GPCRs (S1P1–5 and LPA1–3)110. Phenoxodiol, an  
isoflavone-derivative SPHK1 inhibitor, has been trialled 
in advanced cancers, with limited single-agent activity 
but with promising response rates in combination with 
cytotoxic agents120,121.

Tumour types for therapeutic trials. It will be important 
to develop predictive biomarkers for clinical trials of ther-
apies that are targeted to the Hippo pathway. Generally, 
the presence of mutations is the best predictive biomarker 
for the likelihood of response to targeted therapies, but 

Figure 4 | Networklevel regulation of the Hippo 
pathway.  Proteins of the Hippo pathway (shown in red) 
engage in regulatory crosstalk with the WNT30,93,94,134  

(dark blue), transforming growth factorβ (TGFβ)–bone 
morphogenetic protein (BMP)47,135 (light blue), G protein- 
coupled receptor (GPCR; green), Hedgehog (HH; pink)136 

and insulin–mTOR137 (yellow) pathways. Functional 

interactions have also been discovered between the 

Drosophila melanogaster Hippo and Notch pathways138, 
although the regulatory mechanisms have not yet been 

defined. The WNT and Hippo pathways intersect at two 

points: phosphorylated transcriptional coactivator with 

PDZbinding motif (TAZ) can activate Dishevelled (DVL) 

and thereby repress βcatenin134; whereas, Yesassociated 

protein (YAP) can form a physical complex with βcatenin 
and cooperatively regulate transcription30. Phosphorylated 

(P) YAP and TAZ can complex with SMAD2 and SMAD3 and 

repress them by promoting their cytoplasmic localization, 

thereby influencing TGFβ pathway activity21. YAP can also 
physically complex with SMAD1 and drive transcription 

together with SMADs downstream of the BMP pathway135. 

GPCRs can act via different classes of G proteins to both 

repress and activate YAP by modulating the activity of the 

large tumour suppressor 1 (LATS1) and LATS2 kinases23. 

YAP induces gliomaassociated oncogene family zinc 

finger 2 (GLI2) expression in the HH pathway136 and the 

microRNA (miRNA) miR29 (REF. 137), which represses 
translation of the PTEN tumour suppressor protein, which 

is a key inhibitor of the insulin and mTOR pathways. The 

dashed arrows represent the translocation of the YAP or 

TAZ transcriptional regulatory proteins to the nucleus. 
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Planar cell polarity
A mechanism of cellular 
organization, distinct from 
apical–basal polarity, by which 
cells acquire information about 
their orientation within the 
tissue in the plane of the 
epithelium.

To measure relative spatial differences in DPP, cells 
must compare signalling levels at different locations to 
each other and with respect to their own signalling lev-
els. A related phenomenon might occur during planar 
cell polarity (PCP), when local levels of PCP factors in 
neighbouring cells can influence intracellular gradients 
of such factors52. In the wing disc, cells do indeed seem 
to be able to measure DPP signalling differences between 
adjacent cells using the Fat–Hippo pathway48 (FIG. 6). 
This signalling pathway regulates organ size by control-
ling cell growth, proliferation and apoptosis53. The ligand 
for Fat is the protocadherin Dachsous, which forms a 
proximo–distal gradient in the disc48,54,55 (FIG. 6a). Cells 
respond to the Fat signalling gradient by differential 
intracellular activation of the non-conventional myosin 
Dachs48,55–57: Dachs accumulates at the cell–cell inter-
face that is facing the lower levels of Dachsous (FIG. 6b). 
This also corresponds to the cell–cell interface at which 
DPP (and Wingless) signalling levels are higher. When 
the spatial pattern of DPP signalling was changed, for 
example by generating clones of cells expressing TKVQD 
or BRK, Dachs relocalized to the new interface facing 
higher DPP signalling levels48. The amount of Dachs at 
the interface seems to be independent of absolute DPP 
levels, suggesting that cells may sense relative spatial 
difference s in DPP signalling levels48.

Dachs regulates the activity of Yorkie by inactivat-
ing Warts, a kinase that reduces Yorkie activity (FIG. 6b). 
Yorkie regulates the expression of growth regulatory 
targets, such as Cyclin E, D. melanogaster inhibitor of 
apoptosis 1 and MYC, as well as the growth-promoting 
miRNA bantam53,58–65 (the last in cooperation with the 
DPP transcription factor MAD66). Although the quanti-
tative relationships between the Fat–Hippo pathway and 
the DPP gradient are still obscure, an intriguing possi-
bility is that this pathway could detect spatial disconti-
nuities in the DPP gradient and in response regulate the 
elimination of these discontinuities by local upregula-
tion of cell proliferation or apoptosis, through titration 
of active Dachs and Yorkie levels. Such a mechanism 
might be responsible for regeneration in response to 
tissue damage67,68, the perturbation of growth observed 
in and around TKVQD- or BRK-expressing clones50, 
and even the phenomenon of cell competition, when 
slow-growing clones with low DPP signalling levels are 
eliminate d from the tissue69,70.

Measurement of the relative temporal changes of sig-
nalling levels implies that adaptive responses are gener-
ated in the signalling pathway (reviewed in REF. 71). 
An adaptive response allows cells to measure relative 
increases of a signal, because the signalling system adapts 
to ambient concentrations of the signal and increasing 

Figure 6 | Interaction between Decapentaplegic and the Fat–Hippo pathway. a | Decapentaplegic (DPP; green) forms a 
gradient along the anterior–posterior axis (here the gradient is only shown in the posterior compartment to the right). 
Dachsous (blue) forms a gradient along the proximo–distal axis (it is high along the edges and decreases towards the centre). 
x indicates distance from the morphogen source. b | The DPP pathway and the Fat signalling pathway responding to 
Dachsous interact. High levels of Dachsous (right) activate the Fat signalling pathway, inhibiting Dachs and Yorkie (through 
the kinase Warts). By contrast, on the side of the cell where Dachsous levels are low (left) — which can be caused by an 
ectopic increase in DPP signalling levels in clones of cells — Dachs is active, leading to the activation of Yorkie. Together with 
phosphorylated MAD, Yorkie regulates the transcription of the growth target bantam. The arrows shown do not indicate 
regulatory pathways but outcomes. The dashed arrow indicates an indirect interation. BRK, Brinker; TKV, Thickveins. 
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— How can a gradient of a growth factor induce uniform growth?

• Dpp controls growth via the Fat/Dachsous signalling pathway

C’/C = cte

Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.

26 JANUARY 2007 VOL 315 SCIENCE www.sciencemag.org522

REPORTS

 o
n 

Ap
ril

 3
0,

 2
01

2
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fro
m

 

by examining a much larger number of small clones throughout
the developing wing to create a Dachs polarization map. (Figures
1C and 1D and data not shown). While confirming the general
proximal-distal asymmetry in Dachs localization, this study
also revealed finer details of Dachs polarization. For example,
near the A-P compartment boundary and away from the dor-
sal-ventral (D-V) compartment boundary, Dachs is polarized
along the D-V axis (Figures 1C2 and 1D2), whereas far from
the A-P compartment boundary and near the D-V compartment
boundary, it is polarized along the A-P axis (Figures 1C1 and
1D1). This pattern suggests that Dachs polarization is influenced
downstream of cues emanating from both the A-P and D-V com-
partment boundaries.
Dpp is the morphogen produced by A-P compartment bound-

ary cells, and it becomes distributed in a gradient that influences
patterning and growth (reviewed in Affolter and Basler, 2007).
The A-P polarization of Dachs localization thus suggests that
Fat signaling is influenced downstream of Dpp signaling. This
was investigated by examining the influence of an activated
form of the Dpp receptor Thickveins, TkvQ-D (Nellen et al.,
1996), on Dachs localization. To parallel our earlier study of the
effect of TkvQ-D on BrdU labeling (Rogulja and Irvine, 2005), ex-
pression of TkvQ-D was temporally controlled in these experi-
ments by using either drug-regulated (AyGal4:PR) (Rogulja and
Irvine, 2005) or temperature-regulated (Gal4/Gal80ts) (Buttitta
et al., 2007) systems; both methods gave similar results. Dachs
was lost from the membrane all around the edges of clones ex-
pressing TkvQ-D (Figure 2A). In complementary experiments, we
inhibited Dpp signaling by expressing the transcriptional repres-
sor Brinker (Brk). Since most of the influence of Dpp signaling on
patterning and growth can be accounted for by its repression of
Brk expression (reviewed by Affolter and Basler, 2007), forced
expression of Brk is functionally equivalent to loss of Dpp path-
way activity. In clones of cells coexpressing Dachs:V5 and Brk,
normal Dachs polarization was lost, as Dachs:V5 was observed
on both distal and proximal clone edges (Figure 2B). The results
of these pathway activation and inhibition experiments parallel
endogenous Dachs localization, because, in all cases, Dachs
concentrates on the membrane of cells with less Dpp pathway
activity when they contact cells with higher Dpp pathway activity,

Figure 2. Dpp Signaling Influences Fat Signaling Components
(A–G0) (A, B, E, and F) Wing imaginal discs containing tub-Gal4/Gal80ts clones,

24–28 hr after temperature shift-mediated induction of expression. (G) shows

a disc with a Gal4:PR-expressing clones at 18 hr after RU486-mediated induc-

tion of expression; all clones weremarked by expression of GFP (green). In this

and subsequent figures, panels marked prime show a single channel of the im-

age to the left. (A) Clones expressing Dachs:V5 and TKVQ-D. Dachs is not on

the membrane on the distal side of the clone (arrow). (A0) shows a close-up

of the boxed area in (A). (B) Clones expressing Dachs:V5 and Brinker. (B0)

shows a close-up of the boxed area in (B). Dachs is on the membrane on all

sides of the clone; the arrowhead points to the proximal edge. (C) fj expression

(fj-lacZ) is highest in distal wing cells and is modestly graded from distal to

proximal. (D) ds expression (ds-lacZ) is highest in proximal wing cells and is

modestly graded from proximal to distal. (E) fj-lacZ expression is upregulated

within clones expressing TKVQ-D (arrow). (F) ds-lacZ expression is repressed in

the proximal wing within clones expressing TKVQ-D (arrow). (G) Ds protein is

relocalized around the edges of clones expressing TkvQ-D and appears dimin-

ished within the clone. (G0) shows a close-up of the boxed area in (G).
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the membrane on the distal side of the clone (arrow). (A0) shows a close-up

of the boxed area in (A). (B) Clones expressing Dachs:V5 and Brinker. (B0)

shows a close-up of the boxed area in (B). Dachs is on the membrane on all

sides of the clone; the arrowhead points to the proximal edge. (C) fj expression

(fj-lacZ) is highest in distal wing cells and is modestly graded from distal to

proximal. (D) ds expression (ds-lacZ) is highest in proximal wing cells and is

modestly graded from proximal to distal. (E) fj-lacZ expression is upregulated

within clones expressing TKVQ-D (arrow). (F) ds-lacZ expression is repressed in

the proximal wing within clones expressing TKVQ-D (arrow). (G) Ds protein is

relocalized around the edges of clones expressing TkvQ-D and appears dimin-

ished within the clone. (G0) shows a close-up of the boxed area in (G).
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• High Dpp signalling affects Fat signalling

• Spatial model: slope of the gradient

• Morphogen: Organ-size dependent growth inducer
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Planar cell polarity
A mechanism of cellular 
organization, distinct from 
apical–basal polarity, by which 
cells acquire information about 
their orientation within the 
tissue in the plane of the 
epithelium.

To measure relative spatial differences in DPP, cells 
must compare signalling levels at different locations to 
each other and with respect to their own signalling lev-
els. A related phenomenon might occur during planar 
cell polarity (PCP), when local levels of PCP factors in 
neighbouring cells can influence intracellular gradients 
of such factors52. In the wing disc, cells do indeed seem 
to be able to measure DPP signalling differences between 
adjacent cells using the Fat–Hippo pathway48 (FIG. 6). 
This signalling pathway regulates organ size by control-
ling cell growth, proliferation and apoptosis53. The ligand 
for Fat is the protocadherin Dachsous, which forms a 
proximo–distal gradient in the disc48,54,55 (FIG. 6a). Cells 
respond to the Fat signalling gradient by differential 
intracellular activation of the non-conventional myosin 
Dachs48,55–57: Dachs accumulates at the cell–cell inter-
face that is facing the lower levels of Dachsous (FIG. 6b). 
This also corresponds to the cell–cell interface at which 
DPP (and Wingless) signalling levels are higher. When 
the spatial pattern of DPP signalling was changed, for 
example by generating clones of cells expressing TKVQD 
or BRK, Dachs relocalized to the new interface facing 
higher DPP signalling levels48. The amount of Dachs at 
the interface seems to be independent of absolute DPP 
levels, suggesting that cells may sense relative spatial 
difference s in DPP signalling levels48.

Dachs regulates the activity of Yorkie by inactivat-
ing Warts, a kinase that reduces Yorkie activity (FIG. 6b). 
Yorkie regulates the expression of growth regulatory 
targets, such as Cyclin E, D. melanogaster inhibitor of 
apoptosis 1 and MYC, as well as the growth-promoting 
miRNA bantam53,58–65 (the last in cooperation with the 
DPP transcription factor MAD66). Although the quanti-
tative relationships between the Fat–Hippo pathway and 
the DPP gradient are still obscure, an intriguing possi-
bility is that this pathway could detect spatial disconti-
nuities in the DPP gradient and in response regulate the 
elimination of these discontinuities by local upregula-
tion of cell proliferation or apoptosis, through titration 
of active Dachs and Yorkie levels. Such a mechanism 
might be responsible for regeneration in response to 
tissue damage67,68, the perturbation of growth observed 
in and around TKVQD- or BRK-expressing clones50, 
and even the phenomenon of cell competition, when 
slow-growing clones with low DPP signalling levels are 
eliminate d from the tissue69,70.

Measurement of the relative temporal changes of sig-
nalling levels implies that adaptive responses are gener-
ated in the signalling pathway (reviewed in REF. 71). 
An adaptive response allows cells to measure relative 
increases of a signal, because the signalling system adapts 
to ambient concentrations of the signal and increasing 

Figure 6 | Interaction between Decapentaplegic and the Fat–Hippo pathway. a | Decapentaplegic (DPP; green) forms a 
gradient along the anterior–posterior axis (here the gradient is only shown in the posterior compartment to the right). 
Dachsous (blue) forms a gradient along the proximo–distal axis (it is high along the edges and decreases towards the centre). 
x indicates distance from the morphogen source. b | The DPP pathway and the Fat signalling pathway responding to 
Dachsous interact. High levels of Dachsous (right) activate the Fat signalling pathway, inhibiting Dachs and Yorkie (through 
the kinase Warts). By contrast, on the side of the cell where Dachsous levels are low (left) — which can be caused by an 
ectopic increase in DPP signalling levels in clones of cells — Dachs is active, leading to the activation of Yorkie. Together with 
phosphorylated MAD, Yorkie regulates the transcription of the growth target bantam. The arrows shown do not indicate 
regulatory pathways but outcomes. The dashed arrow indicates an indirect interation. BRK, Brinker; TKV, Thickveins. 
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— How can a gradient of a growth factor induce uniform growth?
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through the Fat signaling pathway. Dev. Cell 15, 309–321 (2008).

• Dpp controls growth via the Hippo/Yorkie signalling pathway

• Spatial model: slope of the gradient C’/C = cte

Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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pathway, we made Fj- or Ds-expressing clones in dachs mu-
tants. Indeed, the ability of Fj- and Ds-expressing clones to in-
duce BrdU labeling was suppressed in dachs mutants (Figures
5C and 5D; in blind scoring, 13% (15/112) of DS-expressing
clones and 5% (2/37) of FJ-expressing clones were scored
as being associated with elevated BrdU labeling in dachs mu-
tant wing discs). The induction of Diap1 expression around
the edges of Ds-expressing clones (Figure 5G) was also lost
in dachs mutants (Figure 5H).

Uniform Expression of Fj and Ds Inhibits Cell
Proliferation and Growth
If wing growth is normally influenced by the gradients of fj and ds
expression, then flattening these gradients by driving uniform ex-

pression of either fj or ds should inhibit wing growth. To evaluate
this possibility, we expressed fj and ds both alone and together
under the control of the actin promoter, by using a derivative
of AyGal4:PR from which the flip-out cassette has been perma-
nently excised, such that it constitutively expresses a drug-in-
ducible form of Gal4 (act > Gal4:PR) (Rogulja and Irvine, 2005).
Uniform expression of either fj or ds alone resulted in inhibition
of BrdU labeling by 19 hr after the induction of Gal4:PR-mediated
expression (Figures 6B and 6C). Although Fj and Ds have distinct
molecular roles within the Fat pathway, studies of tissue polarity
suggest that the information provided by their graded expression
is partially redundant (Matakatsu and Blair, 2004; Simon, 2004),
and coexpression of fj and ds resulted in a stronger decrease in
BrdU labeling (Figure 6D). In all cases, BrdU labeling was

Figure 6. Uniform Fj and Ds Expression Inhibits BrdU Incorporation and Wing Growth
(A–F) Discs grown for the indicated number of hours onmedia containing RU486 and then labeled and stained for BrdU (red) are shown. (A)UAS-ds UAS-fj actin >

Gal4:PR UAS-GFP. (B) UAS-ds actin > Gal4:PR UAS-GFP. (C) UAS-fj actin > Gal4:PR UAS-GFP. (D–F) UAS-ds UAS-fj actin > Gal4:PR UAS-GFP.

(G–J) These panels show adult wings, all at the samemagnification, from animals with a tub-Gal4 transgene and (G) no UAS transgene, (H)UAS-ds, (I)UAS-fj, and

(J) UAS-ds UAS-fj.

(K) Histogram of the average areas of ten female wings of the genotypes in (G)–(J), normalized to the average area in wild-type.

Error bars indicate one standard deviation.
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of AyGal4:PR from which the flip-out cassette has been perma-
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of BrdU labeling by 19 hr after the induction of Gal4:PR-mediated
expression (Figures 6B and 6C). Although Fj and Ds have distinct
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(J) UAS-ds UAS-fj.

(K) Histogram of the average areas of ten female wings of the genotypes in (G)–(J), normalized to the average area in wild-type.

Error bars indicate one standard deviation.
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pathway, we made Fj- or Ds-expressing clones in dachs mu-
tants. Indeed, the ability of Fj- and Ds-expressing clones to in-
duce BrdU labeling was suppressed in dachs mutants (Figures
5C and 5D; in blind scoring, 13% (15/112) of DS-expressing
clones and 5% (2/37) of FJ-expressing clones were scored
as being associated with elevated BrdU labeling in dachs mu-
tant wing discs). The induction of Diap1 expression around
the edges of Ds-expressing clones (Figure 5G) was also lost
in dachs mutants (Figure 5H).

Uniform Expression of Fj and Ds Inhibits Cell
Proliferation and Growth
If wing growth is normally influenced by the gradients of fj and ds
expression, then flattening these gradients by driving uniform ex-

pression of either fj or ds should inhibit wing growth. To evaluate
this possibility, we expressed fj and ds both alone and together
under the control of the actin promoter, by using a derivative
of AyGal4:PR from which the flip-out cassette has been perma-
nently excised, such that it constitutively expresses a drug-in-
ducible form of Gal4 (act > Gal4:PR) (Rogulja and Irvine, 2005).
Uniform expression of either fj or ds alone resulted in inhibition
of BrdU labeling by 19 hr after the induction of Gal4:PR-mediated
expression (Figures 6B and 6C). Although Fj and Ds have distinct
molecular roles within the Fat pathway, studies of tissue polarity
suggest that the information provided by their graded expression
is partially redundant (Matakatsu and Blair, 2004; Simon, 2004),
and coexpression of fj and ds resulted in a stronger decrease in
BrdU labeling (Figure 6D). In all cases, BrdU labeling was

Figure 6. Uniform Fj and Ds Expression Inhibits BrdU Incorporation and Wing Growth
(A–F) Discs grown for the indicated number of hours onmedia containing RU486 and then labeled and stained for BrdU (red) are shown. (A)UAS-ds UAS-fj actin >
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• Morphogen: Organ-size dependent growth inducer
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the intracellular polarization ofDachs,which serves as amediator
and read-out for Fat pathway activity. We suggest that the
transient proliferation induced by sharp appositions in Dpp
signaling levels probably does not reflect the mechanism
controlling normal growth in the context of an entire disc. Instead
this effect might mimic a situation related to wound healing,
where considerable differences of morphogen pathway activity
become juxtaposed.

If the gradient model does not account for the growth-stimula-
tory effect of Dpp, how can the uniform growth in a tissue
exposed to graded Dpp be explained? Based on our previous
observation that in the complete absence of the Dpp/Brk system
growth along the A-P axis of the wing primordium occurs
nonhomogenously with overproliferation in lateral regions, we
proposed the idea that multiple systems modulate and ‘‘even-
out’’ growth rates (Schwank and Basler, 2010). In this model,
the Dpp/Brk system inhibits growth along the A-P axis of the
primordium primarily in the lateral regions, whereas one or
more complementary system(s) would inhibit growth mostly in
the medial region. The asymmetric proliferation pattern in discs
lacking the Dpp/Brk system indicates that the activity profile of
the second system must not strictly depend on, and thus act
downstream of, Dpp signaling. It is important to note, however,
that both systems might still partly influence the activity of
each other and could also share target genes via which they
modulate growth.

Our observations presented here suggest that the Fat
signaling pathway could serve as such an ‘‘independent,’’
complementary growth regulation system. First, the activity
profile of the Fat pathway is not lost under conditions of uniform
Dpp signaling. Second, in contrast to the proliferation pattern

in discs with uniform Dpp signaling, inhibition of the Fat
pathway leads to overgrowth in the medial region along the
A-P axis of the wing primordium. Moreover, overgrowth induced
by ectopically modulating one system can be counteracted by
ectopically inhibiting growth via the other pathway. Thus we
suggest the ‘‘opposing growth-pathways’’ model, by which the
distinct activities in Dpp and Fat signaling complement each
other and provide the basis for a relatively even proliferation
pattern along the A-P axis of the wing primordium (Figure 4).
Because the Dpp gradient is deployed along the A-P axis,

and components of the Fat pathway are graded along the P-D
axis, the effects of additional growth factors (e.g., deployed
along the D-V axis) need to be integrated to achieve uniform
proliferation not only along the A-P axis but within the
entire wing disc. Further studies are needed to discover such
additional growth signals and/or mechanical forces. Finally,
it will also be interesting to test if similar regulatory strategies
to those described here are used in vertebrates to derive
uniform growth rates from the concentration gradients of
morphogens.

EXPERIMENTAL PROCEDURES

Immunohistochemistry
Immunostaining was performed using standard protocols. Images were

collected with a Zeiss LSM710 confocal microscope. Imaris and ImageJ

was used to analyze the images, Z stacks were projected in the three-dimen-

sional view.

EdU Labeling

Before fixation discs were incubated with 5-ethynyl-20-deoxyuridine (EdU,

10 mM) in clone8 medium for 30 min at room temperature. For EdU staining

the Click-iT EdU Alexa Fluor 647 Imaging Kit was used (Invitrogen).

A B C

Figure 4. The ‘‘Opposing Growth Pathways’’ Model Explains Uniform Growth along the A-P Axis of the Wing Primordium
Illustrated are growth rates (upper panels) and Brk and Fat levels (lower panels) along the A-P axis (D-V boundary) of the wing primordium. C stands for center and

E for edge of the primordium.

(A) Under conditions of uniform Dpp signaling Brk is repressed everywhere and growth is uneven, with higher proliferation levels in the lateral regions. This

non-uniformity derives from remaining differences in Fat activity along the A-P axis.

(B) Removal of Fat leads to the converse proliferation pattern, with higher proliferation levels in the medial region due to remaining differences in Brk levels.

Overproliferating cells in (A) and (B) curb proliferation in proximate areas of the wing primordium by an unknown mechanism.

(C) In a wild-type situation the distinct activity outputs of Dpp/Brk and Fat complement each other, and together lead to uniform proliferation along the A-P axis.
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our results indicate that the Fat and the Dpp/Brk systems act
together to regulate growth, and that normally their combined
activities produce uniform proliferation along the A-P axis of
the wing primordium.

DISCUSSION

One key question in development concerns the effect of
morphogens on growth: how can a gradient of a proliferation-
inducing factor ultimately result in uniform cell proliferation?
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Figure 3. Dpp and Fat Signaling Regulate
Growth in theWingDisc in aComplementary
Fashion
(A–J) Proliferation pattern displayed by cell prolif-

eration maps in wing discs with modulated Dpp

and/or Fat signaling activities. The maps illustrate

the growth constant k (described in Experimental

Procedures). The scale bar is standardized,

making the rates comparable between the

different genotypes. The highest values are shown

in red, and the lowest values in blue/transparent.

The rates were calculated from EdU incorporation

data of 10 discs per genotype. (A–C) Cell prolifer-

ation maps of wing discs at mid third instar stage,

96 hr after egg laying (AEL).

(D–J) Cell proliferation maps of wing discs at

late third instar stage, 120 hr AEL. Discs are

from wild-type (A and D), C765 > dpp (B and E),

fatGR-V/fatfd (C and F), C765 > dpp; fatGR-V/fatfd

(G), esg > dad; fatGR-V/fatfd (H), dachsGC13;

C765 > dpp (I), and brkXA;dpp8/dpp12 (J) larvae.

Note that dachsGC13 and brkXA;dpp8/dpp12mutant

larvae are delayed in development for 24 hr;

to adjust for this delay dachsGC13, C765 >

dpp;dachsGC13, and brkXA;dpp8/dpp12 larvae

were dissected 144 hr AEL. (K) Comparison of

the sizes of discs with the different genotypes.

Error bars indicate 95% confidence intervals.

Example images for EdU stainings for each geno-

type are shown in Figure S3.

The Dpp gradient in the Drosophila wing
imaginal disc has emerged as an impor-
tant model to study how morphogen
gradients are established and how they
operate to orchestrate patterning and
growth.
An answer to this problem was

provided by Rogulja and Irvine (2005)
who demonstrated that the gradient
of Dpp pathway activity can influence
cell proliferation. Their arguments were
mainly based on the observation that
sharp discrepancies in Dpp transduction
levels can lead to local, transient over-
proliferation (Rogulja and Irvine, 2005).
A follow-up study provided evidence
that this effect is exerted via the Fat
signaling network (Rogulja et al., 2008).
Based on these findings the authors
proposed a model, in which graded Dpp

levels drive growth by regulating the expression and localization
of Fat pathway components. However, the proposed necessity
of a Dpp gradient to induce growth was challenged by our finding
that if lateral overproliferation is avoided, cell proliferation occurs
normally in areas with uniform Dpp signaling (Schwank et al.,
2008). Here we further confront the model of Rogulja et al.
(2008) by demonstrating that the profile of Fat pathway activity
does not depend on the Dpp gradient. Conditions of uniform
Dpp signaling neither affected the graded expression of fj and
ds, which encode upstream regulators of the Fat pathway, nor
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our results indicate that the Fat and the Dpp/Brk systems act
together to regulate growth, and that normally their combined
activities produce uniform proliferation along the A-P axis of
the wing primordium.

DISCUSSION

One key question in development concerns the effect of
morphogens on growth: how can a gradient of a proliferation-
inducing factor ultimately result in uniform cell proliferation?
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Figure 3. Dpp and Fat Signaling Regulate
Growth in theWingDisc in aComplementary
Fashion
(A–J) Proliferation pattern displayed by cell prolif-

eration maps in wing discs with modulated Dpp

and/or Fat signaling activities. The maps illustrate

the growth constant k (described in Experimental

Procedures). The scale bar is standardized,

making the rates comparable between the

different genotypes. The highest values are shown

in red, and the lowest values in blue/transparent.

The rates were calculated from EdU incorporation

data of 10 discs per genotype. (A–C) Cell prolifer-

ation maps of wing discs at mid third instar stage,

96 hr after egg laying (AEL).

(D–J) Cell proliferation maps of wing discs at

late third instar stage, 120 hr AEL. Discs are

from wild-type (A and D), C765 > dpp (B and E),

fatGR-V/fatfd (C and F), C765 > dpp; fatGR-V/fatfd

(G), esg > dad; fatGR-V/fatfd (H), dachsGC13;

C765 > dpp (I), and brkXA;dpp8/dpp12 (J) larvae.

Note that dachsGC13 and brkXA;dpp8/dpp12mutant

larvae are delayed in development for 24 hr;

to adjust for this delay dachsGC13, C765 >

dpp;dachsGC13, and brkXA;dpp8/dpp12 larvae

were dissected 144 hr AEL. (K) Comparison of

the sizes of discs with the different genotypes.

Error bars indicate 95% confidence intervals.

Example images for EdU stainings for each geno-

type are shown in Figure S3.

The Dpp gradient in the Drosophila wing
imaginal disc has emerged as an impor-
tant model to study how morphogen
gradients are established and how they
operate to orchestrate patterning and
growth.
An answer to this problem was

provided by Rogulja and Irvine (2005)
who demonstrated that the gradient
of Dpp pathway activity can influence
cell proliferation. Their arguments were
mainly based on the observation that
sharp discrepancies in Dpp transduction
levels can lead to local, transient over-
proliferation (Rogulja and Irvine, 2005).
A follow-up study provided evidence
that this effect is exerted via the Fat
signaling network (Rogulja et al., 2008).
Based on these findings the authors
proposed a model, in which graded Dpp

levels drive growth by regulating the expression and localization
of Fat pathway components. However, the proposed necessity
of a Dpp gradient to induce growth was challenged by our finding
that if lateral overproliferation is avoided, cell proliferation occurs
normally in areas with uniform Dpp signaling (Schwank et al.,
2008). Here we further confront the model of Rogulja et al.
(2008) by demonstrating that the profile of Fat pathway activity
does not depend on the Dpp gradient. Conditions of uniform
Dpp signaling neither affected the graded expression of fj and
ds, which encode upstream regulators of the Fat pathway, nor
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our results indicate that the Fat and the Dpp/Brk systems act
together to regulate growth, and that normally their combined
activities produce uniform proliferation along the A-P axis of
the wing primordium.

DISCUSSION

One key question in development concerns the effect of
morphogens on growth: how can a gradient of a proliferation-
inducing factor ultimately result in uniform cell proliferation?
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type are shown in Figure S3.

The Dpp gradient in the Drosophila wing
imaginal disc has emerged as an impor-
tant model to study how morphogen
gradients are established and how they
operate to orchestrate patterning and
growth.
An answer to this problem was

provided by Rogulja and Irvine (2005)
who demonstrated that the gradient
of Dpp pathway activity can influence
cell proliferation. Their arguments were
mainly based on the observation that
sharp discrepancies in Dpp transduction
levels can lead to local, transient over-
proliferation (Rogulja and Irvine, 2005).
A follow-up study provided evidence
that this effect is exerted via the Fat
signaling network (Rogulja et al., 2008).
Based on these findings the authors
proposed a model, in which graded Dpp

levels drive growth by regulating the expression and localization
of Fat pathway components. However, the proposed necessity
of a Dpp gradient to induce growth was challenged by our finding
that if lateral overproliferation is avoided, cell proliferation occurs
normally in areas with uniform Dpp signaling (Schwank et al.,
2008). Here we further confront the model of Rogulja et al.
(2008) by demonstrating that the profile of Fat pathway activity
does not depend on the Dpp gradient. Conditions of uniform
Dpp signaling neither affected the graded expression of fj and
ds, which encode upstream regulators of the Fat pathway, nor
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The following antibodies were used: mouse anti-b-Gal (Promega); rat

anti-Ds (Yang et al., 2002), rabbit anti-pMad (gift from Ed Laufer, Columbia

University, New York), rabbit anti E-cadherin (Santa Cruz Biotechnology),

mouse anti-V5 (Invitrogen), mouse anti-Patched (Hybridoma bank), mouse

anti-Nubbin (gift from Steven Cohen, National University of Singapore), guinea

pig anti-Vg (gift from Gary Struhl, Columbia University), rabbit anti-Fj (gift from

David Strutt, University of Sheffield), and rabbit anti-Sal (gift from Ronald

Kühnlein, Max-Planck-Institute, Göttingen).

Quantitative Image Analysis
Reliefs of the Fj, Ds, and lacZ signal intensities were generated using the

ImageJ imaging software.

Radial Plot for Dachs Polarization

The intensities of V5 along the outline of a clone (determined by E-cadherin

staining) can be used to estimate the angle a of the polarization vector. For

a discrete set of possible angles ai, the V5 signal is projected onto a line in

ai direction. The projected signal is fitted to a line of slope ai using least-

squares. In Figures 2A and 2D, the slopes ai are plotted against the angles ai
for one selected clone from each of the genotypes. The polarization vector

(arrow) is chosen to be the angle with the largest slope, which corresponds

to the strongest localization of Dachs.

Quantitative Vector Plot

The directions of the Dachs polarization vectors were determined in a blind

test. All 334 clones with polarized Dachs:V5 were cut out from a print-out on

paper, numbered on the backside, mixed, and analyzed without knowing their

position, orientation, and genotype. The polarization vectors of the clones

were then plotted according to their relative position along the x and y axis

using MATLAB (x and y-axes are illustrated in Figures 2B and 2E).

Generation of Cell Proliferation Maps

EdU positive cells were recorded using a nuclei detector in Imaris. Each disc

was also marked at 10 reference points (see Figure S3A0 ) to integrate the

EdU results of 10 discs per genotype. The reference points were used to

determine the best fitting (in the least-squares sense) affine transformation

that maps locations of one disc to a reference disc. The average number of

detected nuclei at each point on the disc was used to estimate the probability

p for a cell at that position to be actively proliferating. By assuming exponential

area growth A(t) =A0e
kt for the tissue and an expected relative area increase by

a factor of 1 + p within the duration Dtcc of a cell cycle, the growth constant

k can be computed as k = ln(1 + p)/Dtcc. The growth constant k as it varies

in space is shown on the cell proliferation maps in Figure 3 and represents

the relative rate of area growth (dA/dt = kA). The maps were plotted on

sketches, which feature the disc shape of each particular genotype and

include the patched and nubbin expression domains illustrated as blue and

black lines, respectively. The scale is standardized to have the highest values

(red) at p = 1 and the lowest values (blue, transparent) at p = 0.

All mutant genotypes used in this study, and plasmid construction for the

LexA system are described in detail in the Supplemental Experimental

Procedures.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures

and three figures and can be found with this article online at doi:10.1016/

j.devcel.2010.11.007.
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— How can a gradient of a growth factor induce uniform growth?
• Complementary roles of the counter gradients of Dpp and Fat

• Morphogen: Organ-size dependent growth inducer
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• Complementary roles of the counter gradients Dpp and Fat
• Dpp may not determine the gradient of Fat activity

— How can a gradient of a growth factor induce uniform growth and growth arrest?

compared to the distal region of the wing disc, raises the possi-
bility that the Fat pathway represents the complementary growth
system that we proposed to curb growth in the medial region
along the A-P axis of the wing primordium.

To test this possibility we compared the cell proliferation
pattern of discs with uniform Dpp signaling (lacking brk activity),
with that of fat discs (lacking Fat pathway activity). Uniform Dpp
signaling was again achieved by means of the C765-Gal4 driver
(C765 > dpp) and genetically by removing dpp together with brk
(brkXA;dpp8/dpp12). The Fat pathway was blocked by combining
the two amorphic fat alleles ftfd and ftGR-V (Bryant et al., 1988;
Willecke et al., 2006). Cell proliferation was monitored by
incorporation of 5-ethynyl-20-deoxyuridine (EdU), a marker for
cells in S-phase. To better control for differences in the prolifer-
ation pattern among individual discs, EdU positive nuclei were
recorded from 10 discs with a nuclei detector, integrated and
displayed as a cell proliferation map (Figure 3) (for a detailed
description and EdU sample images, see Figure S3 and Exper-
imental Procedures). As was previously observed, the prolifera-
tion pattern in discs with ubiquitous Dpp signaling is no longer
uniform, but is higher in the lateral regions than in the medial
region of the primordium (Figures 3B and 3E; results for
brkXA;dpp8/dpp12 discs see Figure 3J). Interestingly, ftfd/GR-V

mutant discs exhibit the opposite phenotype, and proliferation
along the A-P axis of the primordium is increased in the medial
region compared to lateral regions (Figures 3C and 3F). Nonuni-
formity in proliferation can be observed already at 96 hr after egg
laying (AEL) and becomes stronger later in development (120 hr
AEL). Increase in nonuniformity becomes enforced because
overproliferating cells can curb growth in proximate regions of
the wing disc (Schwank et al., 2008). This effect is seen in discs
with uniform Dpp signaling as well as fat mutant discs (Figures
3E and 3F). Staining for cleaved caspase-3 indicates that
apoptosis is neither increased in discs with ubiquitous dpp
signaling nor in fat mutant discs (data not shown). These results
are consistent with the notion that along the A-P axis of the
wing primordium the Dpp/Brk and the Fat systems inhibit growth
in a complementary manner to achieve uniform proliferation
(Figure 4).
Finally, we also tested this model genetically. If the two

systems act in a complementary manner to control growth, one
would expect that in discs mutant for fat and uniformly express-
ing dpp the proliferation levels will be high both in medial and
lateral regions of the wing primordium. This was in fact what we
observedwhen the ubiquitousDpp expression systemwas intro-
duced into a fat mutant background: overgrowth is enhanced
and more homogenous compared to the effects resulting from
the individual manipulations alone (Figure 3G and 3K).
A further prediction of the model is that along the A-P axis

overproliferation in the medial region of fat mutant discs should
be counteracted by inhibition of the Dpp pathway, whereas
overproliferation in the lateral regions caused by uniform Dpp
signaling should be counteracted by ectopic activation of
the Fat pathway. To attain the first situation we ubiquitously
expressed daughter-against-dpp (dad, encoding a negative
feedback regulator of the Dpp pathway) in a fat mutant
background. Inhibition of the Dpp pathway by dad overexpres-
sion fully counteracted the increased proliferation occurring in
the medial region of fat- discs (Figures 3H and 3K). Conversely,
overproliferation in the lateral regions by uniform dpp expression
was blocked by the ectopic Fat pathway activity occurring in
a dachs mutant background (Figures 3I and 3K). In both cases
the proliferation pattern became more uniform. Taken together,
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Figure 2. Polarization of Dachs:V5 Localization under Conditions of
Uniform Dpp Signaling
Examples of wild-type (A) and C765 > dpp:GFP; dpp8/dpp12 (D) wing imaginal

discs expressing dachs:V5 (green) in clones via the LexA system. The apical

surface of the discs is marked by E-cadherin staining (blue).

(A0) and (D0) show magnifications of the marked regions. (A00) and (D00) illustrate

the polarization vectors of the Dachs:V5 localization for the clonesmarkedwith

a star in (A0) and (D0), respectively. The direction was calculated from signal

intensities at the clone borders (described in Experimental Procedures).

(B and E) Schematics of wild-type (B) and C765 > dpp:GFP; dpp8/dpp12 (E)

wing discs. The dashed box and the x- and the y-axes illustrate the area of

the corresponding vector plots. The same area in the anterior compartment

was analyzed. No difference in P-D polarization of Dachs:V5 was observed

between clones of both regions, therefore the data was plotted in the same

graph. (C and F) Vector plots showing the polarization vectors of Dachs:V5

expressing clones, obtained in the unbiased blind test. The P-D asymmetry

of Dachs polarization was not lost in discs with uniform Dpp signaling, thus

the data indicates that Fat signaling activity is not reliant on the Dpp gradient.

Likewise, also the Dpp pathway activity does not depend on Fat signaling (see

Figure S2).
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compared to the distal region of the wing disc, raises the possi-
bility that the Fat pathway represents the complementary growth
system that we proposed to curb growth in the medial region
along the A-P axis of the wing primordium.

To test this possibility we compared the cell proliferation
pattern of discs with uniform Dpp signaling (lacking brk activity),
with that of fat discs (lacking Fat pathway activity). Uniform Dpp
signaling was again achieved by means of the C765-Gal4 driver
(C765 > dpp) and genetically by removing dpp together with brk
(brkXA;dpp8/dpp12). The Fat pathway was blocked by combining
the two amorphic fat alleles ftfd and ftGR-V (Bryant et al., 1988;
Willecke et al., 2006). Cell proliferation was monitored by
incorporation of 5-ethynyl-20-deoxyuridine (EdU), a marker for
cells in S-phase. To better control for differences in the prolifer-
ation pattern among individual discs, EdU positive nuclei were
recorded from 10 discs with a nuclei detector, integrated and
displayed as a cell proliferation map (Figure 3) (for a detailed
description and EdU sample images, see Figure S3 and Exper-
imental Procedures). As was previously observed, the prolifera-
tion pattern in discs with ubiquitous Dpp signaling is no longer
uniform, but is higher in the lateral regions than in the medial
region of the primordium (Figures 3B and 3E; results for
brkXA;dpp8/dpp12 discs see Figure 3J). Interestingly, ftfd/GR-V

mutant discs exhibit the opposite phenotype, and proliferation
along the A-P axis of the primordium is increased in the medial
region compared to lateral regions (Figures 3C and 3F). Nonuni-
formity in proliferation can be observed already at 96 hr after egg
laying (AEL) and becomes stronger later in development (120 hr
AEL). Increase in nonuniformity becomes enforced because
overproliferating cells can curb growth in proximate regions of
the wing disc (Schwank et al., 2008). This effect is seen in discs
with uniform Dpp signaling as well as fat mutant discs (Figures
3E and 3F). Staining for cleaved caspase-3 indicates that
apoptosis is neither increased in discs with ubiquitous dpp
signaling nor in fat mutant discs (data not shown). These results
are consistent with the notion that along the A-P axis of the
wing primordium the Dpp/Brk and the Fat systems inhibit growth
in a complementary manner to achieve uniform proliferation
(Figure 4).
Finally, we also tested this model genetically. If the two

systems act in a complementary manner to control growth, one
would expect that in discs mutant for fat and uniformly express-
ing dpp the proliferation levels will be high both in medial and
lateral regions of the wing primordium. This was in fact what we
observedwhen the ubiquitousDpp expression systemwas intro-
duced into a fat mutant background: overgrowth is enhanced
and more homogenous compared to the effects resulting from
the individual manipulations alone (Figure 3G and 3K).
A further prediction of the model is that along the A-P axis

overproliferation in the medial region of fat mutant discs should
be counteracted by inhibition of the Dpp pathway, whereas
overproliferation in the lateral regions caused by uniform Dpp
signaling should be counteracted by ectopic activation of
the Fat pathway. To attain the first situation we ubiquitously
expressed daughter-against-dpp (dad, encoding a negative
feedback regulator of the Dpp pathway) in a fat mutant
background. Inhibition of the Dpp pathway by dad overexpres-
sion fully counteracted the increased proliferation occurring in
the medial region of fat- discs (Figures 3H and 3K). Conversely,
overproliferation in the lateral regions by uniform dpp expression
was blocked by the ectopic Fat pathway activity occurring in
a dachs mutant background (Figures 3I and 3K). In both cases
the proliferation pattern became more uniform. Taken together,
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graph. (C and F) Vector plots showing the polarization vectors of Dachs:V5

expressing clones, obtained in the unbiased blind test. The P-D asymmetry

of Dachs polarization was not lost in discs with uniform Dpp signaling, thus

the data indicates that Fat signaling activity is not reliant on the Dpp gradient.

Likewise, also the Dpp pathway activity does not depend on Fat signaling (see

Figure S2).

Developmental Cell

Antagonistic Growth Regulation by Dpp and Fat

126 Developmental Cell 20, 123–130, January 18, 2011 ª2011 Elsevier Inc.

• How could such a system confer robustness? The two gradients are supposed to be 
independent and yet have perfectly complementary shapes

Rogulja, D., Rauskolb, C. & Irvine, K. D. Morphogen control of wing growth 
through the Fat signaling pathway. Dev. Cell 15, 309–321 (2008).

• Morphogen: Organ-size dependent growth inducer
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FIGURE 5 | The temporal growth rule. (a and b) Relative temporal differences (Ċcell∕Ccell) can explain the uniform spatial proliferation profile in
the wing disc and the spatial profile of proliferation in the eye. (c and d) General temporal growth rule expressions for Ċcell∕Ccell and the growth rate
(g). From these general expressions, the specific cases of the wing (e) and the eye (f) can be derived. (c) This general equation accounts for all the
inputs into Ċcell∕Ccell (relative changes of Dpp in time) both in the wing and the eye: (i) The change of the amplitude Cmax with time (Ċmax∕Cmax);
(ii) Changes due to the movement of cells relative to the Dpp source (and therefore relative to the Dpp gradient) with the velocity vcell. There are two
components of this movement: the movement of the source with the velocity vs and the movement due to the proliferation of cells with the velocity
vg; (iii) Because of the gradient scaling with La, the term xcell

L̇a
La
captures the change (increase or decrease) in the signaling levels of a cell, when La

expands or shrinks, which is accompanied by an expansion or shrinkage of the gradient. (e) The temporal growth rule expression for the case of a
system with a nonmoving Dpp source (vs = 0) and homogeneous growth. Therefore, vcell = xcell

L̇a
La
(Drosophila wing disc). (f) The temporal growth

rule expression for the case in which the source moves (vs ≠ 0) and the target tissue length (La) and the gradient amplitude (Cmax) are constant in
time. The sole cause of increase of cellular Dpp concentration is therefore the movement of cells upward the gradient due to the movement of the
furrow (Drosophila eye disc during the developmental time between 65 and 85 h after hatching).

Spatial Differences of Dpp Signaling
in Adjacent Cells
This model suggests that the proliferation rate depends
on the differences of Dpp signaling between neighbor-
ing cells and thus on the spatial slopeC ’ cell (the spatial
time derivative) of the Dpp profile (see Figure 4(c)).
As the tissue grows, the profile may be stretched. This

could indeed be caused by gradient scaling and would
lead to a decreasing slope and thus decreasing growth
rate. When a small slope, below a threshold value, is
reached, then proliferation may stop.18,19 This model
requires that cells can determine the spatial derivative
of Dpp concentration (the slope of the gradient) across
a cell, C ′

cell, instead of the absolute concentration,
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Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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• Temporal Model: Consider the dynamical properties of the morphogen gradient
• In some conditions, the normalised temporal variation of C is a constant:

• Morphogen: Organ-size dependent growth inducer
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Dpp signaling activity parallels Dpp concen-
tration. Proliferation depends on Dpp signaling
activity, rather than ligand concentration (3, 25–27).
We therefore measured Dpp pathway activity at
different levels [reviewed in (28)]: phosphorylated
Mad (P-Mad) (29), P-Mad/Medea complex forma-
tion, and brk and dad transcription [Fig. 3A and
fig. S7; SOM experimental procedures (EP) 1]
(30, 31). Of these, we systematically analyzed nu-
clear red fluorescent protein expressed under control
of the dad enhancer (dad-nRFP) as a transcriptional
readout reflecting cellular signaling activity, Scell.

With time-lapse analysis, we confirmed that
Dpp signaling increases in living wing discs (Fig.
3B andmovie S1). Consistent with Eq. 2, relative
changes in signaling, Ṡ=S, are larger at early
times of development, when growth is faster.
Quantification of dad-nRFP profiles, S(r,t) (Fig.
3C), in fixed discs showed that (i) the signaling
gradient scales (Fig. 3D), i.e., the scaling ratio
ls/L is constant (Fig. 3E); and (ii) the amplitude

S0 increases with A as a power law (Eq. 1),
with bs = 0.69 T 0.02 (SEM) (n = four data sets;
table S3), corresponding to as = 48% T 2% (Fig.
3F). Invariance (scaling) of the relative signaling
profile, S(r,t)/S0(t) (Fig. 3D), implies that the
cellular signaling level is proportional to the
amplitude (Scell ~ S0). The power-law relation
between amplitude S0 and area A (Fig. 3F) in-
dicates that the proliferation rate correlates with
the average relative temporal increase of Dpp
signal, Ṡcell=Scell ¼ Ṡ0=S0 (as in Eq. 2):

gcell ≈
ln2
as

Ṡcell

Scell
ð4Þ

Here, as = 48% implies that the cellular Dpp
signaling level Scell increases by about 50% dur-
ing each cell cycle. On the basis of Eq. 4, we
propose a model of growth control where the cell
cycle length is determined by how fast an in-
crease of cellular Dpp signal by 50% is achieved.

In different growth regimes, as ≈ 50%. Dpp
source and transport parameters contribute to the
amplitude S0 (SOM text S1.1) and therefore to
cellular signaling levels Scell. To test how the
rate of increase of the gradient amplitude affects
growth, we analyzed three conditions with changed
Dpp source and/or transport parameters (SOM
EP2): (i) haltere discs, where we found that Dpp
production, diffusion, and degradation are smaller
(32, 33) (Fig. 2, C to F; SOM QP3.2); (ii) wing
discs with a Dpp source of haltere histotype
(dpp>Ubx) (32, 33); and (iii) wing discs with a
constant one-cell-wide source [limiting Hh sig-
naling range to one cell with membrane-tethered
Hh (Hh-CD2)] (34).

In these tissues, the decay time of the growth
rate, the growth period, and final size differ from
that of the wild-type wing disc (table S2 and fig.
S8). However, growth and Dpp signaling still are
related by the same features: (i) Gradients scale
with tissue size. The scaling ratio l/L is constant,

Fig. 1. Dpp gradient parameters.
(A) dpp-Gal4/UAS-GFP-Dpp wing
(Wi), leg (Le), and haltere (Ha) discs
at different developmental times;
w, source width, L, target width. (B)
Images of GFP-Dpp gradients, cor-
responding to boxed areas in (A).
(C) Quantification of GFP-Dpp con-
centration as a function of the dis-
tance to the source (x). (D and E)
(D) Amplitude, C0 and (E) decay
length, l, over time. At the end of
the growth phase, in prepupal discs
(t> 140 hours), C0 again decreases.
Error bars correspond to standard
errors (SEM) of averages frombinned
data, and one data set per graph is
shown. For fit functions, parame-
ters, number of data sets, and num-
ber of discs per data set, see tables
S1 to S3 and SOM QP1. For ex-
tended versions of figure legends,
see SOM.
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A B C

D E

Fig. 2. The Dpp gradi-
ent and growth. (A) Rel-
ative Dpp concentration
profiles C(r, t)/C0 from 48
hours to 130hours (span-
ning the whole growth
period) with density plot
(below). Note the data
collapse of gradient pro-
files onto a single curve.
(B) Decay length,l, versus
compartment width, L.
(C to F) (C) Dpp produc-
tion rate, n; (D) diffu-
sion coefficient, D; and
(E) degradation rate, k,
versus posterior compartment area, A; and (F) Dpp source width, w, versus posterior compartment width, L, of wing (black) and haltere (blue) discs during growth,
estimated by FRAP (red rectangles, wing) and a reporter assay (circles) (SOM QP3). (G) Gradient amplitude, C0, versus posterior compartment area, A.
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Anisotropic tissue growth
Directionally dependent 
growth of a tissue: more growth 
along one axis (for example, 
horizontal) than another (for 
example, vertical) in the plane 
of the epithelium.

fall below the threshold and cells start expressing the 
expander (FIG. 3a). The expander then diffuses in the tissu e 
and decreases the DPP degradation rate, thus expanding 
the DPP concentration gradient. This results in an increase 
in DPP levels at the edge of the disc and repressio n of the 
expander, accompanied by disc growth28,30.

The second type of scaling mechanism is based on 
reducing the DPP degradation rate in response to cell 
division events24. This can be achieved, for example, by 
cell-autonomous dilution of a long-lived expander that 
promotes DPP degradation and might also diffuse in the 
tissue (FIG. 3b). In this expander-dilution mechanism, the 
degradation rate is inversely proportional to the number 
of cells and, by extension, the area of the tissue, so the 
gradient scales with the square root of the tissue area 
but not necessarily with the tissue width (FIG. 3b; see 
Supplementary information S1 (table)). By contrast, in 
the expansion–repression mechanism, the gradient does 
not necessarily scale with tissue area but scales with the 
width of the tissue in the direction of the gradient, as 
repression of the expander directly depends on the DPP 
gradient along this axis (FIG. 3a).

Therefore, anisotropic tissue growth could help dis-
tinguish between the two types of scaling mechanism 
(see Supplementary information S1 (table)). Indeed, 

analysis of DPP gradient scaling in different aniso-
tropic growth conditions showed that area scaling, but 
not width scaling, was the same in the different experi-
mental conditions24, suggesting that gradient scaling 
might be due to a dilution-type mechanism, rather than 
expansion–repression.

So far, no molecular equivalent of an expander 
has been identified. However, Pentagone (PENT), a 
molecule that is conserved from flies to vertebrates31, 
shows some of the features required of an expander: 
it is secreted, diffusible and repressed by DPP signal-
ling (and therefore transcribed in regions of low DPP 
concentration)31. PENT antagonizes DPP degradation 
by interacting with the heparan sulphate proteoglycan 
Division abnormally delayed (DALLY)31, which itself is 
involved in DPP turn over and diffusion32–35. It has yet to 
be determined whether DPP gradient scaling is modified 
in pent mutants.

An obvious target for an expander in the dilution 
mechanism would be DPP receptor levels: the expander 
could affect the effective intracellular DPP degradatio n 
rate by modulating DPP receptor levels through recep-
tor ubiquitylation and internalization or through 
changes in endosomal dynamics. The TKV degradation 
rate, like the DPP degradation rate, seems to decrease 

Figure 2 | Decapentaplegic gradient properties during growth. a | The Decapentaplegic (DPP) gradient expands in 
growing wing imaginal discs; homogeneous growth implies that tissue proportions, and therefore the relative position 
(distance from the source/tissue width (x/L)) of cells and their lineage, stay constant during development (two clones, blue 
and pink, are shown). b–e | Gradient scaling implies that the DPP concentration profiles at different times of development 
(b) collapse onto the same shape when relative concentration (C/C

0
;
 
in which C

0 
is the gradient amplitude) and relative 

position (x/L) are considered (c). This implies that the ratio of gradient decay length to tissue width (λ/L) is constant during 
development (in other words, λ is proportional to L (d)), and cells at certain relative positions (blue and pink) always see the 
same relative DPP concentration (C

cell
/C

0
) (c). This, in turn, implies that DPP concentration experienced by a particular cell 

(C
cell

) is proportional to C
0
. The relative increase in concentration over time is the same for all cells (e) and empirically 

correlates with growth: whenever the cellular concentration increases by a percentage α, the number of cells doubles (e).
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Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila(8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Germany. 2Department of Biochemistry and Department
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*These authors contributed equally to this work.
†Present address: California Institute of Technology,
Pasadena, CA 91125, USA.
‡Present address: Department of Systems Biology, Harvard
Medical School, Boston, MA 02115, USA.
§To whom correspondence should be addressed. E-mail:
julicher@pks.mpg.de (F.J.); marcos.gonzalez@biochem.
unige.ch (M.G.-G.)

Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype:dppGal4::UAS-GFP-Dpp/+.
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Anisotropic tissue growth
Directionally dependent 
growth of a tissue: more growth 
along one axis (for example, 
horizontal) than another (for 
example, vertical) in the plane 
of the epithelium.

fall below the threshold and cells start expressing the 
expander (FIG. 3a). The expander then diffuses in the tissu e 
and decreases the DPP degradation rate, thus expanding 
the DPP concentration gradient. This results in an increase 
in DPP levels at the edge of the disc and repressio n of the 
expander, accompanied by disc growth28,30.

The second type of scaling mechanism is based on 
reducing the DPP degradation rate in response to cell 
division events24. This can be achieved, for example, by 
cell-autonomous dilution of a long-lived expander that 
promotes DPP degradation and might also diffuse in the 
tissue (FIG. 3b). In this expander-dilution mechanism, the 
degradation rate is inversely proportional to the number 
of cells and, by extension, the area of the tissue, so the 
gradient scales with the square root of the tissue area 
but not necessarily with the tissue width (FIG. 3b; see 
Supplementary information S1 (table)). By contrast, in 
the expansion–repression mechanism, the gradient does 
not necessarily scale with tissue area but scales with the 
width of the tissue in the direction of the gradient, as 
repression of the expander directly depends on the DPP 
gradient along this axis (FIG. 3a).

Therefore, anisotropic tissue growth could help dis-
tinguish between the two types of scaling mechanism 
(see Supplementary information S1 (table)). Indeed, 

analysis of DPP gradient scaling in different aniso-
tropic growth conditions showed that area scaling, but 
not width scaling, was the same in the different experi-
mental conditions24, suggesting that gradient scaling 
might be due to a dilution-type mechanism, rather than 
expansion–repression.

So far, no molecular equivalent of an expander 
has been identified. However, Pentagone (PENT), a 
molecule that is conserved from flies to vertebrates31, 
shows some of the features required of an expander: 
it is secreted, diffusible and repressed by DPP signal-
ling (and therefore transcribed in regions of low DPP 
concentration)31. PENT antagonizes DPP degradation 
by interacting with the heparan sulphate proteoglycan 
Division abnormally delayed (DALLY)31, which itself is 
involved in DPP turn over and diffusion32–35. It has yet to 
be determined whether DPP gradient scaling is modified 
in pent mutants.

An obvious target for an expander in the dilution 
mechanism would be DPP receptor levels: the expander 
could affect the effective intracellular DPP degradatio n 
rate by modulating DPP receptor levels through recep-
tor ubiquitylation and internalization or through 
changes in endosomal dynamics. The TKV degradation 
rate, like the DPP degradation rate, seems to decrease 

Figure 2 | Decapentaplegic gradient properties during growth. a | The Decapentaplegic (DPP) gradient expands in 
growing wing imaginal discs; homogeneous growth implies that tissue proportions, and therefore the relative position 
(distance from the source/tissue width (x/L)) of cells and their lineage, stay constant during development (two clones, blue 
and pink, are shown). b–e | Gradient scaling implies that the DPP concentration profiles at different times of development 
(b) collapse onto the same shape when relative concentration (C/C

0
;
 
in which C

0 
is the gradient amplitude) and relative 

position (x/L) are considered (c). This implies that the ratio of gradient decay length to tissue width (λ/L) is constant during 
development (in other words, λ is proportional to L (d)), and cells at certain relative positions (blue and pink) always see the 
same relative DPP concentration (C

cell
/C

0
) (c). This, in turn, implies that DPP concentration experienced by a particular cell 

(C
cell

) is proportional to C
0
. The relative increase in concentration over time is the same for all cells (e) and empirically 

correlates with growth: whenever the cellular concentration increases by a percentage α, the number of cells doubles (e).
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Dpp signaling activity parallels Dpp concen-
tration. Proliferation depends on Dpp signaling
activity, rather than ligand concentration (3, 25–27).
We therefore measured Dpp pathway activity at
different levels [reviewed in (28)]: phosphorylated
Mad (P-Mad) (29), P-Mad/Medea complex forma-
tion, and brk and dad transcription [Fig. 3A and
fig. S7; SOM experimental procedures (EP) 1]
(30, 31). Of these, we systematically analyzed nu-
clear red fluorescent protein expressed under control
of the dad enhancer (dad-nRFP) as a transcriptional
readout reflecting cellular signaling activity, Scell.

With time-lapse analysis, we confirmed that
Dpp signaling increases in living wing discs (Fig.
3B andmovie S1). Consistent with Eq. 2, relative
changes in signaling, Ṡ=S, are larger at early
times of development, when growth is faster.
Quantification of dad-nRFP profiles, S(r,t) (Fig.
3C), in fixed discs showed that (i) the signaling
gradient scales (Fig. 3D), i.e., the scaling ratio
ls/L is constant (Fig. 3E); and (ii) the amplitude

S0 increases with A as a power law (Eq. 1),
with bs = 0.69 T 0.02 (SEM) (n = four data sets;
table S3), corresponding to as = 48% T 2% (Fig.
3F). Invariance (scaling) of the relative signaling
profile, S(r,t)/S0(t) (Fig. 3D), implies that the
cellular signaling level is proportional to the
amplitude (Scell ~ S0). The power-law relation
between amplitude S0 and area A (Fig. 3F) in-
dicates that the proliferation rate correlates with
the average relative temporal increase of Dpp
signal, Ṡcell=Scell ¼ Ṡ0=S0 (as in Eq. 2):

gcell ≈
ln2
as

Ṡcell

Scell
ð4Þ

Here, as = 48% implies that the cellular Dpp
signaling level Scell increases by about 50% dur-
ing each cell cycle. On the basis of Eq. 4, we
propose a model of growth control where the cell
cycle length is determined by how fast an in-
crease of cellular Dpp signal by 50% is achieved.

In different growth regimes, as ≈ 50%. Dpp
source and transport parameters contribute to the
amplitude S0 (SOM text S1.1) and therefore to
cellular signaling levels Scell. To test how the
rate of increase of the gradient amplitude affects
growth, we analyzed three conditions with changed
Dpp source and/or transport parameters (SOM
EP2): (i) haltere discs, where we found that Dpp
production, diffusion, and degradation are smaller
(32, 33) (Fig. 2, C to F; SOM QP3.2); (ii) wing
discs with a Dpp source of haltere histotype
(dpp>Ubx) (32, 33); and (iii) wing discs with a
constant one-cell-wide source [limiting Hh sig-
naling range to one cell with membrane-tethered
Hh (Hh-CD2)] (34).

In these tissues, the decay time of the growth
rate, the growth period, and final size differ from
that of the wild-type wing disc (table S2 and fig.
S8). However, growth and Dpp signaling still are
related by the same features: (i) Gradients scale
with tissue size. The scaling ratio l/L is constant,

Fig. 1. Dpp gradient parameters.
(A) dpp-Gal4/UAS-GFP-Dpp wing
(Wi), leg (Le), and haltere (Ha) discs
at different developmental times;
w, source width, L, target width. (B)
Images of GFP-Dpp gradients, cor-
responding to boxed areas in (A).
(C) Quantification of GFP-Dpp con-
centration as a function of the dis-
tance to the source (x). (D and E)
(D) Amplitude, C0 and (E) decay
length, l, over time. At the end of
the growth phase, in prepupal discs
(t> 140 hours), C0 again decreases.
Error bars correspond to standard
errors (SEM) of averages frombinned
data, and one data set per graph is
shown. For fit functions, parame-
ters, number of data sets, and num-
ber of discs per data set, see tables
S1 to S3 and SOM QP1. For ex-
tended versions of figure legends,
see SOM.
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Fig. 2. The Dpp gradi-
ent and growth. (A) Rel-
ative Dpp concentration
profiles C(r, t)/C0 from 48
hours to 130hours (span-
ning the whole growth
period) with density plot
(below). Note the data
collapse of gradient pro-
files onto a single curve.
(B) Decay length,l, versus
compartment width, L.
(C to F) (C) Dpp produc-
tion rate, n; (D) diffu-
sion coefficient, D; and
(E) degradation rate, k,
versus posterior compartment area, A; and (F) Dpp source width, w, versus posterior compartment width, L, of wing (black) and haltere (blue) discs during growth,
estimated by FRAP (red rectangles, wing) and a reporter assay (circles) (SOM QP3). (G) Gradient amplitude, C0, versus posterior compartment area, A.
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Dpp signaling activity parallels Dpp concen-
tration. Proliferation depends on Dpp signaling
activity, rather than ligand concentration (3, 25–27).
We therefore measured Dpp pathway activity at
different levels [reviewed in (28)]: phosphorylated
Mad (P-Mad) (29), P-Mad/Medea complex forma-
tion, and brk and dad transcription [Fig. 3A and
fig. S7; SOM experimental procedures (EP) 1]
(30, 31). Of these, we systematically analyzed nu-
clear red fluorescent protein expressed under control
of the dad enhancer (dad-nRFP) as a transcriptional
readout reflecting cellular signaling activity, Scell.

With time-lapse analysis, we confirmed that
Dpp signaling increases in living wing discs (Fig.
3B andmovie S1). Consistent with Eq. 2, relative
changes in signaling, Ṡ=S, are larger at early
times of development, when growth is faster.
Quantification of dad-nRFP profiles, S(r,t) (Fig.
3C), in fixed discs showed that (i) the signaling
gradient scales (Fig. 3D), i.e., the scaling ratio
ls/L is constant (Fig. 3E); and (ii) the amplitude

S0 increases with A as a power law (Eq. 1),
with bs = 0.69 T 0.02 (SEM) (n = four data sets;
table S3), corresponding to as = 48% T 2% (Fig.
3F). Invariance (scaling) of the relative signaling
profile, S(r,t)/S0(t) (Fig. 3D), implies that the
cellular signaling level is proportional to the
amplitude (Scell ~ S0). The power-law relation
between amplitude S0 and area A (Fig. 3F) in-
dicates that the proliferation rate correlates with
the average relative temporal increase of Dpp
signal, Ṡcell=Scell ¼ Ṡ0=S0 (as in Eq. 2):

gcell ≈
ln2
as

Ṡcell

Scell
ð4Þ

Here, as = 48% implies that the cellular Dpp
signaling level Scell increases by about 50% dur-
ing each cell cycle. On the basis of Eq. 4, we
propose a model of growth control where the cell
cycle length is determined by how fast an in-
crease of cellular Dpp signal by 50% is achieved.

In different growth regimes, as ≈ 50%. Dpp
source and transport parameters contribute to the
amplitude S0 (SOM text S1.1) and therefore to
cellular signaling levels Scell. To test how the
rate of increase of the gradient amplitude affects
growth, we analyzed three conditions with changed
Dpp source and/or transport parameters (SOM
EP2): (i) haltere discs, where we found that Dpp
production, diffusion, and degradation are smaller
(32, 33) (Fig. 2, C to F; SOM QP3.2); (ii) wing
discs with a Dpp source of haltere histotype
(dpp>Ubx) (32, 33); and (iii) wing discs with a
constant one-cell-wide source [limiting Hh sig-
naling range to one cell with membrane-tethered
Hh (Hh-CD2)] (34).

In these tissues, the decay time of the growth
rate, the growth period, and final size differ from
that of the wild-type wing disc (table S2 and fig.
S8). However, growth and Dpp signaling still are
related by the same features: (i) Gradients scale
with tissue size. The scaling ratio l/L is constant,

Fig. 1. Dpp gradient parameters.
(A) dpp-Gal4/UAS-GFP-Dpp wing
(Wi), leg (Le), and haltere (Ha) discs
at different developmental times;
w, source width, L, target width. (B)
Images of GFP-Dpp gradients, cor-
responding to boxed areas in (A).
(C) Quantification of GFP-Dpp con-
centration as a function of the dis-
tance to the source (x). (D and E)
(D) Amplitude, C0 and (E) decay
length, l, over time. At the end of
the growth phase, in prepupal discs
(t> 140 hours), C0 again decreases.
Error bars correspond to standard
errors (SEM) of averages frombinned
data, and one data set per graph is
shown. For fit functions, parame-
ters, number of data sets, and num-
ber of discs per data set, see tables
S1 to S3 and SOM QP1. For ex-
tended versions of figure legends,
see SOM.

µ

λ 
µ

A B C

D E

Fig. 2. The Dpp gradi-
ent and growth. (A) Rel-
ative Dpp concentration
profiles C(r, t)/C0 from 48
hours to 130hours (span-
ning the whole growth
period) with density plot
(below). Note the data
collapse of gradient pro-
files onto a single curve.
(B) Decay length,l, versus
compartment width, L.
(C to F) (C) Dpp produc-
tion rate, n; (D) diffu-
sion coefficient, D; and
(E) degradation rate, k,
versus posterior compartment area, A; and (F) Dpp source width, w, versus posterior compartment width, L, of wing (black) and haltere (blue) discs during growth,
estimated by FRAP (red rectangles, wing) and a reporter assay (circles) (SOM QP3). (G) Gradient amplitude, C0, versus posterior compartment area, A.
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• Renormalisation shows gradient scaling (decay length increases over time)

— Dynamics of morphogen gradient with growth: scaling

O. Wartlick et al. F. Jülicher and M. Gonzalez-Gaitan 
Science 331, 1154 (2011); doi: 10.1126/science.1200037 

• Morphogen: Organ-size dependent growth inducer
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• Scaling is not due to change in diffusion or production rate, but to reducing degradation constant

Dpp signaling activity parallels Dpp concen-
tration. Proliferation depends on Dpp signaling
activity, rather than ligand concentration (3, 25–27).
We therefore measured Dpp pathway activity at
different levels [reviewed in (28)]: phosphorylated
Mad (P-Mad) (29), P-Mad/Medea complex forma-
tion, and brk and dad transcription [Fig. 3A and
fig. S7; SOM experimental procedures (EP) 1]
(30, 31). Of these, we systematically analyzed nu-
clear red fluorescent protein expressed under control
of the dad enhancer (dad-nRFP) as a transcriptional
readout reflecting cellular signaling activity, Scell.

With time-lapse analysis, we confirmed that
Dpp signaling increases in living wing discs (Fig.
3B andmovie S1). Consistent with Eq. 2, relative
changes in signaling, Ṡ=S, are larger at early
times of development, when growth is faster.
Quantification of dad-nRFP profiles, S(r,t) (Fig.
3C), in fixed discs showed that (i) the signaling
gradient scales (Fig. 3D), i.e., the scaling ratio
ls/L is constant (Fig. 3E); and (ii) the amplitude

S0 increases with A as a power law (Eq. 1),
with bs = 0.69 T 0.02 (SEM) (n = four data sets;
table S3), corresponding to as = 48% T 2% (Fig.
3F). Invariance (scaling) of the relative signaling
profile, S(r,t)/S0(t) (Fig. 3D), implies that the
cellular signaling level is proportional to the
amplitude (Scell ~ S0). The power-law relation
between amplitude S0 and area A (Fig. 3F) in-
dicates that the proliferation rate correlates with
the average relative temporal increase of Dpp
signal, Ṡcell=Scell ¼ Ṡ0=S0 (as in Eq. 2):

gcell ≈
ln2
as

Ṡcell

Scell
ð4Þ

Here, as = 48% implies that the cellular Dpp
signaling level Scell increases by about 50% dur-
ing each cell cycle. On the basis of Eq. 4, we
propose a model of growth control where the cell
cycle length is determined by how fast an in-
crease of cellular Dpp signal by 50% is achieved.

In different growth regimes, as ≈ 50%. Dpp
source and transport parameters contribute to the
amplitude S0 (SOM text S1.1) and therefore to
cellular signaling levels Scell. To test how the
rate of increase of the gradient amplitude affects
growth, we analyzed three conditions with changed
Dpp source and/or transport parameters (SOM
EP2): (i) haltere discs, where we found that Dpp
production, diffusion, and degradation are smaller
(32, 33) (Fig. 2, C to F; SOM QP3.2); (ii) wing
discs with a Dpp source of haltere histotype
(dpp>Ubx) (32, 33); and (iii) wing discs with a
constant one-cell-wide source [limiting Hh sig-
naling range to one cell with membrane-tethered
Hh (Hh-CD2)] (34).

In these tissues, the decay time of the growth
rate, the growth period, and final size differ from
that of the wild-type wing disc (table S2 and fig.
S8). However, growth and Dpp signaling still are
related by the same features: (i) Gradients scale
with tissue size. The scaling ratio l/L is constant,

Fig. 1. Dpp gradient parameters.
(A) dpp-Gal4/UAS-GFP-Dpp wing
(Wi), leg (Le), and haltere (Ha) discs
at different developmental times;
w, source width, L, target width. (B)
Images of GFP-Dpp gradients, cor-
responding to boxed areas in (A).
(C) Quantification of GFP-Dpp con-
centration as a function of the dis-
tance to the source (x). (D and E)
(D) Amplitude, C0 and (E) decay
length, l, over time. At the end of
the growth phase, in prepupal discs
(t> 140 hours), C0 again decreases.
Error bars correspond to standard
errors (SEM) of averages frombinned
data, and one data set per graph is
shown. For fit functions, parame-
ters, number of data sets, and num-
ber of discs per data set, see tables
S1 to S3 and SOM QP1. For ex-
tended versions of figure legends,
see SOM.
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Fig. 2. The Dpp gradi-
ent and growth. (A) Rel-
ative Dpp concentration
profiles C(r, t)/C0 from 48
hours to 130hours (span-
ning the whole growth
period) with density plot
(below). Note the data
collapse of gradient pro-
files onto a single curve.
(B) Decay length,l, versus
compartment width, L.
(C to F) (C) Dpp produc-
tion rate, n; (D) diffu-
sion coefficient, D; and
(E) degradation rate, k,
versus posterior compartment area, A; and (F) Dpp source width, w, versus posterior compartment width, L, of wing (black) and haltere (blue) discs during growth,
estimated by FRAP (red rectangles, wing) and a reporter assay (circles) (SOM QP3). (G) Gradient amplitude, C0, versus posterior compartment area, A.
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Dpp signaling activity parallels Dpp concen-
tration. Proliferation depends on Dpp signaling
activity, rather than ligand concentration (3, 25–27).
We therefore measured Dpp pathway activity at
different levels [reviewed in (28)]: phosphorylated
Mad (P-Mad) (29), P-Mad/Medea complex forma-
tion, and brk and dad transcription [Fig. 3A and
fig. S7; SOM experimental procedures (EP) 1]
(30, 31). Of these, we systematically analyzed nu-
clear red fluorescent protein expressed under control
of the dad enhancer (dad-nRFP) as a transcriptional
readout reflecting cellular signaling activity, Scell.

With time-lapse analysis, we confirmed that
Dpp signaling increases in living wing discs (Fig.
3B andmovie S1). Consistent with Eq. 2, relative
changes in signaling, Ṡ=S, are larger at early
times of development, when growth is faster.
Quantification of dad-nRFP profiles, S(r,t) (Fig.
3C), in fixed discs showed that (i) the signaling
gradient scales (Fig. 3D), i.e., the scaling ratio
ls/L is constant (Fig. 3E); and (ii) the amplitude

S0 increases with A as a power law (Eq. 1),
with bs = 0.69 T 0.02 (SEM) (n = four data sets;
table S3), corresponding to as = 48% T 2% (Fig.
3F). Invariance (scaling) of the relative signaling
profile, S(r,t)/S0(t) (Fig. 3D), implies that the
cellular signaling level is proportional to the
amplitude (Scell ~ S0). The power-law relation
between amplitude S0 and area A (Fig. 3F) in-
dicates that the proliferation rate correlates with
the average relative temporal increase of Dpp
signal, Ṡcell=Scell ¼ Ṡ0=S0 (as in Eq. 2):

gcell ≈
ln2
as

Ṡcell

Scell
ð4Þ

Here, as = 48% implies that the cellular Dpp
signaling level Scell increases by about 50% dur-
ing each cell cycle. On the basis of Eq. 4, we
propose a model of growth control where the cell
cycle length is determined by how fast an in-
crease of cellular Dpp signal by 50% is achieved.

In different growth regimes, as ≈ 50%. Dpp
source and transport parameters contribute to the
amplitude S0 (SOM text S1.1) and therefore to
cellular signaling levels Scell. To test how the
rate of increase of the gradient amplitude affects
growth, we analyzed three conditions with changed
Dpp source and/or transport parameters (SOM
EP2): (i) haltere discs, where we found that Dpp
production, diffusion, and degradation are smaller
(32, 33) (Fig. 2, C to F; SOM QP3.2); (ii) wing
discs with a Dpp source of haltere histotype
(dpp>Ubx) (32, 33); and (iii) wing discs with a
constant one-cell-wide source [limiting Hh sig-
naling range to one cell with membrane-tethered
Hh (Hh-CD2)] (34).

In these tissues, the decay time of the growth
rate, the growth period, and final size differ from
that of the wild-type wing disc (table S2 and fig.
S8). However, growth and Dpp signaling still are
related by the same features: (i) Gradients scale
with tissue size. The scaling ratio l/L is constant,

Fig. 1. Dpp gradient parameters.
(A) dpp-Gal4/UAS-GFP-Dpp wing
(Wi), leg (Le), and haltere (Ha) discs
at different developmental times;
w, source width, L, target width. (B)
Images of GFP-Dpp gradients, cor-
responding to boxed areas in (A).
(C) Quantification of GFP-Dpp con-
centration as a function of the dis-
tance to the source (x). (D and E)
(D) Amplitude, C0 and (E) decay
length, l, over time. At the end of
the growth phase, in prepupal discs
(t> 140 hours), C0 again decreases.
Error bars correspond to standard
errors (SEM) of averages frombinned
data, and one data set per graph is
shown. For fit functions, parame-
ters, number of data sets, and num-
ber of discs per data set, see tables
S1 to S3 and SOM QP1. For ex-
tended versions of figure legends,
see SOM.
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Fig. 2. The Dpp gradi-
ent and growth. (A) Rel-
ative Dpp concentration
profiles C(r, t)/C0 from 48
hours to 130hours (span-
ning the whole growth
period) with density plot
(below). Note the data
collapse of gradient pro-
files onto a single curve.
(B) Decay length,l, versus
compartment width, L.
(C to F) (C) Dpp produc-
tion rate, n; (D) diffu-
sion coefficient, D; and
(E) degradation rate, k,
versus posterior compartment area, A; and (F) Dpp source width, w, versus posterior compartment width, L, of wing (black) and haltere (blue) discs during growth,
estimated by FRAP (red rectangles, wing) and a reporter assay (circles) (SOM QP3). (G) Gradient amplitude, C0, versus posterior compartment area, A.
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Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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during development24, so it would be interesting to 
pursu e this line of investigation further.

Finally, it is unlikely that the scaling of the signalling 
gradient happens only at the level of the ligand concen-
tration gradient. Indeed, in experiments in which both 
endogenous dpp and its downstream target brk (FIG. 1c) 
are mutated, an overall increase in the transcription 
of the DPP target gene Dad was still observed during 
development24. Increased transcription of Dad over time 
even in the absence of DPP and the BRK repressor might 
indicate that not only DPP degradation but also target 
gene production is sensitive to tissue size. Alternative 
explanations are that a second BMP-type morphogen, 

GBB, can activate MAD and also contribute to Dad tran-
scription36–39, or that the mutations used here might not 
represent complete loss of functions.

Growth control by the DPP gradient
The previous section considered how growth affects the 
DPP gradient. But, how does the DPP gradient influ-
ence growth control in the imaginal disc? Proliferation is 
approximately spatially uniform and decreases over time 
(BOX 1). By contrast, DPP concentration and signalling 
levels are graded in space and increase over time (FIG. 2). 
Therefore, absolute DPP levels alone cannot control 
homogeneous proliferation. However, cells could inter-
pret spatial differences23,24 or temporal changes in DPP 
concentration or signalling levels24 to set their growth 
rate or cell cycle length. Another possibility is that addi-
tional factors, such as mechanical stress or the presence 
of other growth factors, act in concert with DPP to make 
growth homogeneous (FIG. 4).

Below, we discuss the four major proposed morpho-
genetic growth control models: growth control by 
mechanical feedback, growth control by complemen-
tary inhibition and growth control based on spatial dif-
ferences in DPP levels between neighbouring cells or on 
temporal changes in DPP signalling.

Growth control based on mechanical feedback. In epi-
thelia, cells adjust their height and apical surface area in 
response to mechanical stress (for example, compres-
sion by surrounding cells). In other words, high levels of 
mechanical stress can physically limit tissue growth by 
locally limiting cell growth22,40. The idea that mechanical 
stress limits cell growth led to the formulation of models 
in which DPP is merely permissive for growth (that is, 
it promotes growth when its levels are above a certain 
threshold) and mechanical stress acts as a long-range 
signal to instruct cell growth rates20–22.

In a simple model based on mechanical feedback, 
proliferation is stimulated by a central point source of 
growth factors, generated by the intersection of line 
sources of the two diffusible morphogens, DPP and 
Wingless, in the centre of the disc20–22. Cells divide 
above a certain threshold of growth factor concentra-
tion. Proliferation forces cells to move out of the centra l 
growth factor zone into the periphery, where they can 
divide easily even with low growth factor levels because 
they experience low mechanical stress levels20–22. 
Proliferation in the periphery then compresses cells in 
the centre and limits their growth20–22. Thus, the build-
up of mechanical stress distributions in the tissue can 
lead to a situation in which growth is homogeneous 
even when there is a steep DPP gradient. As cell com-
pression, and thus mechanical stress, increases during 
development, the effective tissue growth rate decreases 
overall20–22 (FIG. 4a).

Experimental support for the role of mechanical 
stress in growth control comes from measurements of 
cell compression in the centre of the disc41,42, which sug-
gest that central cell compression increases during devel-
opment41. Whether this increase in mechanical stress is 
large enough to be limiting for cell growth is not clear. 

Figure 3 | Possible mechanisms for morphogen gradient expansion and scaling.  
a | Expansion–repression mechanism. The expander (pink) antagonizes morphogen 
degradation. It is transcribed (orange) below a threshold morphogen concentration 
(green); when tissue growth causes cells in the periphery to experience morphogen 
levels below this threshold, they produce a long-lived expander that diffuses in the 
tissue, reduces morphogen degradation rates (k) and thereby expands the morphogen 
gradient to fit into the new tissue width (L). In this model, the initial degradation rate 
k
i
 decreases in an inversely proportional manner to L2; this implies that the gradient 

decay length (λ) is proportional to the tissue width L. This is known as width scaling. 
b | Expander-dilution mechanism. The expander promotes degradation of the 
morphogen. When the tissue grows, the expander is diluted in response to cell division 
events, and, therefore, morphogen degradation rates (k) decrease and the morphogen 
gradient expands. In this model, the degradation rate k is inversely proportional to the 
tissue area A; this implies that the gradient decay length λ is proportional to the square 
root of the tissue area A. This is known as area scaling (see also Supplementary 
information S1 (table)).
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during development24, so it would be interesting to 
pursu e this line of investigation further.

Finally, it is unlikely that the scaling of the signalling 
gradient happens only at the level of the ligand concen-
tration gradient. Indeed, in experiments in which both 
endogenous dpp and its downstream target brk (FIG. 1c) 
are mutated, an overall increase in the transcription 
of the DPP target gene Dad was still observed during 
development24. Increased transcription of Dad over time 
even in the absence of DPP and the BRK repressor might 
indicate that not only DPP degradation but also target 
gene production is sensitive to tissue size. Alternative 
explanations are that a second BMP-type morphogen, 

GBB, can activate MAD and also contribute to Dad tran-
scription36–39, or that the mutations used here might not 
represent complete loss of functions.

Growth control by the DPP gradient
The previous section considered how growth affects the 
DPP gradient. But, how does the DPP gradient influ-
ence growth control in the imaginal disc? Proliferation is 
approximately spatially uniform and decreases over time 
(BOX 1). By contrast, DPP concentration and signalling 
levels are graded in space and increase over time (FIG. 2). 
Therefore, absolute DPP levels alone cannot control 
homogeneous proliferation. However, cells could inter-
pret spatial differences23,24 or temporal changes in DPP 
concentration or signalling levels24 to set their growth 
rate or cell cycle length. Another possibility is that addi-
tional factors, such as mechanical stress or the presence 
of other growth factors, act in concert with DPP to make 
growth homogeneous (FIG. 4).

Below, we discuss the four major proposed morpho-
genetic growth control models: growth control by 
mechanical feedback, growth control by complemen-
tary inhibition and growth control based on spatial dif-
ferences in DPP levels between neighbouring cells or on 
temporal changes in DPP signalling.

Growth control based on mechanical feedback. In epi-
thelia, cells adjust their height and apical surface area in 
response to mechanical stress (for example, compres-
sion by surrounding cells). In other words, high levels of 
mechanical stress can physically limit tissue growth by 
locally limiting cell growth22,40. The idea that mechanical 
stress limits cell growth led to the formulation of models 
in which DPP is merely permissive for growth (that is, 
it promotes growth when its levels are above a certain 
threshold) and mechanical stress acts as a long-range 
signal to instruct cell growth rates20–22.

In a simple model based on mechanical feedback, 
proliferation is stimulated by a central point source of 
growth factors, generated by the intersection of line 
sources of the two diffusible morphogens, DPP and 
Wingless, in the centre of the disc20–22. Cells divide 
above a certain threshold of growth factor concentra-
tion. Proliferation forces cells to move out of the centra l 
growth factor zone into the periphery, where they can 
divide easily even with low growth factor levels because 
they experience low mechanical stress levels20–22. 
Proliferation in the periphery then compresses cells in 
the centre and limits their growth20–22. Thus, the build-
up of mechanical stress distributions in the tissue can 
lead to a situation in which growth is homogeneous 
even when there is a steep DPP gradient. As cell com-
pression, and thus mechanical stress, increases during 
development, the effective tissue growth rate decreases 
overall20–22 (FIG. 4a).

Experimental support for the role of mechanical 
stress in growth control comes from measurements of 
cell compression in the centre of the disc41,42, which sug-
gest that central cell compression increases during devel-
opment41. Whether this increase in mechanical stress is 
large enough to be limiting for cell growth is not clear. 

Figure 3 | Possible mechanisms for morphogen gradient expansion and scaling.  
a | Expansion–repression mechanism. The expander (pink) antagonizes morphogen 
degradation. It is transcribed (orange) below a threshold morphogen concentration 
(green); when tissue growth causes cells in the periphery to experience morphogen 
levels below this threshold, they produce a long-lived expander that diffuses in the 
tissue, reduces morphogen degradation rates (k) and thereby expands the morphogen 
gradient to fit into the new tissue width (L). In this model, the initial degradation rate 
k
i
 decreases in an inversely proportional manner to L2; this implies that the gradient 

decay length (λ) is proportional to the tissue width L. This is known as width scaling. 
b | Expander-dilution mechanism. The expander promotes degradation of the 
morphogen. When the tissue grows, the expander is diluted in response to cell division 
events, and, therefore, morphogen degradation rates (k) decrease and the morphogen 
gradient expands. In this model, the degradation rate k is inversely proportional to the 
tissue area A; this implies that the gradient decay length λ is proportional to the square 
root of the tissue area A. This is known as area scaling (see also Supplementary 
information S1 (table)).

REVIEWS

598 | SEPTEMBER 2011 | VOLUME 12  www.nature.com/reviews/molcellbio

REVIEWS

© 2011 Macmillan Publishers Limited. All rights reserved

• Expander repression model of gradient scaling:

O. Wartlick et al. F. Jülicher and M. Gonzalez-Gaitan (2011)   
 Nature Reviews Mol. Cell Biol. 12: 594-604

— Dynamics of morphogen gradient with growth: scaling

Ben-Zvi, D. & Barkai, N. Proc. Natl Acad. Sci. USA 107, 6924–6929 (2010) 

Scaling of morphogen gradients by an expansion-
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Despite substantial size variations, proportions of the developing
body plan are maintained with a remarkable precision. Little is
known about the mechanisms that ensure this adaptation (scaling)
of pattern with size. Most models of patterning by morphogen
gradients do not support scaling. In contrast, we show that scaling
arises naturally in a general feedback topology, in which the range
of the morphogen gradient increases with the abundance of some
diffusible molecule, whose production, in turn, is repressed by
morphogen signaling. We term this mechanism “expansion–
repression” and show that it can function within a wide range
of biological scenarios. The expansion-repression scaling mecha-
nism is analogous to an integral-feedback controller, a key concept
in engineering that is likely to be instrumental also in maintaining
biological homeostasis.

development | patterning | theoretical biology

Multicellular organisms develop through a sequence of pat-
terning events in which uniform fields of cells differentiate

into patterned tissues and organs. Positional information is
commonly encoded by morphogen gradients, whereby a signaling
pathway is activated in a spatially graded manner over a field of
cells and induces distinct gene expression domains in a concen-
tration-dependent manner. In the standard paradigm, a signaling
molecule—the morphogen—is secreted from a local source and
diffuses through the tissue, establishing a gradient that peaks at
the source. The gradient is shaped further by factors that impact
on morphogen diffusion or degradation. The activity and abun-
dance of these regulators is often influenced by the morphogen
signaling itself through a variety of feedbacks (1–6).
Developing individuals of the same species vary in size.

However, the proportions of their body plans are kept remark-
ably constant. To achieve this proportionate patterning,
morphogen gradients ought to scale with the size of the tissue.
Despite intense research, little is known about the means by
which field size is measured and how this information feeds back
to shape the morphogen gradient (7–15).
Theoretical studies have shown that scaling is not a general

property of morphogen models but requires specialized mecha-
nisms. Proposed mechanisms include (i) two diffusible molecules
that emanate from opposing poles and define the activation
profile through their ratio; (ii) a mechanism that maintains a
constant, size-independent receptor number; and (iii) a topology
that restricts morphogen degradation to only the distal edge of
the field (a “perfect sink”) (9–11, 13, 15). Whereas those
mechanisms likely apply in some cases, they invoke fine-tuned
interactions, posing significant constraints on the design of the
patterning network (SI Text).
Here we show that scaling emerges as a natural consequence

of a feedback topology, which we term “expansion repression”.
In this case, patterning is defined by a single morphogen, whose
profile is shaped by a diffusible molecule, the “expander”. The
expander functions, directly or indirectly, to facilitate the spread
of the morphogen by enhancing its diffusion or protecting it from
degradation. In turn, expander production is repressed by
morphogen signaling. Mathematical analysis reveals that scaling
is achieved provided that the expander is stable and diffusible.

The generality of the expansion-repression mechanism allows
its implementation within a wide variety of systems. In particular,
the expander can have other roles besides its function in scaling: A
diffusible inhibitor, for example, can provide for scaling along with
its inhibitory function; similarly, in a dual morphogen system, one
of the morphogens can function as the expander. As we discuss,
this generality of the expansion-repression mechanism for scaling
reflects its analogy with an integral-feedback controller.

Results
Expansion-Repression Feedback. We consider a single morphogen
M that can induce several cell fates in a concentration-dependent
manner. We assume that M is secreted from a local source and
diffuses in a naive field of cells to establish a concentration
gradient that peaks at the source. We denote the morphogen
diffusion coefficient by DM and its degradation rate by αM. The
shape of the morphogen is determined by the diffusion equation

∂½M"
∂t

¼ DM ∇2 ½M"− αM ½M"; [1]

with a constantflux ηM at the origin (x=0).Boundary conditions at
x = L have a negligible effect on the system under most conditions
(SI Text), and we assumed either reflecting or absorbing bounda-
ries at x=L or, alternatively,M=0 at infinity (SI Text).We further
assume an additional diffusible molecule, the expander E, which
influences (directly or indirectly) the degradation rate or the dif-
fusion of the morphogen, so that

DM ¼ DM ð½E"; ½M"Þ; αM ¼ αM ð½E"; ½M"Þ [2]

are monotonically increasing (DM) or decreasing (αM) functions
of the expander concentration [E]. Note that the diffusion and
degradation rates may depend on the level of morphogen [M],
accounting for possible nonlinear effects. Finally, we assume
that expander production is repressed by morphogen signaling, so
that the expander distribution is given by the reaction diffusion
equation

∂½E"
∂t

¼ DE ∇2 ½E"− αE ½E" þ βE
Th
rep

Th
rep þ ½M"h

; [3]

where Trep denotes the repression threshold, and h is some Hill
coefficient. Without loss of generality, we assume reflective
boundary conditions (SI Text). Together, Eqs. 1–3 define the
expansion-repression feedback topology (Fig. 1A).
To see how this feedback provides for the scaling of pattern with

size, it is instructive to follow thedynamicsof gradient formation.The
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pathway is activated in a spatially graded manner over a field of
cells and induces distinct gene expression domains in a concen-
tration-dependent manner. In the standard paradigm, a signaling
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diffuses through the tissue, establishing a gradient that peaks at
the source. The gradient is shaped further by factors that impact
on morphogen diffusion or degradation. The activity and abun-
dance of these regulators is often influenced by the morphogen
signaling itself through a variety of feedbacks (1–6).
Developing individuals of the same species vary in size.

However, the proportions of their body plans are kept remark-
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morphogen gradients ought to scale with the size of the tissue.
Despite intense research, little is known about the means by
which field size is measured and how this information feeds back
to shape the morphogen gradient (7–15).
Theoretical studies have shown that scaling is not a general

property of morphogen models but requires specialized mecha-
nisms. Proposed mechanisms include (i) two diffusible molecules
that emanate from opposing poles and define the activation
profile through their ratio; (ii) a mechanism that maintains a
constant, size-independent receptor number; and (iii) a topology
that restricts morphogen degradation to only the distal edge of
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mechanisms likely apply in some cases, they invoke fine-tuned
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of a feedback topology, which we term “expansion repression”.
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commonly encoded by morphogen gradients, whereby a signaling
pathway is activated in a spatially graded manner over a field of
cells and induces distinct gene expression domains in a concen-
tration-dependent manner. In the standard paradigm, a signaling
molecule—the morphogen—is secreted from a local source and
diffuses through the tissue, establishing a gradient that peaks at
the source. The gradient is shaped further by factors that impact
on morphogen diffusion or degradation. The activity and abun-
dance of these regulators is often influenced by the morphogen
signaling itself through a variety of feedbacks (1–6).
Developing individuals of the same species vary in size.

However, the proportions of their body plans are kept remark-
ably constant. To achieve this proportionate patterning,
morphogen gradients ought to scale with the size of the tissue.
Despite intense research, little is known about the means by
which field size is measured and how this information feeds back
to shape the morphogen gradient (7–15).
Theoretical studies have shown that scaling is not a general

property of morphogen models but requires specialized mecha-
nisms. Proposed mechanisms include (i) two diffusible molecules
that emanate from opposing poles and define the activation
profile through their ratio; (ii) a mechanism that maintains a
constant, size-independent receptor number; and (iii) a topology
that restricts morphogen degradation to only the distal edge of
the field (a “perfect sink”) (9–11, 13, 15). Whereas those
mechanisms likely apply in some cases, they invoke fine-tuned
interactions, posing significant constraints on the design of the
patterning network (SI Text).
Here we show that scaling emerges as a natural consequence

of a feedback topology, which we term “expansion repression”.
In this case, patterning is defined by a single morphogen, whose
profile is shaped by a diffusible molecule, the “expander”. The
expander functions, directly or indirectly, to facilitate the spread
of the morphogen by enhancing its diffusion or protecting it from
degradation. In turn, expander production is repressed by
morphogen signaling. Mathematical analysis reveals that scaling
is achieved provided that the expander is stable and diffusible.

The generality of the expansion-repression mechanism allows
its implementation within a wide variety of systems. In particular,
the expander can have other roles besides its function in scaling: A
diffusible inhibitor, for example, can provide for scaling along with
its inhibitory function; similarly, in a dual morphogen system, one
of the morphogens can function as the expander. As we discuss,
this generality of the expansion-repression mechanism for scaling
reflects its analogy with an integral-feedback controller.

Results
Expansion-Repression Feedback. We consider a single morphogen
M that can induce several cell fates in a concentration-dependent
manner. We assume that M is secreted from a local source and
diffuses in a naive field of cells to establish a concentration
gradient that peaks at the source. We denote the morphogen
diffusion coefficient by DM and its degradation rate by αM. The
shape of the morphogen is determined by the diffusion equation

∂½M"
∂t

¼ DM ∇2 ½M"− αM ½M"; [1]

with a constantflux ηM at the origin (x=0).Boundary conditions at
x = L have a negligible effect on the system under most conditions
(SI Text), and we assumed either reflecting or absorbing bounda-
ries at x=L or, alternatively,M=0 at infinity (SI Text).We further
assume an additional diffusible molecule, the expander E, which
influences (directly or indirectly) the degradation rate or the dif-
fusion of the morphogen, so that

DM ¼ DM ð½E"; ½M"Þ; αM ¼ αM ð½E"; ½M"Þ [2]

are monotonically increasing (DM) or decreasing (αM) functions
of the expander concentration [E]. Note that the diffusion and
degradation rates may depend on the level of morphogen [M],
accounting for possible nonlinear effects. Finally, we assume
that expander production is repressed by morphogen signaling, so
that the expander distribution is given by the reaction diffusion
equation

∂½E"
∂t

¼ DE ∇2 ½E"− αE ½E" þ βE
Th
rep

Th
rep þ ½M"h

; [3]

where Trep denotes the repression threshold, and h is some Hill
coefficient. Without loss of generality, we assume reflective
boundary conditions (SI Text). Together, Eqs. 1–3 define the
expansion-repression feedback topology (Fig. 1A).
To see how this feedback provides for the scaling of pattern with

size, it is instructive to follow thedynamicsof gradient formation.The
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morphogen diffuses and degrades across the field, generating a
gradeddistribution. Theexpander is produced in distal regions of the
tissue where signaling is low. Accumulation of the expander leads to
the broadening of the morphogen gradient, which, in turn, narrows
down the expander production domain (Fig. 1B). Steady state is
reached when the gradient stops expanding, that is, when the
expander stops accumulating. Assuming that the expander is stable,
steady statewill be reachedonlywhen theexpanderproduction stops,
namely when its production is inhibited in virtually the entire field
and specifically in the distal-most point (x=L). This way, the steady-
state level of morphogen at the distal-most position is pinned to the
level required for theexpander repression,Trep, leading to theoverall
adjustment of morphogen spread according to the size of the field.
Notably, the adjustment of the profile to a specific boundary

value through the regulation of its spread (length scale) is very
different from the adjustment achieved by simply specifying a

boundary condition. The latter affects the profile locally and
usually has a moderate effect on the overall level of morphogen
gradient and does not lead to scaling (SI Text).

Analytical Approximation. To better illustrate the scaling mecha-
nism, we rewrite Eq. 1 as

τ∂ ½M"
∂t

¼ λ2
∂2 ½M"
∂x2

− f ð½M"Þ [4]

with τ some typical time scale, λ a typical length scale, and f([M])
a degradation term. For example, when a morphogen degrades
linearly, τ−1 is given by the degradation rate, λ ¼

ffiffiffiffiffiffiffiffiffiffi
DMτ

p
and

f([M]) = [M]. The expander E functions to modulate λ, with λ =
λ([E]) a monotonically increasing function of [E]. Changing
variables to y ¼ x=λ; ρ ¼ ηMλ=DM , we can write

A B

C D E

F G

Fig. 1. The expansion-repression mechanism. (A) Scheme of the expansion-repression mechanism: Morphogen signaling represses the production of the
expander. The expander in turn expands the morphogen gradient. (B) Dynamics of the expansion-repression mechanism. Initially (time = t1), the morphogen
gradient is sharp, enabling expression of the expander in a wide domain (orange bar). At later times (time = t2), the expander accumulates, the gradient
expands, and consequently the expander production domain shrinks. At steady state, the expander has accumulated and the gradient is wide enough to
repress expander production everywhere. Specifically, the profile at x = L is slightly higher than Trep, which corresponds to a complete repression of expander
production. (C) Screen for scaling in the expansion-repression topology: Shown is the distribution of parameters corresponding to systems that scaled (total of
2,372 sets). Such systems had two main characteristics: (i) flat expander profile (λE > L, with λE the expander decay length) and (ii) the initial profile is sharp
enough to induce the expander. Lmin is the length for which M(L) = Trep when [E] = 0. (D and E) Examples of morphogen gradients defined by the expansion-
repression topology: A gradient that does not scale is shown in Dwhereas a gradient that does scale is shown in E. The profiles are shown for fields of length L
(black curve) and 2L (gray curve). Distance from the source (x axis) is shown as a function of the relative position x/L. Profiles in nonscaled coordinates are
shown in the Inset. Red bars mark the change in the positions of three thresholds used to measure scaling. (F and G) Scaling in a growing field: Simulation of
the expansion-repression system in a field that grew from 100 to 200 μm during patterning is shown in F for four subsequent time points. The same sim-
ulations are shown in G but the gradients are scaled with the size of the field. Parameters for numerical solutions are given in the SI Text.
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the expansion-repression feedback described above, leading to a
steady-state activation profile,

BMPðxÞ ¼
Trep

ðx=LÞ2
; [11]

with Trep the BMP signaling threshold for admp repression (17).

Discussion
Scaling of pattern with size is essential for a reliable patterning
during development. Yet, it is not explained by most models of
morphogen gradients. Here, we show that scaling emerges as a
natural property of a feedback topology that we term expansion
repression. The key advantage of this model is that scaling stems
from the network structure. Therefore, it is relatively insensitive
to the specific details and parameters of its molecular imple-
mentation, allowing integration into a variety of biological
processes.
The expansion-repression feedback topology is based on two

diffusible components: a morphogen and an expander. Pat-
terning is determined by the spatial distribution of the morph-
ogen, but the width of this distribution increases with the
accumulating levels of the expander. Finally, the expander is
relatively stable and its production is repressed by morphogen
signaling. The precise implementation may vary: The interaction
between the morphogen and the expander can be direct or
indirect; the expander could affect morphogen spread by con-
trolling its diffusion, degradation, or other interactions; and
morphogen degradation may be linear or nonlinear. The
expander itself may have other biological roles, such as a mor-
phogen inhibitor or a morphogen itself, as shown in the exam-
ples we provide.
It is interesting to note that the expansion-repression top-

ology is analogous to an integral-feedback controller. An inte-
gral-feedback controller calculates the error between the actual
and desired outputs and adjusts the controlled variable on the
basis of the time integral of this error. In the expansion-
repression topology, the controlled variable is the characteristic
length of the morphogen profile, λ, and the objective is to adjust
λ with the system size L (Fig. 3, Fig. S4). The desired gradient is
one in which the expander is not produced, and thus the current
error corresponds to the region where the expander is produced.
This error is integrated through accumulation of the expander
as it is produced over time. The accumulated expander increases
λ, resulting in an expanded gradient, in which the expander
production domain, i.e., the error, is now smaller. The process

ends when the error is zero, that is, when the expander is
repressed in virtually the entire field (although in actual
implementation some residual production is allowed) (SI Text,
Table S2).
Integral control is a fundamental concept in engineering that

is used in diverse applications. In a biological context, such con-
trollers were implicated in the robust sensory adaptation in bac-
terial chemotaxis (23), in maintaining fixed levels of ligand-
receptor complexes (24), and in yeast homeostasis (25). Our study
suggests that this concept might be effectively used also in facil-
itating the scaling of pattern with size during developmental
patterning.

Experimental Procedures
Numerical Analysis. The system was modeled using reaction diffusion equa-
tions and was solved numerically for two lengths, L1 = 100 μm and L2 = 200
μm, while scanning systematically a multidimensional parameter space.
Consistent sets were those that displayed a steady-state profile that was
biologically valid, i.e., sharp, graded, with a proximal maximum and distal
minimum for both lengths. Scaling was assessed by measuring the change in
the position boundaries associated with three signalings upon doubling L1.
Position boundaries at L1 were fixed to be x = 25 μm, x = 50 μm, and x = 75
μm. A system was scored positive for scaling if the average relative change in
those three positions was <10%. Simulations were done using a home-
improved version of MATLAB’s PDEPE solver.

Numerical Analysis of Scaling in the Expansion-Repression Topology. The
expansion-repression topology was modeled using the reaction-
diffusion equations

∂½M%
∂t

¼ DM∇2½M%− ð1þ ½E%Þp1 α1M ½M%− ð1þ ½E%Þp1 α2M ½M%2

∂½E%
∂t

¼ DE ∇2 ½E%− αE ½E% þ βE
ðð½M%=Tp2Þ

hÞp2

1þ ð½M%=Tp2Þ
h

[12]

with a constant flux ηM of M from x = 0 and reflective boundaries for
all other boundary conditions. Parameters p1 ∈ {−1, 1} and p2 ∈ {0, 1} were
used to define the four possible topologies, with expansion–repression
realized for (p1, p2) = (−1, 0). Eight parameters were screened,
DM ;DE ; α1M ; α2M ;αE ; ηM ; βE ;  and Tp2 ; ranging at least two orders of magni-
tude, and h∈ 2;  4gf . Over 400,000 parameter sets were screened (Table S1).
A parameter set was considered robust if the average relative deviation of
the three positions was <0.1 when the morphogen flux was halved
or doubled.

Fig. 3. The expansion-repression mechanism as an integral feedback controller. Morphogen gradient (system output) is measured by production of the
expander in responding cells (sensor). The region where the expander is repressed (measured output) is compared with L, the region where the expander
should be expressed when the gradient is scaled (reference signal). The expander is produced in the region corresponding to the difference between the
measured error and the reference (current error). Its accumulation is the time integrator (controller). Following production, the elevated expander level
(system input) increases the length scale of the gradient (system), which expands the gradient (system output). This process ends when the error is zero; i.e.,
the expander is not produced by any cell.
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This is consistent with the presence of a potential signal peptide at the 
amino terminus of the protein and the finding that a functional, V5 
epitope-tagged version of Pent (V5–Pent) was readily secreted when 
transfected in Drosophila S2 cells (Supplementary Information, Fig. 
S3b–g). When ectopically expressed in sharply delineated domains 
of the wing disc, V5–Pent (but not a version of V5–Pent lacking the 
signal peptide) associated with membranes and was present in dis-
tinctive intracellular dots in regions many cell diameters away from 
expressing cells (Supplementary Information, Fig. S3h, i). Thus, pent 
encodes a secreted protein that functions over long distances in the 
wing disc epithelium.

As Pent is present extracellularly, we addressed whether the defects 
in BMP signalling activity reflected abnormalities in Dpp distribu-
tion. Reliable antibodies against Dpp are not available; therefore, Dpp 
distribution was monitored in wing discs expressing a functional, hae-
magglutinin epitope-tagged version of the ligand (HA–Dpp) under 
the control of a dpp-Gal4 driver. We could not detect marked differ-
ences in the distribution of HA–Dpp in pent mutants by conventional 
staining techniques (data not shown) or using a staining procedure 
that visualizes only the extracellular, cell-surface-associated fraction 
of the ligand19 (Fig. 3c, left panels). Nevertheless, marked differences 
were found between wild-type and pent mutant discs when the fate of 
extracellular ligand was followed over time. In wild-type discs, Dpp 
was distributed in a profile reminiscent of the pMad gradient, consist-
ent with previous reports20,21 (Fig. 3c). Conversely, in pent mutants the 
typical distribution of Dpp failed to establish; overall Dpp levels were 
greatly reduced and no ligand was detectable in lateral regions of the 
disc (Fig. 3c). Thus, Pent is important for extracellular Dpp stability.

The accelerated loss of extracellular ligand in pent mutants could 
reflect increased extracellular degradation or reduced affinity of the 
ligand for its receptors and co-receptors at cell surfaces. However, 
these hypotheses do not explain the marked increase of pMad levels in 
medial cells of the same discs. In contrast, and given the requirement 
of endocytosis for activation of BMP signalling21,22, increased rates of 
receptor-mediated internalization of Dpp would be consistent with both 
the observed medial hyperactivation of the pathway and the overall loss 
of extracellular ligand. In this model, the absence of Pent results in the 
ligand rapidly internalizing in cells near the source of its production 
(medial cells) and produces a local peak of pathway activity (Fig. 5c). 
Simultaneously, the pool of extracellular ligand available for spreading 
is depleted and levels of signalling activity rapidly drop in lateral cells of 
the disc, ultimately resulting in the characteristic phenotypes in the adult 
organ. If this hypothesis is correct, then it should be possible to restore 
pent phenotypes by reducing the rate of medial consumption of Dpp. 
Previous studies have established that the Dpp receptor Tkv (Thickveins)
is critically involved in regulating Dpp spreading and shaping the Dpp 
activity gradient16,23. Artificially elevated Tkv levels resulted in a cell-
autonomous increase in signalling activity and a concomitant decrease 
in lateral pMad expansion. Conversely, a reduction of overall Tkv lev-
els led to broadening of the BMP activity gradient (Supplementary 
Information, Fig. S3j, l). Intriguingly, reducing Tkv levels suppressed 
both the pMad phenotypes and the adult defects of pent mutants (Fig. 2d, 
e and Supplementary Information, Fig. S3k, m). These data suggest that 
Pent antagonizes excessive medial consumption of Dpp, thus ensuring 
proper lateral spreading of the ligand.

Another class of proteins that regulate Dpp spreading and activity are 
the GPI (glycosylphosphatidylinositol)-anchored heparan-sulphate pro-
teoglycans Dally and Dlp21,24–27. Both glypicans are required cell-auton-
omously for proper activation of Dpp signalling in signal-transducing 
cells21,27. Furthermore, glypicans are instrumental for proper long-range 
movement of the Dpp ligand21. Although binding of Dpp to heparan-
sulphate chains of glypicans may provide the molecular basis for both 
effects, it remains unclear how the balance of the two opposing func-
tions of glypicans in Dpp morphogen signalling (signal activation versus 
ligand spreading) is achieved. Intriguingly, both the terminal adult phe-
notypes as well as the pMad phenotypes of pent mutants resemble those 
seen in dally mutant wings (Fig. 4a–c and Supplementary Information, 
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Figure 1 Pent is a transcriptional target of BMP signalling. (a) The genomic 
locus of pent. Silencer elements (SE1–4), the DNA fragment used for the pent 
reporter (frgII) and the introduced deletions (pentA17and pent2) are indicated. 
(b) Protein structure of Pent. Domains are indicated (SP: signal peptide, 
KAZAL: Kazal or Follistatin-like domain, TY: Thyroglobulin type I repeat, EFh: 
EF hand calcium-binding motif; see also Supplementary Information, Fig. S5). 
(c) Dpp produced in a stripe of anterior cells abutting the anterior (A)-posterior 
(P) compartment boundary (dashed line) restricts brk expression to lateral-most 
cells . (d–e) Expression of pent, monitored by conventional (d) or fluorescent 
(e) in situ hybridization, is similarly detectable in lateral-most cells and absent 
from medial cells expressing the Dpp-target gene dad (e). (f) Cell-autonomous 
upregulation of pent expression in clones mutant for shn (marked by absence 
of green fluorescent protein; GFP, arrows). The same ectopic upregulation was 
evident in clones lacking tkv or mad activity (not shown). (g) Cell-autonomous 
downregulation of pent in clones expressing a constitutively active form of the 
type I receptor Tkv (tkvQD; marked by GFP). Scale bars, 50 μm.
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This is consistent with the presence of a potential signal peptide at the 
amino terminus of the protein and the finding that a functional, V5 
epitope-tagged version of Pent (V5–Pent) was readily secreted when 
transfected in Drosophila S2 cells (Supplementary Information, Fig. 
S3b–g). When ectopically expressed in sharply delineated domains 
of the wing disc, V5–Pent (but not a version of V5–Pent lacking the 
signal peptide) associated with membranes and was present in dis-
tinctive intracellular dots in regions many cell diameters away from 
expressing cells (Supplementary Information, Fig. S3h, i). Thus, pent 
encodes a secreted protein that functions over long distances in the 
wing disc epithelium.

As Pent is present extracellularly, we addressed whether the defects 
in BMP signalling activity reflected abnormalities in Dpp distribu-
tion. Reliable antibodies against Dpp are not available; therefore, Dpp 
distribution was monitored in wing discs expressing a functional, hae-
magglutinin epitope-tagged version of the ligand (HA–Dpp) under 
the control of a dpp-Gal4 driver. We could not detect marked differ-
ences in the distribution of HA–Dpp in pent mutants by conventional 
staining techniques (data not shown) or using a staining procedure 
that visualizes only the extracellular, cell-surface-associated fraction 
of the ligand19 (Fig. 3c, left panels). Nevertheless, marked differences 
were found between wild-type and pent mutant discs when the fate of 
extracellular ligand was followed over time. In wild-type discs, Dpp 
was distributed in a profile reminiscent of the pMad gradient, consist-
ent with previous reports20,21 (Fig. 3c). Conversely, in pent mutants the 
typical distribution of Dpp failed to establish; overall Dpp levels were 
greatly reduced and no ligand was detectable in lateral regions of the 
disc (Fig. 3c). Thus, Pent is important for extracellular Dpp stability.

The accelerated loss of extracellular ligand in pent mutants could 
reflect increased extracellular degradation or reduced affinity of the 
ligand for its receptors and co-receptors at cell surfaces. However, 
these hypotheses do not explain the marked increase of pMad levels in 
medial cells of the same discs. In contrast, and given the requirement 
of endocytosis for activation of BMP signalling21,22, increased rates of 
receptor-mediated internalization of Dpp would be consistent with both 
the observed medial hyperactivation of the pathway and the overall loss 
of extracellular ligand. In this model, the absence of Pent results in the 
ligand rapidly internalizing in cells near the source of its production 
(medial cells) and produces a local peak of pathway activity (Fig. 5c). 
Simultaneously, the pool of extracellular ligand available for spreading 
is depleted and levels of signalling activity rapidly drop in lateral cells of 
the disc, ultimately resulting in the characteristic phenotypes in the adult 
organ. If this hypothesis is correct, then it should be possible to restore 
pent phenotypes by reducing the rate of medial consumption of Dpp. 
Previous studies have established that the Dpp receptor Tkv (Thickveins)
is critically involved in regulating Dpp spreading and shaping the Dpp 
activity gradient16,23. Artificially elevated Tkv levels resulted in a cell-
autonomous increase in signalling activity and a concomitant decrease 
in lateral pMad expansion. Conversely, a reduction of overall Tkv lev-
els led to broadening of the BMP activity gradient (Supplementary 
Information, Fig. S3j, l). Intriguingly, reducing Tkv levels suppressed 
both the pMad phenotypes and the adult defects of pent mutants (Fig. 2d, 
e and Supplementary Information, Fig. S3k, m). These data suggest that 
Pent antagonizes excessive medial consumption of Dpp, thus ensuring 
proper lateral spreading of the ligand.

Another class of proteins that regulate Dpp spreading and activity are 
the GPI (glycosylphosphatidylinositol)-anchored heparan-sulphate pro-
teoglycans Dally and Dlp21,24–27. Both glypicans are required cell-auton-
omously for proper activation of Dpp signalling in signal-transducing 
cells21,27. Furthermore, glypicans are instrumental for proper long-range 
movement of the Dpp ligand21. Although binding of Dpp to heparan-
sulphate chains of glypicans may provide the molecular basis for both 
effects, it remains unclear how the balance of the two opposing func-
tions of glypicans in Dpp morphogen signalling (signal activation versus 
ligand spreading) is achieved. Intriguingly, both the terminal adult phe-
notypes as well as the pMad phenotypes of pent mutants resemble those 
seen in dally mutant wings (Fig. 4a–c and Supplementary Information, 

GFPshn-

penttkvQD+

pentA17

pent2

1kbDefensin

ATG STOP

frg II

SP KAZAL TY TYEFh EFh

100 aa

pent pentdadbrkdpp

A P

a

b

c d e

f

g

pent

SE1 SE2 SE3 SE4

Merge

Mergepent

GFP

Figure 1 Pent is a transcriptional target of BMP signalling. (a) The genomic 
locus of pent. Silencer elements (SE1–4), the DNA fragment used for the pent 
reporter (frgII) and the introduced deletions (pentA17and pent2) are indicated. 
(b) Protein structure of Pent. Domains are indicated (SP: signal peptide, 
KAZAL: Kazal or Follistatin-like domain, TY: Thyroglobulin type I repeat, EFh: 
EF hand calcium-binding motif; see also Supplementary Information, Fig. S5). 
(c) Dpp produced in a stripe of anterior cells abutting the anterior (A)-posterior 
(P) compartment boundary (dashed line) restricts brk expression to lateral-most 
cells . (d–e) Expression of pent, monitored by conventional (d) or fluorescent 
(e) in situ hybridization, is similarly detectable in lateral-most cells and absent 
from medial cells expressing the Dpp-target gene dad (e). (f) Cell-autonomous 
upregulation of pent expression in clones mutant for shn (marked by absence 
of green fluorescent protein; GFP, arrows). The same ectopic upregulation was 
evident in clones lacking tkv or mad activity (not shown). (g) Cell-autonomous 
downregulation of pent in clones expressing a constitutively active form of the 
type I receptor Tkv (tkvQD; marked by GFP). Scale bars, 50 μm.
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equip the Dpp morphogen gradient with robustness against perturbations 
arising from random fluctuations, mutations or expression noise.

It is worthwhile to mention that Pent-like proteins exist in vertebrates 
and—given the high conservation of the BMP signalling pathway38—might 
also be involved in BMP signalling regulation (Supplementary Information, 
Fig. S5b). Interestingly, we found that overexpression of Pent, or its clos-
est mouse relative SMOC-2, was able to interfere with BMP signalling 
during dorso-ventral axis formation in zebrafish (Danio rerio), and acted 
at the same level as the Drosophila protein during wing development 
(Supplementary Information, Fig. S5c–f and not shown). Corroborating 
our results, ectopic Xenopus laevis Smoc1 (XSmoc1) was recently reported 
to block BMP signalling during early dorso-ventral patterning of the 
Xenopus embryo39. However, XSmoc1 appears to act downstream, rather 
than upstream of receptor activation. Although this might be due to dif-
ferences in BMP regulation during dorso-ventral patterning of zebrafish 
and frog embryos, further experiments are required to clarify the role of 
Pent-like proteins in vertebrate BMP signalling. 

Note added in proof: While this work was in progress, CG2264 was iden-
tified in an overexpression screen for genes affecting life span and fertility in 
Drosophila (Molecular Genetics and Genomics, 281:147 –162, 2009 ).

METHODS
Methods and any associated references are available in the online version 
of the paper at http://www.nature.com/naturecellbiology/ 

Note: Supplementary Information is available on the Nature Cell Biology website
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Figure 5 Pent functions as a regulatory feedback loop controlling morphogen 
gradient formation and organ shape. (a) pMad staining of wild-type discs, pent2/
pent2 discs, and discs expressing pent in the dpp stripe. pMad intensity profiles 
are shown on the right. The marked lateral expansion of the pMad gradient 
in discs overexpressing pent was not due to perturbations in Dpp or Tkv 
production, as expression of dpp-lacZ and tkv-lacZ reporters were not altered 
(not shown). (b) Adult wings of the genotypes shown in a. Size comparisons 
of medial (L3/L4) and lateral regions (L1/L2, L5/M) of adult wings are shown. 
Error bars represent standard deviation. P values were calculated from the 
unpaired Student’s t-test. Scale bars, 50 μm (a); 500 μm (b). (c) Schematic 

interpretation of a and b with respect to morphogen distribution (upper panel) 
and organ size (lower panel). Dpp both signals (S) and moves laterally (M); Pent 
regulates the balance of these activities and thus the shape of the BMP-activity 
gradient and the stereotypic size proportions of the organ. (d) The BMP activity 
gradient (green) confines pent expression (orange) to lateral regions of the wing 
disc by SE- and Shn-dependent transcriptional repression and thus controls 
medial levels of extracellular Pent. Pent feeds back into the pathway to promote 
lateral spreading of BMP ligands through its interaction with Dally. In this 
model the system would be equipped with a sensitive surveillance mechanism 
to constantly fine-tune the morphogen activity gradient.
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equip the Dpp morphogen gradient with robustness against perturbations 
arising from random fluctuations, mutations or expression noise.

It is worthwhile to mention that Pent-like proteins exist in vertebrates 
and—given the high conservation of the BMP signalling pathway38—might 
also be involved in BMP signalling regulation (Supplementary Information, 
Fig. S5b). Interestingly, we found that overexpression of Pent, or its clos-
est mouse relative SMOC-2, was able to interfere with BMP signalling 
during dorso-ventral axis formation in zebrafish (Danio rerio), and acted 
at the same level as the Drosophila protein during wing development 
(Supplementary Information, Fig. S5c–f and not shown). Corroborating 
our results, ectopic Xenopus laevis Smoc1 (XSmoc1) was recently reported 
to block BMP signalling during early dorso-ventral patterning of the 
Xenopus embryo39. However, XSmoc1 appears to act downstream, rather 
than upstream of receptor activation. Although this might be due to dif-
ferences in BMP regulation during dorso-ventral patterning of zebrafish 
and frog embryos, further experiments are required to clarify the role of 
Pent-like proteins in vertebrate BMP signalling. 

Note added in proof: While this work was in progress, CG2264 was iden-
tified in an overexpression screen for genes affecting life span and fertility in 
Drosophila (Molecular Genetics and Genomics, 281:147 –162, 2009 ).

METHODS
Methods and any associated references are available in the online version 
of the paper at http://www.nature.com/naturecellbiology/ 

Note: Supplementary Information is available on the Nature Cell Biology website
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Figure 5 Pent functions as a regulatory feedback loop controlling morphogen 
gradient formation and organ shape. (a) pMad staining of wild-type discs, pent2/
pent2 discs, and discs expressing pent in the dpp stripe. pMad intensity profiles 
are shown on the right. The marked lateral expansion of the pMad gradient 
in discs overexpressing pent was not due to perturbations in Dpp or Tkv 
production, as expression of dpp-lacZ and tkv-lacZ reporters were not altered 
(not shown). (b) Adult wings of the genotypes shown in a. Size comparisons 
of medial (L3/L4) and lateral regions (L1/L2, L5/M) of adult wings are shown. 
Error bars represent standard deviation. P values were calculated from the 
unpaired Student’s t-test. Scale bars, 50 μm (a); 500 μm (b). (c) Schematic 

interpretation of a and b with respect to morphogen distribution (upper panel) 
and organ size (lower panel). Dpp both signals (S) and moves laterally (M); Pent 
regulates the balance of these activities and thus the shape of the BMP-activity 
gradient and the stereotypic size proportions of the organ. (d) The BMP activity 
gradient (green) confines pent expression (orange) to lateral regions of the wing 
disc by SE- and Shn-dependent transcriptional repression and thus controls 
medial levels of extracellular Pent. Pent feeds back into the pathway to promote 
lateral spreading of BMP ligands through its interaction with Dally. In this 
model the system would be equipped with a sensitive surveillance mechanism 
to constantly fine-tune the morphogen activity gradient.

616  NATURE CELL BIOLOGY  VOLUME 12 | NUMBER 6 | JUNE 2010

L E T T E R S

equip the Dpp morphogen gradient with robustness against perturbations 
arising from random fluctuations, mutations or expression noise.

It is worthwhile to mention that Pent-like proteins exist in vertebrates 
and—given the high conservation of the BMP signalling pathway38—might 
also be involved in BMP signalling regulation (Supplementary Information, 
Fig. S5b). Interestingly, we found that overexpression of Pent, or its clos-
est mouse relative SMOC-2, was able to interfere with BMP signalling 
during dorso-ventral axis formation in zebrafish (Danio rerio), and acted 
at the same level as the Drosophila protein during wing development 
(Supplementary Information, Fig. S5c–f and not shown). Corroborating 
our results, ectopic Xenopus laevis Smoc1 (XSmoc1) was recently reported 
to block BMP signalling during early dorso-ventral patterning of the 
Xenopus embryo39. However, XSmoc1 appears to act downstream, rather 
than upstream of receptor activation. Although this might be due to dif-
ferences in BMP regulation during dorso-ventral patterning of zebrafish 
and frog embryos, further experiments are required to clarify the role of 
Pent-like proteins in vertebrate BMP signalling. 

Note added in proof: While this work was in progress, CG2264 was iden-
tified in an overexpression screen for genes affecting life span and fertility in 
Drosophila (Molecular Genetics and Genomics, 281:147 –162, 2009 ).

METHODS
Methods and any associated references are available in the online version 
of the paper at http://www.nature.com/naturecellbiology/ 

Note: Supplementary Information is available on the Nature Cell Biology website

ACKNOWLEDGMENTS
We thank K. Basler, H. Nakato, S. Eaton, N. Perrimon, T. Kornberg, W. Gehring, J.P. 
Vincent, O. Shimmi and the Bloomington Stock Centre for fly lines, E. Laufer and T. 
Jessell for the pMad antibody and F. Bonath for technical assistance. We are indebted 
to B. Müller and K. Basler for sharing unpublished data at initial stages of the project. 
We are grateful to W. Driever, B. Hartmann, F. Hamaratoglou and M. Simons for 
comments on the manuscript, A. Weiss for suggesting the name pentagone and the 
Life Imaging Facility of SFB592 for technical support. Work in the laboratory of M.A. 
was supported by the Kantons Basel-Stadt and Basel-Land, by the Swiss National 
Science Foundation and by SystemsX.ch within the framework of the wingX RTD. 
A.S. was supported by a fellowship of Research Training Program GRK1104 and 
by the Spemann Graduate School of Biology and Medicine. Research in the G.P. 
laboratory was funded by a grant of the DFG collaborative research centre SFB592.

AUTHOR CONTRIBUTIONS
R.V., A.S., S.K. and G.P. performed and analysed experiments. L.P. and M.H. 
contributed the zebrafish experiments. R.V., M.H., M.A. and G.P. designed and 
supervised experiments. G.P. wrote the manuscript.

COMPETING FINANCIAL INTERESTS
The authors declare no competing financial interests.

20

40

60

80

100

120

140

L1/L2 L3/L4 L5/M

P = 5,8E-13 P = 1,65E-08

WT
pent2/pent2

dpp>pent

WT (n = 36)
pent2/pent2 (n = 20)
dpp>pent (n = 29)

WT dpp>penta

b

c

Dpp M

S

Dpp M

S

Dpp 0

S

dpp

Dally Dally

d

pent2/pent2

pM
ad

Li
ga

nd
G

ro
w

th

SE/Shn

pM
ad

 in
te

ns
ity

R
el

at
iv

e 
ar

ea
 s

iz
e

Figure 5 Pent functions as a regulatory feedback loop controlling morphogen 
gradient formation and organ shape. (a) pMad staining of wild-type discs, pent2/
pent2 discs, and discs expressing pent in the dpp stripe. pMad intensity profiles 
are shown on the right. The marked lateral expansion of the pMad gradient 
in discs overexpressing pent was not due to perturbations in Dpp or Tkv 
production, as expression of dpp-lacZ and tkv-lacZ reporters were not altered 
(not shown). (b) Adult wings of the genotypes shown in a. Size comparisons 
of medial (L3/L4) and lateral regions (L1/L2, L5/M) of adult wings are shown. 
Error bars represent standard deviation. P values were calculated from the 
unpaired Student’s t-test. Scale bars, 50 μm (a); 500 μm (b). (c) Schematic 

interpretation of a and b with respect to morphogen distribution (upper panel) 
and organ size (lower panel). Dpp both signals (S) and moves laterally (M); Pent 
regulates the balance of these activities and thus the shape of the BMP-activity 
gradient and the stereotypic size proportions of the organ. (d) The BMP activity 
gradient (green) confines pent expression (orange) to lateral regions of the wing 
disc by SE- and Shn-dependent transcriptional repression and thus controls 
medial levels of extracellular Pent. Pent feeds back into the pathway to promote 
lateral spreading of BMP ligands through its interaction with Dally. In this 
model the system would be equipped with a sensitive surveillance mechanism 
to constantly fine-tune the morphogen activity gradient.
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Figure 5 Pent functions as a regulatory feedback loop controlling morphogen 
gradient formation and organ shape. (a) pMad staining of wild-type discs, pent2/
pent2 discs, and discs expressing pent in the dpp stripe. pMad intensity profiles 
are shown on the right. The marked lateral expansion of the pMad gradient 
in discs overexpressing pent was not due to perturbations in Dpp or Tkv 
production, as expression of dpp-lacZ and tkv-lacZ reporters were not altered 
(not shown). (b) Adult wings of the genotypes shown in a. Size comparisons 
of medial (L3/L4) and lateral regions (L1/L2, L5/M) of adult wings are shown. 
Error bars represent standard deviation. P values were calculated from the 
unpaired Student’s t-test. Scale bars, 50 μm (a); 500 μm (b). (c) Schematic 

interpretation of a and b with respect to morphogen distribution (upper panel) 
and organ size (lower panel). Dpp both signals (S) and moves laterally (M); Pent 
regulates the balance of these activities and thus the shape of the BMP-activity 
gradient and the stereotypic size proportions of the organ. (d) The BMP activity 
gradient (green) confines pent expression (orange) to lateral regions of the wing 
disc by SE- and Shn-dependent transcriptional repression and thus controls 
medial levels of extracellular Pent. Pent feeds back into the pathway to promote 
lateral spreading of BMP ligands through its interaction with Dally. In this 
model the system would be equipped with a sensitive surveillance mechanism 
to constantly fine-tune the morphogen activity gradient.
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Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Figure S 3. Relative cell position in homogeneously and inhomogeneously growing tissues. A1,B1, Posterior compartment of a wildtype 
(A1) and a C765>Dpp disc (B1), stained for PH3-positive cells (at t=114h); the images here are contrasted to visualize the stained cells. A2, 
B2, PH3-intensity profile of the disc shown in A1 (A2) and B1 (B2) as a function of the normalized position r=x/L. A3, B3, averages of 
several PH3 profiles (n, sample size) from discs at the same stage from wildtype (A3) and C765>Dpp discs (B3). Blue lines, fit to a 
homogenous growth rate value (A3) or an exponential function (B3), respectively. A4-A5, relative positions in wildtype (homogeneous 
growth). Since the proliferation rate g is proportional to the integrated PH3-intensity Itot (see SOM QP4), the profile in A3 shows that the 
proliferation rate is approximately constant in space: cells to the left (l; dashed) and to the right (r; grey) of a cell sitting at the center of the 
tissue (yellow arrow in A3, A4) proliferate with the same rate (gl = gr); therefore they contribute equally to the tissue (A4). As a 
consequence, the relative position of all cells stays constant (A5; different colours=different initial starting positions rcell corresponding to 
different cells). B4-B5, relative positions in C765>Dpp (non-homogeneous growth). Since the growth rate g is proportional to the PH3-
intensity Itot, the profile in B3 shows that proliferation is spatially inhomogeneous in this condition: the proliferation rates of cells to the left 
and the right of a cell sitting at the center of the tissue (yellow arrow) are unequal (gl < gr):  the cells to the right contribute more to the tissue 
than those to the left (B4). As a consequence, the relative position of cells changes over time (B5). 
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several PH3 profiles (n, sample size) from discs at the same stage from wildtype (A3) and C765>Dpp discs (B3). Blue lines, fit to a 
homogenous growth rate value (A3) or an exponential function (B3), respectively. A4-A5, relative positions in wildtype (homogeneous 
growth). Since the proliferation rate g is proportional to the integrated PH3-intensity Itot (see SOM QP4), the profile in A3 shows that the 
proliferation rate is approximately constant in space: cells to the left (l; dashed) and to the right (r; grey) of a cell sitting at the center of the 
tissue (yellow arrow in A3, A4) proliferate with the same rate (gl = gr); therefore they contribute equally to the tissue (A4). As a 
consequence, the relative position of all cells stays constant (A5; different colours=different initial starting positions rcell corresponding to 
different cells). B4-B5, relative positions in C765>Dpp (non-homogeneous growth). Since the growth rate g is proportional to the PH3-
intensity Itot, the profile in B3 shows that proliferation is spatially inhomogeneous in this condition: the proliferation rates of cells to the left 
and the right of a cell sitting at the center of the tissue (yellow arrow) are unequal (gl < gr):  the cells to the right contribute more to the tissue 
than those to the left (B4). As a consequence, the relative position of cells changes over time (B5). 
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Dpp signaling activity parallels Dpp concen-
tration. Proliferation depends on Dpp signaling
activity, rather than ligand concentration (3, 25–27).
We therefore measured Dpp pathway activity at
different levels [reviewed in (28)]: phosphorylated
Mad (P-Mad) (29), P-Mad/Medea complex forma-
tion, and brk and dad transcription [Fig. 3A and
fig. S7; SOM experimental procedures (EP) 1]
(30, 31). Of these, we systematically analyzed nu-
clear red fluorescent protein expressed under control
of the dad enhancer (dad-nRFP) as a transcriptional
readout reflecting cellular signaling activity, Scell.

With time-lapse analysis, we confirmed that
Dpp signaling increases in living wing discs (Fig.
3B andmovie S1). Consistent with Eq. 2, relative
changes in signaling, Ṡ=S, are larger at early
times of development, when growth is faster.
Quantification of dad-nRFP profiles, S(r,t) (Fig.
3C), in fixed discs showed that (i) the signaling
gradient scales (Fig. 3D), i.e., the scaling ratio
ls/L is constant (Fig. 3E); and (ii) the amplitude

S0 increases with A as a power law (Eq. 1),
with bs = 0.69 T 0.02 (SEM) (n = four data sets;
table S3), corresponding to as = 48% T 2% (Fig.
3F). Invariance (scaling) of the relative signaling
profile, S(r,t)/S0(t) (Fig. 3D), implies that the
cellular signaling level is proportional to the
amplitude (Scell ~ S0). The power-law relation
between amplitude S0 and area A (Fig. 3F) in-
dicates that the proliferation rate correlates with
the average relative temporal increase of Dpp
signal, Ṡcell=Scell ¼ Ṡ0=S0 (as in Eq. 2):

gcell ≈
ln2
as

Ṡcell

Scell
ð4Þ

Here, as = 48% implies that the cellular Dpp
signaling level Scell increases by about 50% dur-
ing each cell cycle. On the basis of Eq. 4, we
propose a model of growth control where the cell
cycle length is determined by how fast an in-
crease of cellular Dpp signal by 50% is achieved.

In different growth regimes, as ≈ 50%. Dpp
source and transport parameters contribute to the
amplitude S0 (SOM text S1.1) and therefore to
cellular signaling levels Scell. To test how the
rate of increase of the gradient amplitude affects
growth, we analyzed three conditions with changed
Dpp source and/or transport parameters (SOM
EP2): (i) haltere discs, where we found that Dpp
production, diffusion, and degradation are smaller
(32, 33) (Fig. 2, C to F; SOM QP3.2); (ii) wing
discs with a Dpp source of haltere histotype
(dpp>Ubx) (32, 33); and (iii) wing discs with a
constant one-cell-wide source [limiting Hh sig-
naling range to one cell with membrane-tethered
Hh (Hh-CD2)] (34).

In these tissues, the decay time of the growth
rate, the growth period, and final size differ from
that of the wild-type wing disc (table S2 and fig.
S8). However, growth and Dpp signaling still are
related by the same features: (i) Gradients scale
with tissue size. The scaling ratio l/L is constant,

Fig. 1. Dpp gradient parameters.
(A) dpp-Gal4/UAS-GFP-Dpp wing
(Wi), leg (Le), and haltere (Ha) discs
at different developmental times;
w, source width, L, target width. (B)
Images of GFP-Dpp gradients, cor-
responding to boxed areas in (A).
(C) Quantification of GFP-Dpp con-
centration as a function of the dis-
tance to the source (x). (D and E)
(D) Amplitude, C0 and (E) decay
length, l, over time. At the end of
the growth phase, in prepupal discs
(t> 140 hours), C0 again decreases.
Error bars correspond to standard
errors (SEM) of averages frombinned
data, and one data set per graph is
shown. For fit functions, parame-
ters, number of data sets, and num-
ber of discs per data set, see tables
S1 to S3 and SOM QP1. For ex-
tended versions of figure legends,
see SOM.

µ

λ 
µ

A B C

D E

Fig. 2. The Dpp gradi-
ent and growth. (A) Rel-
ative Dpp concentration
profiles C(r, t)/C0 from 48
hours to 130hours (span-
ning the whole growth
period) with density plot
(below). Note the data
collapse of gradient pro-
files onto a single curve.
(B) Decay length,l, versus
compartment width, L.
(C to F) (C) Dpp produc-
tion rate, n; (D) diffu-
sion coefficient, D; and
(E) degradation rate, k,
versus posterior compartment area, A; and (F) Dpp source width, w, versus posterior compartment width, L, of wing (black) and haltere (blue) discs during growth,
estimated by FRAP (red rectangles, wing) and a reporter assay (circles) (SOM QP3). (G) Gradient amplitude, C0, versus posterior compartment area, A.
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• Power law relates Dpp at the source and tissue size: Implications

Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Dynamics of Dpp Signaling and
Proliferation Control
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Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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And the cell proliferation rate

is proportional to the relative temporal change in Dpp concentration 

Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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=0.41

• Therefore: 

• Thus, cells divide when they experience a 40% increase in Dpp concentration
or 50% of intracellular signalling S increase

Dpp signaling activity parallels Dpp concen-
tration. Proliferation depends on Dpp signaling
activity, rather than ligand concentration (3, 25–27).
We therefore measured Dpp pathway activity at
different levels [reviewed in (28)]: phosphorylated
Mad (P-Mad) (29), P-Mad/Medea complex forma-
tion, and brk and dad transcription [Fig. 3A and
fig. S7; SOM experimental procedures (EP) 1]
(30, 31). Of these, we systematically analyzed nu-
clear red fluorescent protein expressed under control
of the dad enhancer (dad-nRFP) as a transcriptional
readout reflecting cellular signaling activity, Scell.

With time-lapse analysis, we confirmed that
Dpp signaling increases in living wing discs (Fig.
3B andmovie S1). Consistent with Eq. 2, relative
changes in signaling, Ṡ=S, are larger at early
times of development, when growth is faster.
Quantification of dad-nRFP profiles, S(r,t) (Fig.
3C), in fixed discs showed that (i) the signaling
gradient scales (Fig. 3D), i.e., the scaling ratio
ls/L is constant (Fig. 3E); and (ii) the amplitude

S0 increases with A as a power law (Eq. 1),
with bs = 0.69 T 0.02 (SEM) (n = four data sets;
table S3), corresponding to as = 48% T 2% (Fig.
3F). Invariance (scaling) of the relative signaling
profile, S(r,t)/S0(t) (Fig. 3D), implies that the
cellular signaling level is proportional to the
amplitude (Scell ~ S0). The power-law relation
between amplitude S0 and area A (Fig. 3F) in-
dicates that the proliferation rate correlates with
the average relative temporal increase of Dpp
signal, Ṡcell=Scell ¼ Ṡ0=S0 (as in Eq. 2):

gcell ≈
ln2
as

Ṡcell

Scell
ð4Þ

Here, as = 48% implies that the cellular Dpp
signaling level Scell increases by about 50% dur-
ing each cell cycle. On the basis of Eq. 4, we
propose a model of growth control where the cell
cycle length is determined by how fast an in-
crease of cellular Dpp signal by 50% is achieved.

In different growth regimes, as ≈ 50%. Dpp
source and transport parameters contribute to the
amplitude S0 (SOM text S1.1) and therefore to
cellular signaling levels Scell. To test how the
rate of increase of the gradient amplitude affects
growth, we analyzed three conditions with changed
Dpp source and/or transport parameters (SOM
EP2): (i) haltere discs, where we found that Dpp
production, diffusion, and degradation are smaller
(32, 33) (Fig. 2, C to F; SOM QP3.2); (ii) wing
discs with a Dpp source of haltere histotype
(dpp>Ubx) (32, 33); and (iii) wing discs with a
constant one-cell-wide source [limiting Hh sig-
naling range to one cell with membrane-tethered
Hh (Hh-CD2)] (34).

In these tissues, the decay time of the growth
rate, the growth period, and final size differ from
that of the wild-type wing disc (table S2 and fig.
S8). However, growth and Dpp signaling still are
related by the same features: (i) Gradients scale
with tissue size. The scaling ratio l/L is constant,

Fig. 1. Dpp gradient parameters.
(A) dpp-Gal4/UAS-GFP-Dpp wing
(Wi), leg (Le), and haltere (Ha) discs
at different developmental times;
w, source width, L, target width. (B)
Images of GFP-Dpp gradients, cor-
responding to boxed areas in (A).
(C) Quantification of GFP-Dpp con-
centration as a function of the dis-
tance to the source (x). (D and E)
(D) Amplitude, C0 and (E) decay
length, l, over time. At the end of
the growth phase, in prepupal discs
(t> 140 hours), C0 again decreases.
Error bars correspond to standard
errors (SEM) of averages frombinned
data, and one data set per graph is
shown. For fit functions, parame-
ters, number of data sets, and num-
ber of discs per data set, see tables
S1 to S3 and SOM QP1. For ex-
tended versions of figure legends,
see SOM.
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Fig. 2. The Dpp gradi-
ent and growth. (A) Rel-
ative Dpp concentration
profiles C(r, t)/C0 from 48
hours to 130hours (span-
ning the whole growth
period) with density plot
(below). Note the data
collapse of gradient pro-
files onto a single curve.
(B) Decay length,l, versus
compartment width, L.
(C to F) (C) Dpp produc-
tion rate, n; (D) diffu-
sion coefficient, D; and
(E) degradation rate, k,
versus posterior compartment area, A; and (F) Dpp source width, w, versus posterior compartment width, L, of wing (black) and haltere (blue) discs during growth,
estimated by FRAP (red rectangles, wing) and a reporter assay (circles) (SOM QP3). (G) Gradient amplitude, C0, versus posterior compartment area, A.
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Dpp signaling activity parallels Dpp concen-
tration. Proliferation depends on Dpp signaling
activity, rather than ligand concentration (3, 25–27).
We therefore measured Dpp pathway activity at
different levels [reviewed in (28)]: phosphorylated
Mad (P-Mad) (29), P-Mad/Medea complex forma-
tion, and brk and dad transcription [Fig. 3A and
fig. S7; SOM experimental procedures (EP) 1]
(30, 31). Of these, we systematically analyzed nu-
clear red fluorescent protein expressed under control
of the dad enhancer (dad-nRFP) as a transcriptional
readout reflecting cellular signaling activity, Scell.

With time-lapse analysis, we confirmed that
Dpp signaling increases in living wing discs (Fig.
3B andmovie S1). Consistent with Eq. 2, relative
changes in signaling, Ṡ=S, are larger at early
times of development, when growth is faster.
Quantification of dad-nRFP profiles, S(r,t) (Fig.
3C), in fixed discs showed that (i) the signaling
gradient scales (Fig. 3D), i.e., the scaling ratio
ls/L is constant (Fig. 3E); and (ii) the amplitude

S0 increases with A as a power law (Eq. 1),
with bs = 0.69 T 0.02 (SEM) (n = four data sets;
table S3), corresponding to as = 48% T 2% (Fig.
3F). Invariance (scaling) of the relative signaling
profile, S(r,t)/S0(t) (Fig. 3D), implies that the
cellular signaling level is proportional to the
amplitude (Scell ~ S0). The power-law relation
between amplitude S0 and area A (Fig. 3F) in-
dicates that the proliferation rate correlates with
the average relative temporal increase of Dpp
signal, Ṡcell=Scell ¼ Ṡ0=S0 (as in Eq. 2):

gcell ≈
ln2
as

Ṡcell

Scell
ð4Þ

Here, as = 48% implies that the cellular Dpp
signaling level Scell increases by about 50% dur-
ing each cell cycle. On the basis of Eq. 4, we
propose a model of growth control where the cell
cycle length is determined by how fast an in-
crease of cellular Dpp signal by 50% is achieved.

In different growth regimes, as ≈ 50%. Dpp
source and transport parameters contribute to the
amplitude S0 (SOM text S1.1) and therefore to
cellular signaling levels Scell. To test how the
rate of increase of the gradient amplitude affects
growth, we analyzed three conditions with changed
Dpp source and/or transport parameters (SOM
EP2): (i) haltere discs, where we found that Dpp
production, diffusion, and degradation are smaller
(32, 33) (Fig. 2, C to F; SOM QP3.2); (ii) wing
discs with a Dpp source of haltere histotype
(dpp>Ubx) (32, 33); and (iii) wing discs with a
constant one-cell-wide source [limiting Hh sig-
naling range to one cell with membrane-tethered
Hh (Hh-CD2)] (34).

In these tissues, the decay time of the growth
rate, the growth period, and final size differ from
that of the wild-type wing disc (table S2 and fig.
S8). However, growth and Dpp signaling still are
related by the same features: (i) Gradients scale
with tissue size. The scaling ratio l/L is constant,

Fig. 1. Dpp gradient parameters.
(A) dpp-Gal4/UAS-GFP-Dpp wing
(Wi), leg (Le), and haltere (Ha) discs
at different developmental times;
w, source width, L, target width. (B)
Images of GFP-Dpp gradients, cor-
responding to boxed areas in (A).
(C) Quantification of GFP-Dpp con-
centration as a function of the dis-
tance to the source (x). (D and E)
(D) Amplitude, C0 and (E) decay
length, l, over time. At the end of
the growth phase, in prepupal discs
(t> 140 hours), C0 again decreases.
Error bars correspond to standard
errors (SEM) of averages frombinned
data, and one data set per graph is
shown. For fit functions, parame-
ters, number of data sets, and num-
ber of discs per data set, see tables
S1 to S3 and SOM QP1. For ex-
tended versions of figure legends,
see SOM.
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Fig. 2. The Dpp gradi-
ent and growth. (A) Rel-
ative Dpp concentration
profiles C(r, t)/C0 from 48
hours to 130hours (span-
ning the whole growth
period) with density plot
(below). Note the data
collapse of gradient pro-
files onto a single curve.
(B) Decay length,l, versus
compartment width, L.
(C to F) (C) Dpp produc-
tion rate, n; (D) diffu-
sion coefficient, D; and
(E) degradation rate, k,
versus posterior compartment area, A; and (F) Dpp source width, w, versus posterior compartment width, L, of wing (black) and haltere (blue) discs during growth,
estimated by FRAP (red rectangles, wing) and a reporter assay (circles) (SOM QP3). (G) Gradient amplitude, C0, versus posterior compartment area, A.

2

µ

µ

ν
µ

µ

µ

α

µ

λ
µ

λ

β

µ

µ

µ

A B

E F G

C D

www.sciencemag.org SCIENCE VOL 331 4 MARCH 2011 1155

RESEARCH ARTICLES

 o
n 

Ap
ril

 1
9,

 2
01

2
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fro
m

 

O. Wartlick et al. F. Jülicher and M. Gonzalez-Gaitan (2011) 
Science 331:: 1154; doi: 10.1126/science.1200037 

• Theory:

—Tissue specific, cellular growth rule:

• Morphogen: Organ-size dependent growth inducer
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Anisotropic tissue growth
Directionally dependent 
growth of a tissue: more growth 
along one axis (for example, 
horizontal) than another (for 
example, vertical) in the plane 
of the epithelium.

fall below the threshold and cells start expressing the 
expander (FIG. 3a). The expander then diffuses in the tissu e 
and decreases the DPP degradation rate, thus expanding 
the DPP concentration gradient. This results in an increase 
in DPP levels at the edge of the disc and repressio n of the 
expander, accompanied by disc growth28,30.

The second type of scaling mechanism is based on 
reducing the DPP degradation rate in response to cell 
division events24. This can be achieved, for example, by 
cell-autonomous dilution of a long-lived expander that 
promotes DPP degradation and might also diffuse in the 
tissue (FIG. 3b). In this expander-dilution mechanism, the 
degradation rate is inversely proportional to the number 
of cells and, by extension, the area of the tissue, so the 
gradient scales with the square root of the tissue area 
but not necessarily with the tissue width (FIG. 3b; see 
Supplementary information S1 (table)). By contrast, in 
the expansion–repression mechanism, the gradient does 
not necessarily scale with tissue area but scales with the 
width of the tissue in the direction of the gradient, as 
repression of the expander directly depends on the DPP 
gradient along this axis (FIG. 3a).

Therefore, anisotropic tissue growth could help dis-
tinguish between the two types of scaling mechanism 
(see Supplementary information S1 (table)). Indeed, 

analysis of DPP gradient scaling in different aniso-
tropic growth conditions showed that area scaling, but 
not width scaling, was the same in the different experi-
mental conditions24, suggesting that gradient scaling 
might be due to a dilution-type mechanism, rather than 
expansion–repression.

So far, no molecular equivalent of an expander 
has been identified. However, Pentagone (PENT), a 
molecule that is conserved from flies to vertebrates31, 
shows some of the features required of an expander: 
it is secreted, diffusible and repressed by DPP signal-
ling (and therefore transcribed in regions of low DPP 
concentration)31. PENT antagonizes DPP degradation 
by interacting with the heparan sulphate proteoglycan 
Division abnormally delayed (DALLY)31, which itself is 
involved in DPP turn over and diffusion32–35. It has yet to 
be determined whether DPP gradient scaling is modified 
in pent mutants.

An obvious target for an expander in the dilution 
mechanism would be DPP receptor levels: the expander 
could affect the effective intracellular DPP degradatio n 
rate by modulating DPP receptor levels through recep-
tor ubiquitylation and internalization or through 
changes in endosomal dynamics. The TKV degradation 
rate, like the DPP degradation rate, seems to decrease 

Figure 2 | Decapentaplegic gradient properties during growth. a | The Decapentaplegic (DPP) gradient expands in 
growing wing imaginal discs; homogeneous growth implies that tissue proportions, and therefore the relative position 
(distance from the source/tissue width (x/L)) of cells and their lineage, stay constant during development (two clones, blue 
and pink, are shown). b–e | Gradient scaling implies that the DPP concentration profiles at different times of development 
(b) collapse onto the same shape when relative concentration (C/C

0
;
 
in which C

0 
is the gradient amplitude) and relative 

position (x/L) are considered (c). This implies that the ratio of gradient decay length to tissue width (λ/L) is constant during 
development (in other words, λ is proportional to L (d)), and cells at certain relative positions (blue and pink) always see the 
same relative DPP concentration (C

cell
/C

0
) (c). This, in turn, implies that DPP concentration experienced by a particular cell 

(C
cell

) is proportional to C
0
. The relative increase in concentration over time is the same for all cells (e) and empirically 

correlates with growth: whenever the cellular concentration increases by a percentage α, the number of cells doubles (e).
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—Tissue specific, cellular growth rule:
    Cell cycle length is set by the timescale of 50% Dpp signalling increase

.

in clones should result in clonal growth rates
quantitatively predicted by Eq. 4.

For an RU486 concentration of 20 mg/ml,
Gal4 activity (and, therefore, TkvQD expression)
increases 3.6 times as fast as at 0.2 mg/ml; i.e., in
these two experiments, Ṡcell is different (Fig. 6B).
The relative increase in signaling levels in clones,
Ṡcell=Scell, therefore, depends on RU486 concen-
tration, as well as on the initial endogenous sig-
naling level: Although exogenously imposed
Ṡcell is the same in medial and lateral regions of
the disc (Fig. 6D), clones in lateral positions
experience a bigger relative increase in signaling
upon TkvQD induction because their initial sig-
naling level is lower, i.e., Ṡcell=Scell is dependent
on clone position (fig. S10). If growth is causally
controlled by Ṡcell=Scell, then RU486 concentra-
tion, clone position, and duration of drug ex-
posure should determine the clone area, whereas
as should be independent of these parameters.

The growth rate of clones indeed correlates
with the exogenously imposed Ṡcell=Scell; i.e., the
relative increases in clone area and in signaling
level are correlated by a power law (Fig. 6, C
and E; SOM QP7). The data are remarkably
consistentwithas≈ 50%, independently of RU486
concentration, duration of exposure (Fig. 6, B
and C), and clone position (Fig. 6, D and E).
Thus, local exogenous changes of Ṡcell=Scell lo-
cally result in proliferation rates predicted by Eq. 4.

Simulation of growth control. To further test
whether Eq. 4 describes a plausible growthmech-
anism, we developed a two-dimensional physical
description of proliferation control [Fig. 7 and
movies S2 to S5; SOM simulation (SI)]. We
implemented Dpp and Hh production, diffusion,
and degradation in a discrete vertex model that
describes cells as polygons and accounts for the
mechanical properties of the tissue (35). Dpp
source cells are selected in response to Hh; Dpp
production and diffusion are kept constant; and
the Dpp degradation rate is dynamically altered
in response to cell division events, such that the
average degradation rate in the tissue becomes
inversely proportional to the cell number (con-
sistent with Fig. 2, C to F). A cell divides when
the relative increase of the local Dpp level reaches
a threshold a.

Simulations of this model using parameter
values estimated experimentally for wing and
haltere discs result in growth dynamics that
quantitatively match the experimental observa-
tions for wing and haltere discs (Fig. 7, D to F,
and movie S3), although only the initial cell num-
ber, minimal cell cycle length, and Dpp diffusion
and degradation are different in the haltere. Fur-
thermore, simulations of our model can account
for the growth properties of TkvQD clones: Con-
sistent with previous experimental results (3, 5),
simulated lateral TkvQD clones have a bigger
growth rate and grow to a larger size than medial
TkvQD clones (about 4-fold and 2.5-fold as large
as simulated wild-type clones, respectively) (Fig.
7, G to I), and cells surrounding TkvQD clones
overproliferate (Fig. 7G; SOM text S2). These

α

2

A C

DB

Fig. 5. Dpp signaling and growth in
C765>Dpp. (A) dad-nRFP profiles, S(r,t); black
lines trace three cells during development
starting out at three initial relative positions
(rcell = 0.1, 0.5, 0.9). (B) Relative signaling
profiles, spanning the whole growth period,

with density plot. Profiles do not collapse onto a single curve. (C) Spatiotemporal growth profile, g(r,t);
white arrow traces cell starting out at rcell = 0.5. (D) Growth (g) versus Ṡcell=Scell of cells starting out at
different relative positions (rcell = 0.1,…, 0.9; different colors).

Fig. 6. TkvQD clones
(SOM EP2/QP7). (A) (Left)
TkvQD clones marked by
GFP; (right) dad-nRFP; rel-
ative position rc, area Ac
and average signaling lev-
el Sc of clones were mea-
sured in discs at different
times after TkvQD induction
[hours after addition of
drug (h AAD)]. Genotype:
y w hsFlp/UAS-p35; dad-
nRFP/UAS-GFP; act>y>Gal4:
PR/UAS-TkvQD. (B and D)
Average GFP intensity, re-
flecting TkvQD and p35 ex-
pression level for (B) different
drug concentrations and (D)
medial versus lateral clones.
(C and E) Relative increase
in clone area with respect
to the initial area, Ac/Ai,
versus relative increase in
Dpp signaling levels, Sc/Si
(rc). For determination of
Ai and Si, see SOM QP7.
Symbols in (C) and (E) in-
dicate data points at dif-
ferent times AAD. Gray
line (our model): For every
signaling increase by aS = 50%, clone area is expected to double, i.e., the cell generation number
increases by 1.
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in clones should result in clonal growth rates
quantitatively predicted by Eq. 4.

For an RU486 concentration of 20 mg/ml,
Gal4 activity (and, therefore, TkvQD expression)
increases 3.6 times as fast as at 0.2 mg/ml; i.e., in
these two experiments, Ṡcell is different (Fig. 6B).
The relative increase in signaling levels in clones,
Ṡcell=Scell, therefore, depends on RU486 concen-
tration, as well as on the initial endogenous sig-
naling level: Although exogenously imposed
Ṡcell is the same in medial and lateral regions of
the disc (Fig. 6D), clones in lateral positions
experience a bigger relative increase in signaling
upon TkvQD induction because their initial sig-
naling level is lower, i.e., Ṡcell=Scell is dependent
on clone position (fig. S10). If growth is causally
controlled by Ṡcell=Scell, then RU486 concentra-
tion, clone position, and duration of drug ex-
posure should determine the clone area, whereas
as should be independent of these parameters.

The growth rate of clones indeed correlates
with the exogenously imposed Ṡcell=Scell; i.e., the
relative increases in clone area and in signaling
level are correlated by a power law (Fig. 6, C
and E; SOM QP7). The data are remarkably
consistentwithas≈ 50%, independently of RU486
concentration, duration of exposure (Fig. 6, B
and C), and clone position (Fig. 6, D and E).
Thus, local exogenous changes of Ṡcell=Scell lo-
cally result in proliferation rates predicted by Eq. 4.

Simulation of growth control. To further test
whether Eq. 4 describes a plausible growthmech-
anism, we developed a two-dimensional physical
description of proliferation control [Fig. 7 and
movies S2 to S5; SOM simulation (SI)]. We
implemented Dpp and Hh production, diffusion,
and degradation in a discrete vertex model that
describes cells as polygons and accounts for the
mechanical properties of the tissue (35). Dpp
source cells are selected in response to Hh; Dpp
production and diffusion are kept constant; and
the Dpp degradation rate is dynamically altered
in response to cell division events, such that the
average degradation rate in the tissue becomes
inversely proportional to the cell number (con-
sistent with Fig. 2, C to F). A cell divides when
the relative increase of the local Dpp level reaches
a threshold a.

Simulations of this model using parameter
values estimated experimentally for wing and
haltere discs result in growth dynamics that
quantitatively match the experimental observa-
tions for wing and haltere discs (Fig. 7, D to F,
and movie S3), although only the initial cell num-
ber, minimal cell cycle length, and Dpp diffusion
and degradation are different in the haltere. Fur-
thermore, simulations of our model can account
for the growth properties of TkvQD clones: Con-
sistent with previous experimental results (3, 5),
simulated lateral TkvQD clones have a bigger
growth rate and grow to a larger size than medial
TkvQD clones (about 4-fold and 2.5-fold as large
as simulated wild-type clones, respectively) (Fig.
7, G to I), and cells surrounding TkvQD clones
overproliferate (Fig. 7G; SOM text S2). These
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Fig. 5. Dpp signaling and growth in
C765>Dpp. (A) dad-nRFP profiles, S(r,t); black
lines trace three cells during development
starting out at three initial relative positions
(rcell = 0.1, 0.5, 0.9). (B) Relative signaling
profiles, spanning the whole growth period,

with density plot. Profiles do not collapse onto a single curve. (C) Spatiotemporal growth profile, g(r,t);
white arrow traces cell starting out at rcell = 0.5. (D) Growth (g) versus Ṡcell=Scell of cells starting out at
different relative positions (rcell = 0.1,…, 0.9; different colors).

Fig. 6. TkvQD clones
(SOM EP2/QP7). (A) (Left)
TkvQD clones marked by
GFP; (right) dad-nRFP; rel-
ative position rc, area Ac
and average signaling lev-
el Sc of clones were mea-
sured in discs at different
times after TkvQD induction
[hours after addition of
drug (h AAD)]. Genotype:
y w hsFlp/UAS-p35; dad-
nRFP/UAS-GFP; act>y>Gal4:
PR/UAS-TkvQD. (B and D)
Average GFP intensity, re-
flecting TkvQD and p35 ex-
pression level for (B) different
drug concentrations and (D)
medial versus lateral clones.
(C and E) Relative increase
in clone area with respect
to the initial area, Ac/Ai,
versus relative increase in
Dpp signaling levels, Sc/Si
(rc). For determination of
Ai and Si, see SOM QP7.
Symbols in (C) and (E) in-
dicate data points at dif-
ferent times AAD. Gray
line (our model): For every
signaling increase by aS = 50%, clone area is expected to double, i.e., the cell generation number
increases by 1.
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• Experimental test: Exogenous system of signalling increase using a 
constitutive activation of the Dpp receptor Tkv (S in the experiment)

O. Wartlick et al. F. Jülicher and M. Gonzalez-Gaitan (2011) 
Science 331:: 1154; doi: 10.1126/science.1200037 

• Morphogen: Organ-size dependent growth inducer
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in clones should result in clonal growth rates
quantitatively predicted by Eq. 4.

For an RU486 concentration of 20 mg/ml,
Gal4 activity (and, therefore, TkvQD expression)
increases 3.6 times as fast as at 0.2 mg/ml; i.e., in
these two experiments, Ṡcell is different (Fig. 6B).
The relative increase in signaling levels in clones,
Ṡcell=Scell, therefore, depends on RU486 concen-
tration, as well as on the initial endogenous sig-
naling level: Although exogenously imposed
Ṡcell is the same in medial and lateral regions of
the disc (Fig. 6D), clones in lateral positions
experience a bigger relative increase in signaling
upon TkvQD induction because their initial sig-
naling level is lower, i.e., Ṡcell=Scell is dependent
on clone position (fig. S10). If growth is causally
controlled by Ṡcell=Scell, then RU486 concentra-
tion, clone position, and duration of drug ex-
posure should determine the clone area, whereas
as should be independent of these parameters.

The growth rate of clones indeed correlates
with the exogenously imposed Ṡcell=Scell; i.e., the
relative increases in clone area and in signaling
level are correlated by a power law (Fig. 6, C
and E; SOM QP7). The data are remarkably
consistentwithas≈ 50%, independently of RU486
concentration, duration of exposure (Fig. 6, B
and C), and clone position (Fig. 6, D and E).
Thus, local exogenous changes of Ṡcell=Scell lo-
cally result in proliferation rates predicted by Eq. 4.

Simulation of growth control. To further test
whether Eq. 4 describes a plausible growthmech-
anism, we developed a two-dimensional physical
description of proliferation control [Fig. 7 and
movies S2 to S5; SOM simulation (SI)]. We
implemented Dpp and Hh production, diffusion,
and degradation in a discrete vertex model that
describes cells as polygons and accounts for the
mechanical properties of the tissue (35). Dpp
source cells are selected in response to Hh; Dpp
production and diffusion are kept constant; and
the Dpp degradation rate is dynamically altered
in response to cell division events, such that the
average degradation rate in the tissue becomes
inversely proportional to the cell number (con-
sistent with Fig. 2, C to F). A cell divides when
the relative increase of the local Dpp level reaches
a threshold a.

Simulations of this model using parameter
values estimated experimentally for wing and
haltere discs result in growth dynamics that
quantitatively match the experimental observa-
tions for wing and haltere discs (Fig. 7, D to F,
and movie S3), although only the initial cell num-
ber, minimal cell cycle length, and Dpp diffusion
and degradation are different in the haltere. Fur-
thermore, simulations of our model can account
for the growth properties of TkvQD clones: Con-
sistent with previous experimental results (3, 5),
simulated lateral TkvQD clones have a bigger
growth rate and grow to a larger size than medial
TkvQD clones (about 4-fold and 2.5-fold as large
as simulated wild-type clones, respectively) (Fig.
7, G to I), and cells surrounding TkvQD clones
overproliferate (Fig. 7G; SOM text S2). These
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Fig. 5. Dpp signaling and growth in
C765>Dpp. (A) dad-nRFP profiles, S(r,t); black
lines trace three cells during development
starting out at three initial relative positions
(rcell = 0.1, 0.5, 0.9). (B) Relative signaling
profiles, spanning the whole growth period,

with density plot. Profiles do not collapse onto a single curve. (C) Spatiotemporal growth profile, g(r,t);
white arrow traces cell starting out at rcell = 0.5. (D) Growth (g) versus Ṡcell=Scell of cells starting out at
different relative positions (rcell = 0.1,…, 0.9; different colors).

Fig. 6. TkvQD clones
(SOM EP2/QP7). (A) (Left)
TkvQD clones marked by
GFP; (right) dad-nRFP; rel-
ative position rc, area Ac
and average signaling lev-
el Sc of clones were mea-
sured in discs at different
times after TkvQD induction
[hours after addition of
drug (h AAD)]. Genotype:
y w hsFlp/UAS-p35; dad-
nRFP/UAS-GFP; act>y>Gal4:
PR/UAS-TkvQD. (B and D)
Average GFP intensity, re-
flecting TkvQD and p35 ex-
pression level for (B) different
drug concentrations and (D)
medial versus lateral clones.
(C and E) Relative increase
in clone area with respect
to the initial area, Ac/Ai,
versus relative increase in
Dpp signaling levels, Sc/Si
(rc). For determination of
Ai and Si, see SOM QP7.
Symbols in (C) and (E) in-
dicate data points at dif-
ferent times AAD. Gray
line (our model): For every
signaling increase by aS = 50%, clone area is expected to double, i.e., the cell generation number
increases by 1.
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in clones should result in clonal growth rates
quantitatively predicted by Eq. 4.

For an RU486 concentration of 20 mg/ml,
Gal4 activity (and, therefore, TkvQD expression)
increases 3.6 times as fast as at 0.2 mg/ml; i.e., in
these two experiments, Ṡcell is different (Fig. 6B).
The relative increase in signaling levels in clones,
Ṡcell=Scell, therefore, depends on RU486 concen-
tration, as well as on the initial endogenous sig-
naling level: Although exogenously imposed
Ṡcell is the same in medial and lateral regions of
the disc (Fig. 6D), clones in lateral positions
experience a bigger relative increase in signaling
upon TkvQD induction because their initial sig-
naling level is lower, i.e., Ṡcell=Scell is dependent
on clone position (fig. S10). If growth is causally
controlled by Ṡcell=Scell, then RU486 concentra-
tion, clone position, and duration of drug ex-
posure should determine the clone area, whereas
as should be independent of these parameters.

The growth rate of clones indeed correlates
with the exogenously imposed Ṡcell=Scell; i.e., the
relative increases in clone area and in signaling
level are correlated by a power law (Fig. 6, C
and E; SOM QP7). The data are remarkably
consistentwithas≈ 50%, independently of RU486
concentration, duration of exposure (Fig. 6, B
and C), and clone position (Fig. 6, D and E).
Thus, local exogenous changes of Ṡcell=Scell lo-
cally result in proliferation rates predicted by Eq. 4.

Simulation of growth control. To further test
whether Eq. 4 describes a plausible growthmech-
anism, we developed a two-dimensional physical
description of proliferation control [Fig. 7 and
movies S2 to S5; SOM simulation (SI)]. We
implemented Dpp and Hh production, diffusion,
and degradation in a discrete vertex model that
describes cells as polygons and accounts for the
mechanical properties of the tissue (35). Dpp
source cells are selected in response to Hh; Dpp
production and diffusion are kept constant; and
the Dpp degradation rate is dynamically altered
in response to cell division events, such that the
average degradation rate in the tissue becomes
inversely proportional to the cell number (con-
sistent with Fig. 2, C to F). A cell divides when
the relative increase of the local Dpp level reaches
a threshold a.

Simulations of this model using parameter
values estimated experimentally for wing and
haltere discs result in growth dynamics that
quantitatively match the experimental observa-
tions for wing and haltere discs (Fig. 7, D to F,
and movie S3), although only the initial cell num-
ber, minimal cell cycle length, and Dpp diffusion
and degradation are different in the haltere. Fur-
thermore, simulations of our model can account
for the growth properties of TkvQD clones: Con-
sistent with previous experimental results (3, 5),
simulated lateral TkvQD clones have a bigger
growth rate and grow to a larger size than medial
TkvQD clones (about 4-fold and 2.5-fold as large
as simulated wild-type clones, respectively) (Fig.
7, G to I), and cells surrounding TkvQD clones
overproliferate (Fig. 7G; SOM text S2). These
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Fig. 5. Dpp signaling and growth in
C765>Dpp. (A) dad-nRFP profiles, S(r,t); black
lines trace three cells during development
starting out at three initial relative positions
(rcell = 0.1, 0.5, 0.9). (B) Relative signaling
profiles, spanning the whole growth period,

with density plot. Profiles do not collapse onto a single curve. (C) Spatiotemporal growth profile, g(r,t);
white arrow traces cell starting out at rcell = 0.5. (D) Growth (g) versus Ṡcell=Scell of cells starting out at
different relative positions (rcell = 0.1,…, 0.9; different colors).

Fig. 6. TkvQD clones
(SOM EP2/QP7). (A) (Left)
TkvQD clones marked by
GFP; (right) dad-nRFP; rel-
ative position rc, area Ac
and average signaling lev-
el Sc of clones were mea-
sured in discs at different
times after TkvQD induction
[hours after addition of
drug (h AAD)]. Genotype:
y w hsFlp/UAS-p35; dad-
nRFP/UAS-GFP; act>y>Gal4:
PR/UAS-TkvQD. (B and D)
Average GFP intensity, re-
flecting TkvQD and p35 ex-
pression level for (B) different
drug concentrations and (D)
medial versus lateral clones.
(C and E) Relative increase
in clone area with respect
to the initial area, Ac/Ai,
versus relative increase in
Dpp signaling levels, Sc/Si
(rc). For determination of
Ai and Si, see SOM QP7.
Symbols in (C) and (E) in-
dicate data points at dif-
ferent times AAD. Gray
line (our model): For every
signaling increase by aS = 50%, clone area is expected to double, i.e., the cell generation number
increases by 1.
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PERSPECTIVES

   W
hat determines the final size of 

an animal? Secreted molecules 

called morphogens control tissue 

and organ growth during development ( 1). As 

morphogens diffuse away from their source, 

a concentration gradient forms. Target cells 

“read” the local concentration and activate 

genes involved in differentiation. One such 

morphogen is Decapentaplegic (Dpp), a 

member of the transforming growth factor–β 

family that controls fl y (Drosophila melano-
gaster) development ( 2– 6). Paradoxically, 

although Dpp forms a concentration gradient, 

it promotes seemingly uniform growth across 

its target tissue. Earlier studies argued that 

the slope rather than the concentration of the 

Dpp gradient may control growth ( 7), or that 

cell proliferation is modulated by mechani-

cal constraints ( 8,  9). On page 1154 of this 

issue, Wartlick et al. ( 10) propose instead that 

cells control growth by computing the rela-

tive temporal variation in Dpp activity.

Wartlick et al. draw on both quantitative 

observations and theory to make three fun-

damental observations about the dynamic 

nature of the Dpp morphogen gradient. 

The fi rst is that the gradient scales with tis-

sue size, an issue that has long been unre-

solved. The authors examined the Dpp gra-

dient in the Drosophila larval wing imaginal 

disc (which develops into the adult wing). 

By measuring the intensity of fl uorescent 

proteins attached to Dpp and Dad (a mole-

cule whose expression is induced by Dpp), 

the authors show that Dpp concentration 

and signaling activity are well described by 

an exponential function. The decay length 

(λ) of this exponential increases over time, 

proportionally with the size (L) of the tis-

sue, such that λ/L is constant (see the fi g-

ure). Thus, Dpp concentration profi les at all 

stages of development can be described by 

one unique exponential master curve.

Considering that growth is spatially uni-

form–that is, the relative position of a cell in 

the tissue remains unchanged—Wartlick et 
al. conclude that all cells in the tissue expe-

rience the same relative temporal changes 

in Dpp signaling. Thus, as a cell is moved 

away from the Dpp source because of tis-

sue growth, its Dpp concentration does not 

decrease, but rather, it increases in propor-

tion to gradient amplitude (maximum at the 

source) due to the accumulation of Dpp.

The third observation of Wartlick et al. is 

that the gradient amplitude is related to the 

area of the target tissue by a power law—

they are proportional on logarithmic scales. 

Because all cells in the tissue sense the same 

relative temporal variation in Dpp, this fi nd-

ing implies that the rate of tissue growth, and 

hence the rate of cell divisions, is propor-

tional to the relative increase of Dpp concen-

tration and activity. Putting this into num-

bers, a cell divides when its Dpp concentra-

tion and activity increase by, respectively, 

40 and 50%. Wartlick et al. hypo thesize that 

this phenomenological correlation underlies 

a deeper causal link, and propose that sens-

ing such an increase in Dpp signaling trig-

gers cells to divide.

The quantitative model of Wartlick et al. 
lends itself to rigorous experimental testing. 

In particular, it predicts that any experimen-

tal manipulation of Dpp gradient dynam-

ics should be accompanied by a change in 

growth rate, such that cells divide when Dpp 

activity has increased by about 50%. Indeed, 

even in perturbed conditions (such as alter-

ing the production, diffusion, or degradation 

of Dpp), cells at all positions in the imaginal 

disc tissue divide after experiencing a 50% 

increase in Dpp activity.

The correlation works so well that one 

might fear a “hidden” constraint embedded in 

the system that couples Dpp activity increase 

and tissue growth. To address this possibility, 

Wartlick et al. examined a situation in which 

the rise of Dpp activity is regulated externally 

by controlling the rate of accumulation of a 

constitutively active Dpp receptor, and thus 

the extent of relative Dpp signaling change in 

the target cells. The rate of cell growth corre-

lated with the induction of cell division by a 

~50% increase in Dpp signaling.

The model presented by Wartlick et al. 
changes how we should now think about 

growth control by morphogens in several 

ways. It establishes Dpp as a genuine growth 

factor, a point debated until recently. (Whether 

the effect of Dpp on early fl y wing develop-
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in clones should result in clonal growth rates
quantitatively predicted by Eq. 4.

For an RU486 concentration of 20 mg/ml,
Gal4 activity (and, therefore, TkvQD expression)
increases 3.6 times as fast as at 0.2 mg/ml; i.e., in
these two experiments, Ṡcell is different (Fig. 6B).
The relative increase in signaling levels in clones,
Ṡcell=Scell, therefore, depends on RU486 concen-
tration, as well as on the initial endogenous sig-
naling level: Although exogenously imposed
Ṡcell is the same in medial and lateral regions of
the disc (Fig. 6D), clones in lateral positions
experience a bigger relative increase in signaling
upon TkvQD induction because their initial sig-
naling level is lower, i.e., Ṡcell=Scell is dependent
on clone position (fig. S10). If growth is causally
controlled by Ṡcell=Scell, then RU486 concentra-
tion, clone position, and duration of drug ex-
posure should determine the clone area, whereas
as should be independent of these parameters.

The growth rate of clones indeed correlates
with the exogenously imposed Ṡcell=Scell; i.e., the
relative increases in clone area and in signaling
level are correlated by a power law (Fig. 6, C
and E; SOM QP7). The data are remarkably
consistentwithas≈ 50%, independently of RU486
concentration, duration of exposure (Fig. 6, B
and C), and clone position (Fig. 6, D and E).
Thus, local exogenous changes of Ṡcell=Scell lo-
cally result in proliferation rates predicted by Eq. 4.

Simulation of growth control. To further test
whether Eq. 4 describes a plausible growthmech-
anism, we developed a two-dimensional physical
description of proliferation control [Fig. 7 and
movies S2 to S5; SOM simulation (SI)]. We
implemented Dpp and Hh production, diffusion,
and degradation in a discrete vertex model that
describes cells as polygons and accounts for the
mechanical properties of the tissue (35). Dpp
source cells are selected in response to Hh; Dpp
production and diffusion are kept constant; and
the Dpp degradation rate is dynamically altered
in response to cell division events, such that the
average degradation rate in the tissue becomes
inversely proportional to the cell number (con-
sistent with Fig. 2, C to F). A cell divides when
the relative increase of the local Dpp level reaches
a threshold a.

Simulations of this model using parameter
values estimated experimentally for wing and
haltere discs result in growth dynamics that
quantitatively match the experimental observa-
tions for wing and haltere discs (Fig. 7, D to F,
and movie S3), although only the initial cell num-
ber, minimal cell cycle length, and Dpp diffusion
and degradation are different in the haltere. Fur-
thermore, simulations of our model can account
for the growth properties of TkvQD clones: Con-
sistent with previous experimental results (3, 5),
simulated lateral TkvQD clones have a bigger
growth rate and grow to a larger size than medial
TkvQD clones (about 4-fold and 2.5-fold as large
as simulated wild-type clones, respectively) (Fig.
7, G to I), and cells surrounding TkvQD clones
overproliferate (Fig. 7G; SOM text S2). These
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Fig. 5. Dpp signaling and growth in
C765>Dpp. (A) dad-nRFP profiles, S(r,t); black
lines trace three cells during development
starting out at three initial relative positions
(rcell = 0.1, 0.5, 0.9). (B) Relative signaling
profiles, spanning the whole growth period,

with density plot. Profiles do not collapse onto a single curve. (C) Spatiotemporal growth profile, g(r,t);
white arrow traces cell starting out at rcell = 0.5. (D) Growth (g) versus Ṡcell=Scell of cells starting out at
different relative positions (rcell = 0.1,…, 0.9; different colors).

Fig. 6. TkvQD clones
(SOM EP2/QP7). (A) (Left)
TkvQD clones marked by
GFP; (right) dad-nRFP; rel-
ative position rc, area Ac
and average signaling lev-
el Sc of clones were mea-
sured in discs at different
times after TkvQD induction
[hours after addition of
drug (h AAD)]. Genotype:
y w hsFlp/UAS-p35; dad-
nRFP/UAS-GFP; act>y>Gal4:
PR/UAS-TkvQD. (B and D)
Average GFP intensity, re-
flecting TkvQD and p35 ex-
pression level for (B) different
drug concentrations and (D)
medial versus lateral clones.
(C and E) Relative increase
in clone area with respect
to the initial area, Ac/Ai,
versus relative increase in
Dpp signaling levels, Sc/Si
(rc). For determination of
Ai and Si, see SOM QP7.
Symbols in (C) and (E) in-
dicate data points at dif-
ferent times AAD. Gray
line (our model): For every
signaling increase by aS = 50%, clone area is expected to double, i.e., the cell generation number
increases by 1.
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—Tissue specific, cellular growth rule:
    Cell cycle length is set by the timescale of 50% Dpp signalling increase

.

in clones should result in clonal growth rates
quantitatively predicted by Eq. 4.

For an RU486 concentration of 20 mg/ml,
Gal4 activity (and, therefore, TkvQD expression)
increases 3.6 times as fast as at 0.2 mg/ml; i.e., in
these two experiments, Ṡcell is different (Fig. 6B).
The relative increase in signaling levels in clones,
Ṡcell=Scell, therefore, depends on RU486 concen-
tration, as well as on the initial endogenous sig-
naling level: Although exogenously imposed
Ṡcell is the same in medial and lateral regions of
the disc (Fig. 6D), clones in lateral positions
experience a bigger relative increase in signaling
upon TkvQD induction because their initial sig-
naling level is lower, i.e., Ṡcell=Scell is dependent
on clone position (fig. S10). If growth is causally
controlled by Ṡcell=Scell, then RU486 concentra-
tion, clone position, and duration of drug ex-
posure should determine the clone area, whereas
as should be independent of these parameters.

The growth rate of clones indeed correlates
with the exogenously imposed Ṡcell=Scell; i.e., the
relative increases in clone area and in signaling
level are correlated by a power law (Fig. 6, C
and E; SOM QP7). The data are remarkably
consistentwithas≈ 50%, independently of RU486
concentration, duration of exposure (Fig. 6, B
and C), and clone position (Fig. 6, D and E).
Thus, local exogenous changes of Ṡcell=Scell lo-
cally result in proliferation rates predicted by Eq. 4.

Simulation of growth control. To further test
whether Eq. 4 describes a plausible growthmech-
anism, we developed a two-dimensional physical
description of proliferation control [Fig. 7 and
movies S2 to S5; SOM simulation (SI)]. We
implemented Dpp and Hh production, diffusion,
and degradation in a discrete vertex model that
describes cells as polygons and accounts for the
mechanical properties of the tissue (35). Dpp
source cells are selected in response to Hh; Dpp
production and diffusion are kept constant; and
the Dpp degradation rate is dynamically altered
in response to cell division events, such that the
average degradation rate in the tissue becomes
inversely proportional to the cell number (con-
sistent with Fig. 2, C to F). A cell divides when
the relative increase of the local Dpp level reaches
a threshold a.

Simulations of this model using parameter
values estimated experimentally for wing and
haltere discs result in growth dynamics that
quantitatively match the experimental observa-
tions for wing and haltere discs (Fig. 7, D to F,
and movie S3), although only the initial cell num-
ber, minimal cell cycle length, and Dpp diffusion
and degradation are different in the haltere. Fur-
thermore, simulations of our model can account
for the growth properties of TkvQD clones: Con-
sistent with previous experimental results (3, 5),
simulated lateral TkvQD clones have a bigger
growth rate and grow to a larger size than medial
TkvQD clones (about 4-fold and 2.5-fold as large
as simulated wild-type clones, respectively) (Fig.
7, G to I), and cells surrounding TkvQD clones
overproliferate (Fig. 7G; SOM text S2). These
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Fig. 5. Dpp signaling and growth in
C765>Dpp. (A) dad-nRFP profiles, S(r,t); black
lines trace three cells during development
starting out at three initial relative positions
(rcell = 0.1, 0.5, 0.9). (B) Relative signaling
profiles, spanning the whole growth period,

with density plot. Profiles do not collapse onto a single curve. (C) Spatiotemporal growth profile, g(r,t);
white arrow traces cell starting out at rcell = 0.5. (D) Growth (g) versus Ṡcell=Scell of cells starting out at
different relative positions (rcell = 0.1,…, 0.9; different colors).

Fig. 6. TkvQD clones
(SOM EP2/QP7). (A) (Left)
TkvQD clones marked by
GFP; (right) dad-nRFP; rel-
ative position rc, area Ac
and average signaling lev-
el Sc of clones were mea-
sured in discs at different
times after TkvQD induction
[hours after addition of
drug (h AAD)]. Genotype:
y w hsFlp/UAS-p35; dad-
nRFP/UAS-GFP; act>y>Gal4:
PR/UAS-TkvQD. (B and D)
Average GFP intensity, re-
flecting TkvQD and p35 ex-
pression level for (B) different
drug concentrations and (D)
medial versus lateral clones.
(C and E) Relative increase
in clone area with respect
to the initial area, Ac/Ai,
versus relative increase in
Dpp signaling levels, Sc/Si
(rc). For determination of
Ai and Si, see SOM QP7.
Symbols in (C) and (E) in-
dicate data points at dif-
ferent times AAD. Gray
line (our model): For every
signaling increase by aS = 50%, clone area is expected to double, i.e., the cell generation number
increases by 1.
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in clones should result in clonal growth rates
quantitatively predicted by Eq. 4.

For an RU486 concentration of 20 mg/ml,
Gal4 activity (and, therefore, TkvQD expression)
increases 3.6 times as fast as at 0.2 mg/ml; i.e., in
these two experiments, Ṡcell is different (Fig. 6B).
The relative increase in signaling levels in clones,
Ṡcell=Scell, therefore, depends on RU486 concen-
tration, as well as on the initial endogenous sig-
naling level: Although exogenously imposed
Ṡcell is the same in medial and lateral regions of
the disc (Fig. 6D), clones in lateral positions
experience a bigger relative increase in signaling
upon TkvQD induction because their initial sig-
naling level is lower, i.e., Ṡcell=Scell is dependent
on clone position (fig. S10). If growth is causally
controlled by Ṡcell=Scell, then RU486 concentra-
tion, clone position, and duration of drug ex-
posure should determine the clone area, whereas
as should be independent of these parameters.

The growth rate of clones indeed correlates
with the exogenously imposed Ṡcell=Scell; i.e., the
relative increases in clone area and in signaling
level are correlated by a power law (Fig. 6, C
and E; SOM QP7). The data are remarkably
consistentwithas≈ 50%, independently of RU486
concentration, duration of exposure (Fig. 6, B
and C), and clone position (Fig. 6, D and E).
Thus, local exogenous changes of Ṡcell=Scell lo-
cally result in proliferation rates predicted by Eq. 4.

Simulation of growth control. To further test
whether Eq. 4 describes a plausible growthmech-
anism, we developed a two-dimensional physical
description of proliferation control [Fig. 7 and
movies S2 to S5; SOM simulation (SI)]. We
implemented Dpp and Hh production, diffusion,
and degradation in a discrete vertex model that
describes cells as polygons and accounts for the
mechanical properties of the tissue (35). Dpp
source cells are selected in response to Hh; Dpp
production and diffusion are kept constant; and
the Dpp degradation rate is dynamically altered
in response to cell division events, such that the
average degradation rate in the tissue becomes
inversely proportional to the cell number (con-
sistent with Fig. 2, C to F). A cell divides when
the relative increase of the local Dpp level reaches
a threshold a.

Simulations of this model using parameter
values estimated experimentally for wing and
haltere discs result in growth dynamics that
quantitatively match the experimental observa-
tions for wing and haltere discs (Fig. 7, D to F,
and movie S3), although only the initial cell num-
ber, minimal cell cycle length, and Dpp diffusion
and degradation are different in the haltere. Fur-
thermore, simulations of our model can account
for the growth properties of TkvQD clones: Con-
sistent with previous experimental results (3, 5),
simulated lateral TkvQD clones have a bigger
growth rate and grow to a larger size than medial
TkvQD clones (about 4-fold and 2.5-fold as large
as simulated wild-type clones, respectively) (Fig.
7, G to I), and cells surrounding TkvQD clones
overproliferate (Fig. 7G; SOM text S2). These
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Fig. 5. Dpp signaling and growth in
C765>Dpp. (A) dad-nRFP profiles, S(r,t); black
lines trace three cells during development
starting out at three initial relative positions
(rcell = 0.1, 0.5, 0.9). (B) Relative signaling
profiles, spanning the whole growth period,

with density plot. Profiles do not collapse onto a single curve. (C) Spatiotemporal growth profile, g(r,t);
white arrow traces cell starting out at rcell = 0.5. (D) Growth (g) versus Ṡcell=Scell of cells starting out at
different relative positions (rcell = 0.1,…, 0.9; different colors).

Fig. 6. TkvQD clones
(SOM EP2/QP7). (A) (Left)
TkvQD clones marked by
GFP; (right) dad-nRFP; rel-
ative position rc, area Ac
and average signaling lev-
el Sc of clones were mea-
sured in discs at different
times after TkvQD induction
[hours after addition of
drug (h AAD)]. Genotype:
y w hsFlp/UAS-p35; dad-
nRFP/UAS-GFP; act>y>Gal4:
PR/UAS-TkvQD. (B and D)
Average GFP intensity, re-
flecting TkvQD and p35 ex-
pression level for (B) different
drug concentrations and (D)
medial versus lateral clones.
(C and E) Relative increase
in clone area with respect
to the initial area, Ac/Ai,
versus relative increase in
Dpp signaling levels, Sc/Si
(rc). For determination of
Ai and Si, see SOM QP7.
Symbols in (C) and (E) in-
dicate data points at dif-
ferent times AAD. Gray
line (our model): For every
signaling increase by aS = 50%, clone area is expected to double, i.e., the cell generation number
increases by 1.
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depends on [RU]

is greater at tissue edge where S is lower

Prediction 1: clones grow larger at the periphery as observed

• Experimental test: Exogenous system of signalling increase using a 
constitutive activation of the Dpp receptor Tkv (S in the experiment)

Dynamics of Dpp Signaling and
Proliferation Control
O. Wartlick,1* P. Mumcu,2* A. Kicheva,1*† T. Bittig,2* C. Seum,1 F. Jülicher,2‡ M. González-Gaitán1‡

Morphogens, such as Decapentaplegic (Dpp) in the fly imaginal discs, form graded concentration
profiles that control patterning and growth of developing organs. In the imaginal discs,
proliferative growth is homogeneous in space, posing the conundrum of how morphogen
concentration gradients could control position-independent growth. To understand the
mechanism of proliferation control by the Dpp gradient, we quantified Dpp concentration and
signaling levels during wing disc growth. Both Dpp concentration and signaling gradients scale
with tissue size during development. On average, cells divide when Dpp signaling levels have
increased by 50%. Our observations are consistent with a growth control mechanism based on
temporal changes of cellular morphogen signaling levels. For a scaling gradient, this mechanism
generates position-independent growth rates.

Growth regulation of the Drosophilawing
imaginal disc critically depends on the
Dppmorphogen gradient (1–7). Dppmu-

tant imaginal discs fail to grow, and ectopic
expression of Dpp in clones of wing cells or-
ganizes growth and elicits the formation of an
ectopic winglet (7). Growth of imaginal discs is
spatially homogeneous. How a graded Dpp sig-
nal can control homogeneous tissue growth is an
open question for which a number of models
have been proposed: For example, it has been
suggested that the steepness of the gradient (5, 8)
and/or mechanical feedback (9, 10) control pro-
liferation. However, little quantitative data sup-
ports thesemodels. To address this, we quantified
spatial and temporal changes of Dpp concentra-
tion, signaling activity, and disc growth param-
eters during development.

The Dpp gradient scales with wing size. We
used a functional green fluorescent protein–Dpp
(GFP-Dpp) fusion (11, 12) expressed in the en-
dogenous Dpp source to quantify GFP-Dpp pro-
files as a function of distance x from the source at
different times t during larval development (Fig.
1, A to C), both with and without expression of
the endogenous Dpp gene (13) (fig. S1). During
the growth period, the Dpp gradient expands:
Both the gradient amplitude C0 (i.e., the concen-
tration at the source boundary) and the decay
length l (the distance l over which the gradient
decays) increase significantly (Fig. 1, D and E).
The decay length, l, is proportional to the target
tissue width L [the scaling ratio l/L = 0.112 is

constant; Fig. 2, A and B; n = two independent
data sets with l/L = 0.107 (n1 = 98 discs) and
l/L = 0.116 (n2 = 60 discs); table S3]. Further
analysis of Dpp gradient profiles, C(r,t), where
r = x/L is the relative distance to the source,
revealed that the relative concentration gradient,
C(r,t)/C0(t), is invariant during development (Fig.
2A); the gradient scales with the growing tissue.
Gradient scaling behaviors have been reported
in this and other systems (14–17), and possible
mechanisms have been discussed (18, 19) [sup-
porting online material (SOM) text S1.2]. Note
that the gradient of anothermorphogen, Hedgehog
(Hh), does not scale (fig. S2).

Decreasing degradation accounts for gradi-
ent expansion. Gradient expansion is not due to
stretching of the gradient by wing growth, be-
cause the Dpp degradation rate is much larger
than the disc growth rate; the gradient renews
itself faster than the tissue grows (SOM text S1.1).
Hence, gradient expansion is due to changes in
Dpp production (n), diffusion (D), or degradation
(k) (12, 20) (SOM text S1.1). Estimation of these
parameters by fluorescence recovery after photo-
bleaching (FRAP) (12) and a reporter assay [SOM
quantitative procedures (QP) 3] showed that Dpp
production and diffusion vary only slightly dur-
ing the growth phase (Fig. 2, C and D), whereas
the degradation rate decreases substantially as
k ~ 1/Awith increasing posterior compartment
area A (Fig. 2E). This decrease of the degrada-
tion rate could account for the constant scaling
ratio l/L, because l = √ ¯¯¯D/k and A ~ L2 (12, 21)
(SOM text S1.2). Furthermore, the gradient am-
plitude, C0, also increases, because of the de-
creasing degradation rate and the widening of the
Dpp source (w) (Fig. 2F) (SOM text S1.1). Thus,
changes of the Dpp source width and trafficking
(degradation rate) result in Dpp gradient expan-
sion during growth.

Cells experience an increase in Dpp concen-
tration. Gradient expansion implies that cellular
Dpp concentration changes over time. Two fac-

tors determine the cellular Dpp concentration:
changes of the gradient profile (Fig. 1) and
changes in cell position, xcell(t), in the growing
tissue. Proliferation is approximately homoge-
neous in space (22, 23) (figs. S3A and S4A), so
the relative position of a cell, rcell = xcell(t)/L(t),
remains constant as the tissue grows (fig. S3A;
SOM QP5). Because rcell is constant and the
relative concentration gradient C(r,t)/C0(t) is in-
variant (Fig. 2A), the relative cellular concentra-
tion,C(rcell,t)/C0(t), is constant during development.
Therefore, the average cellular Dpp concentra-
tion, Ccell(t) = C(rcell,t), increases proportionally
to the gradient amplitude, C0(t) (fig. S4C).

The Dpp concentration increases, on aver-
age, by 40% during each cell cycle. Does the
increase in cellular Dpp concentration correlate
with changes in the proliferation rate? We de-
termined the proliferation rate (fig. S5; SOMQP4)
from the area growth rate, g ¼ Ȧ=A, where Ȧ is
the time derivative of the area A. This is a good
approximation for the cellular proliferation rate
because the cell density only shows a minor in-
crease during wing growth (fig. S5, B and D).
During the growth phase, the growth rate (g)
decreases (fig. S5D), which reflects an increasing
cell doubling time q (q ≈ ln2/g; SOM QP1),
mostly because of a lengthening of the G2 phase
(24) (fig. S6).

We found that area growth correlates with the
increase of the gradient amplitude by a power
law (Fig. 2G)

C0(t) ~ A(t)b

where b = 0.59 (n = two data sets; table S3). The
average cellular Dpp concentration, Ccell, is pro-
portional to the amplitudeC0 (see above) and there-
fore, Ccell(t) ~ A(t)b. Derivation of this expression
with respect to time reveals a correlation of the
average growth rate (g ¼ Ȧ=A) with average tem-
poral changes in the Dpp level (Ċcell) perceived
by cells: Ċcell=Ccell ¼ Ċ0=C0 ¼ bðȦ=AÞ ¼ bg.
Because the area growth rate and the cellular
proliferation rate gcell are approximately equal
(see above), it follows that

gcell ≈
1
b
Ċcell

Ccell
ð2Þ

i.e., the proliferation rate is proportional to rel-
ative temporal changes of Dpp.

To estimate the relative increase of the cellular
Dpp concentration a = DCcell/Ccell during the
cell cycle time q, we combine Eq. 2 with the ap-
proximations Ċcell=Ccell ≈ ðDCcell=qÞ=Ccell and
q ≈ ln 2/gcell, and obtain the following:

a ¼ DCcell

Ccell
≈ b ln2 ð3Þ

Thus, we find a constant a = 0.41 (n = two data
sets; table S3); throughout development, cell di-
vision correlates with an increase of Dpp con-
centration by 40%.
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in clones should result in clonal growth rates
quantitatively predicted by Eq. 4.

For an RU486 concentration of 20 mg/ml,
Gal4 activity (and, therefore, TkvQD expression)
increases 3.6 times as fast as at 0.2 mg/ml; i.e., in
these two experiments, Ṡcell is different (Fig. 6B).
The relative increase in signaling levels in clones,
Ṡcell=Scell, therefore, depends on RU486 concen-
tration, as well as on the initial endogenous sig-
naling level: Although exogenously imposed
Ṡcell is the same in medial and lateral regions of
the disc (Fig. 6D), clones in lateral positions
experience a bigger relative increase in signaling
upon TkvQD induction because their initial sig-
naling level is lower, i.e., Ṡcell=Scell is dependent
on clone position (fig. S10). If growth is causally
controlled by Ṡcell=Scell, then RU486 concentra-
tion, clone position, and duration of drug ex-
posure should determine the clone area, whereas
as should be independent of these parameters.

The growth rate of clones indeed correlates
with the exogenously imposed Ṡcell=Scell; i.e., the
relative increases in clone area and in signaling
level are correlated by a power law (Fig. 6, C
and E; SOM QP7). The data are remarkably
consistentwithas≈ 50%, independently of RU486
concentration, duration of exposure (Fig. 6, B
and C), and clone position (Fig. 6, D and E).
Thus, local exogenous changes of Ṡcell=Scell lo-
cally result in proliferation rates predicted by Eq. 4.

Simulation of growth control. To further test
whether Eq. 4 describes a plausible growthmech-
anism, we developed a two-dimensional physical
description of proliferation control [Fig. 7 and
movies S2 to S5; SOM simulation (SI)]. We
implemented Dpp and Hh production, diffusion,
and degradation in a discrete vertex model that
describes cells as polygons and accounts for the
mechanical properties of the tissue (35). Dpp
source cells are selected in response to Hh; Dpp
production and diffusion are kept constant; and
the Dpp degradation rate is dynamically altered
in response to cell division events, such that the
average degradation rate in the tissue becomes
inversely proportional to the cell number (con-
sistent with Fig. 2, C to F). A cell divides when
the relative increase of the local Dpp level reaches
a threshold a.

Simulations of this model using parameter
values estimated experimentally for wing and
haltere discs result in growth dynamics that
quantitatively match the experimental observa-
tions for wing and haltere discs (Fig. 7, D to F,
and movie S3), although only the initial cell num-
ber, minimal cell cycle length, and Dpp diffusion
and degradation are different in the haltere. Fur-
thermore, simulations of our model can account
for the growth properties of TkvQD clones: Con-
sistent with previous experimental results (3, 5),
simulated lateral TkvQD clones have a bigger
growth rate and grow to a larger size than medial
TkvQD clones (about 4-fold and 2.5-fold as large
as simulated wild-type clones, respectively) (Fig.
7, G to I), and cells surrounding TkvQD clones
overproliferate (Fig. 7G; SOM text S2). These
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Fig. 5. Dpp signaling and growth in
C765>Dpp. (A) dad-nRFP profiles, S(r,t); black
lines trace three cells during development
starting out at three initial relative positions
(rcell = 0.1, 0.5, 0.9). (B) Relative signaling
profiles, spanning the whole growth period,

with density plot. Profiles do not collapse onto a single curve. (C) Spatiotemporal growth profile, g(r,t);
white arrow traces cell starting out at rcell = 0.5. (D) Growth (g) versus Ṡcell=Scell of cells starting out at
different relative positions (rcell = 0.1,…, 0.9; different colors).

Fig. 6. TkvQD clones
(SOM EP2/QP7). (A) (Left)
TkvQD clones marked by
GFP; (right) dad-nRFP; rel-
ative position rc, area Ac
and average signaling lev-
el Sc of clones were mea-
sured in discs at different
times after TkvQD induction
[hours after addition of
drug (h AAD)]. Genotype:
y w hsFlp/UAS-p35; dad-
nRFP/UAS-GFP; act>y>Gal4:
PR/UAS-TkvQD. (B and D)
Average GFP intensity, re-
flecting TkvQD and p35 ex-
pression level for (B) different
drug concentrations and (D)
medial versus lateral clones.
(C and E) Relative increase
in clone area with respect
to the initial area, Ac/Ai,
versus relative increase in
Dpp signaling levels, Sc/Si
(rc). For determination of
Ai and Si, see SOM QP7.
Symbols in (C) and (E) in-
dicate data points at dif-
ferent times AAD. Gray
line (our model): For every
signaling increase by aS = 50%, clone area is expected to double, i.e., the cell generation number
increases by 1.
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=Prediction 2: as observed

O. Wartlick et al. F. Jülicher and M. Gonzalez-Gaitan (2011) 
Science 331:: 1154; doi: 10.1126/science.1200037 

• Morphogen: Organ-size dependent growth inducer

51



Thomas LECUIT   2019-2020
O. Wartlick et al. F. Jülicher and M. Gonzalez-Gaitan (2011) 
Science 331:: 1154; doi: 10.1126/science.1200037 

—Tissue specific, cellular growth rule:
    Cell cycle length is set by the timescale of 50% Dpp signalling increase

• Simulations: 

A cell divides when the relative increase of the local Dpp level reaches a 
threshold value 0.5 (« growth rule »). 

Dpp production and diffusion are constant as observed.

Dpp degradation rate decays such that its average value becomes inversely 
proportional to the cell number (expander model).

results indicate that growth control by means of
relative changes in Dpp levels could underlie
growth control during imaginal disc development.

Conclusion. We have shown here that, in the
wild type, Dpp concentration and signaling gra-
dients scale and that, on average, cells divide
when Dpp signaling levels have increased by
as ≈ 50%. A growth mechanism based on rel-
ative changes in signaling levels can quantita-
tively account for growth dynamics of wing and
haltere discs, for inhomogeneous growth ob-
served in scaling mutants, and for growth prop-
erties of TkvQD clones. Other growth-control
mechanisms we considered—for example, mech-

anisms based on spatial differences in Dpp
concentration or signaling—are less consistent
with our data (SOM text S1.3.2). However, the
growth rule proposed here remains to be verified
on the single-cell level.

Would the growth mechanism proposed here
work in the entire wing? In wild-type discs, our
Dpp concentration and signaling measurements
were only significantly above background in
medial regions. However, the C765>Dpp and
TkvQD clone experiments show that the Ṡcell=Scell
mechanism also works laterally. Furthermore, in
our simulations of wild-type disc growth, Dpp
molecule numbers in lateral regions are low but

sufficient to provide enough precision to control
proliferation by a temporal growth rule (SOM
SI8). The simulations indeed capture the main
growth properties of the complete wing and hal-
tere, which indicates that the growth mechanism
could in principle operate globally.

How could cells determine relative increases
in Dpp signaling? Sensitivity of signaling sys-
tems to relative changes of input is typical for
adaptive sensory systems and plays a role in bac-
terial and sperm chemotaxis and in olfactory and
visual transduction, where determination of rel-
ative temporal changes is achieved by combining
adaptation with a dynamic response (36–40). The
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Fig. 7. Simulations of morphogen spreading and growth control
(SOM SI). (A to C) Representative sample of simulation results. (A)
Simulated Dpp distribution; color intensity code: number of Dpp
molecules. (B) Cell cycle state [red, M (M phase); blue, I(constant
phase in interphase); black, C (checkpoint phase)]. (C) Cell generation number
(color-coded). (D to F) Averaged simulation results (red and blue, n = 25) with
experimental data (black and gray). (D) Posterior compartment area over
time. (E) Decay length versus posterior compartment width. (F) Gradient
amplitude versus posterior compartment area. (G to I) Numerical simulations
of wild-type and TkvQD clones located close to and far from the source

(“medial” and “lateral,” respectively). (G) Lateral clone expressing TkvQD

(black outline; dashed line, AP boundary) with cell generation number (color-
coded); note nonautonomous effects on proliferation around the clone
(arrowheads). (H) Average growth rates of simulated medial and lateral TkvQD

(red) and control (black) clones (n=25); vertical dashed line: induction of
TkvQD production; I, average simulated clone size at t = 120 hours.
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results indicate that growth control by means of
relative changes in Dpp levels could underlie
growth control during imaginal disc development.

Conclusion. We have shown here that, in the
wild type, Dpp concentration and signaling gra-
dients scale and that, on average, cells divide
when Dpp signaling levels have increased by
as ≈ 50%. A growth mechanism based on rel-
ative changes in signaling levels can quantita-
tively account for growth dynamics of wing and
haltere discs, for inhomogeneous growth ob-
served in scaling mutants, and for growth prop-
erties of TkvQD clones. Other growth-control
mechanisms we considered—for example, mech-

anisms based on spatial differences in Dpp
concentration or signaling—are less consistent
with our data (SOM text S1.3.2). However, the
growth rule proposed here remains to be verified
on the single-cell level.

Would the growth mechanism proposed here
work in the entire wing? In wild-type discs, our
Dpp concentration and signaling measurements
were only significantly above background in
medial regions. However, the C765>Dpp and
TkvQD clone experiments show that the Ṡcell=Scell
mechanism also works laterally. Furthermore, in
our simulations of wild-type disc growth, Dpp
molecule numbers in lateral regions are low but

sufficient to provide enough precision to control
proliferation by a temporal growth rule (SOM
SI8). The simulations indeed capture the main
growth properties of the complete wing and hal-
tere, which indicates that the growth mechanism
could in principle operate globally.

How could cells determine relative increases
in Dpp signaling? Sensitivity of signaling sys-
tems to relative changes of input is typical for
adaptive sensory systems and plays a role in bac-
terial and sperm chemotaxis and in olfactory and
visual transduction, where determination of rel-
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served in scaling mutants, and for growth prop-
erties of TkvQD clones. Other growth-control
mechanisms we considered—for example, mech-

anisms based on spatial differences in Dpp
concentration or signaling—are less consistent
with our data (SOM text S1.3.2). However, the
growth rule proposed here remains to be verified
on the single-cell level.

Would the growth mechanism proposed here
work in the entire wing? In wild-type discs, our
Dpp concentration and signaling measurements
were only significantly above background in
medial regions. However, the C765>Dpp and
TkvQD clone experiments show that the Ṡcell=Scell
mechanism also works laterally. Furthermore, in
our simulations of wild-type disc growth, Dpp
molecule numbers in lateral regions are low but
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proliferation by a temporal growth rule (SOM
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growth properties of the complete wing and hal-
tere, which indicates that the growth mechanism
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tere, which indicates that the growth mechanism
could in principle operate globally.
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phase in interphase); black, C (checkpoint phase)]. (C) Cell generation number
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amplitude versus posterior compartment area. (G to I) Numerical simulations
of wild-type and TkvQD clones located close to and far from the source

(“medial” and “lateral,” respectively). (G) Lateral clone expressing TkvQD

(black outline; dashed line, AP boundary) with cell generation number (color-
coded); note nonautonomous effects on proliferation around the clone
(arrowheads). (H) Average growth rates of simulated medial and lateral TkvQD

(red) and control (black) clones (n=25); vertical dashed line: induction of
TkvQD production; I, average simulated clone size at t = 120 hours.
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growth rule proposed here remains to be verified
on the single-cell level.
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mechanism also works laterally. Furthermore, in
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molecule numbers in lateral regions are low but
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SI8). The simulations indeed capture the main
growth properties of the complete wing and hal-
tere, which indicates that the growth mechanism
could in principle operate globally.
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Dynamics of TGF-β signaling reveal adaptive and
pulsatile behaviors reflected in the nuclear localization
of transcription factor Smad4
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The TGF-β pathway plays a vital role in development and disease
and regulates transcription through a complex composed of re-
ceptor-regulated Smads (R-Smads) and Smad4. Extensive biochem-
ical and genetic studies argue that the pathway is activated
through R-Smad phosphorylation; however, the dynamics of sig-
naling remain largely unexplored. We monitored signaling and
transcriptional dynamics and found that although R-Smads stably
translocate to the nucleus under continuous pathway stimulation,
transcription of direct targets is transient. Surprisingly, Smad4 nu-
clear localization is confined to short pulses that coincide with
transcriptional activity. Upon perturbation, the dynamics of tran-
scription correlate with Smad4 nuclear localization rather than
with R-Smad activity. In Xenopus embryos, Smad4 shows stereo-
typed, uncorrelated bursts of nuclear localization, but activated R-
Smads are uniform. Thus, R-Smads relay graded information about
ligand levels that is integrated with intrinsic temporal control
reflected in Smad4 into the active signaling complex.

quantitative live-cell imaging | signaling dynamics | TGF-β signaling |
Xenopus development | adaptation

A small number of signaling pathways are used repeatedly
throughout metazoan development, and their effects de-

pend upon timing and context (1). Extensive biochemical char-
acterization of these developmental signaling pathways has
elucidated the sequence of events leading from ligand binding at
the cell surface to regulation of transcription. Proper temporal
control of pathway activity is crucial for normal development;
however, the dynamic aspects of signaling are difficult to infer
from population data and have lagged behind dissection of path-
way components (2, 3). The few cases that have been examined
have revealed rich dynamics that could not have been predicted
from knowledge of the molecular interactions or from bulk
measurements of protein modifications or mRNA levels (2–4).
The TGF-β pathway is essential for developmental processes

including mesoderm specification and dorsal–ventral axis forma-
tion and is dysregulated in a variety of cancers. It also is an im-
portant model for pathway crosstalk and dynamics, because it has
two branches that share several components including receptors
and transcription factors (5, 6). Binding of ligands specific to each
branch to receptor complexes leads to the phosphorylation of
branch-specific transcription factors: TGF-β/activin/nodal ligands
induce the phosphorylation of Smad2/3, whereas bone morpho-
genic proteins (BMPs) activate Smad1/5/8. Phosphorylation of the
receptor-activated Smads (R-Smads) from either branch of the
pathway results in complex formation with Smad4, nuclear accu-
mulation, and transcriptional activation.
The prevailing model is that R-Smads carry pathway in-

formation with Smad4 mirroring their activity (7, 8). R-Smad
phosphorylation is necessary for the nuclear accumulation and
transcriptional activity of both the R-Smads and Smad4. Termi-
nation of signaling often is presumed to be caused by either deg-
radation or dephosphorylation of activated R-Smads (9, 10), and
it further is assumed that the continuous presence of activated
R-Smads is synonymous with continuous transcriptional activity.

We reexamine these issues here using dynamic measurements. We
show that R-Smad phosphorylation and nuclear accumulation
stably reflect the ligand level to which the cells are exposed;
however, both nuclear Smad4 and transcriptional activity show an
adaptive response, pulsing in response to changing ligand con-
centration and then returning to near-baseline levels. These results
show that transcriptional dynamics are governed predominantly by
feedback reflected in Smad4 but not receptor or R-Smad dynamics
and force a substantial revision of the conventional view about
a pathway ubiquitous in development and disease.

Results
Nuclear Smad2 Levels Stably Reflect the External Ligand Con-
centration. To observe the dynamic response of Smad2 in single
cells, we used the ePiggyBac transposable element system (11) to
generate a clonal cell line of mouse myoblast C2C12 cells stably
expressing an RFP-Smad2 fusion protein (Fig. 1A). These cells
also stably express GFP-nuclear localization signal (NLS) to al-
low automated identification and tracking of cells using custom
software. Western blot analysis revealed that RFP-Smad2 is
expressed at levels close to that of endogenous Smad2 and is
phosphorylated (denoted hereafter “pSmad2”) at its C terminus
in response to signal (compare Fig. S1A and Fig. 1F), and
quantitative RT-PCR (qRT-PCR) analysis showed similar in-
duction of TGF-β target genes upon ligand stimulation in the
modified cell line as compared with the parental cell line
(compare Fig. S1B and Fig. 2B). RFP-Smad2 accumulated in the
nucleus in response to stimulation with TGF-β1 (Fig. 1B).
Continued nuclear localization of Smad2 was dependent on
continuous signaling, because the addition of SB431542, a spe-
cific inhibitor of type I TGF-β receptors (12), 1 h after stimula-
tion caused nuclear fluorescence to return to below the starting
baseline within 4 h (Fig. 1C). Thus, RFP-Smad2 is a reliable
reporter for the activation status of Smad2, accumulating in the
nucleus when the pathway is stimulated with ligand and return-
ing to the cytoplasm upon pathway inhibition.
Weused theRFP-Smad2 cell line to assess the response of single

cells to varying doses of TGF-β1 ligand. In contrast to other sig-
naling pathways such as NFκB that display binary on/off responses
(3), essentially all cells responded to ligand at both high and low
doses. The response was graded, with increasing TGF-β1 concen-
tration resulting in increasing nuclear RFP-Smad2 (Fig. S1C). At
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—Tissue specific, cellular growth rule:
    Possible mechanisms for temporal growth rule: measuring the signal increase rate

• R-Smads (Smad1, 2, 3, 5 and 8) phosphorylation quantitatively 
follows receptor activation

• But co-activator Smad4, which relays R-Smad activation shows 
transient activation (nuclear translocation)

—Evidence of pathway adaptation by negative feedback
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SUMMARY

Genetics and biochemistry have defined the com-
ponents and wiring of the signaling pathways that
pattern the embryo. Among them, the transforming
growth factor b (TGF-b) pathway has the potential
to behave as a morphogen: in vitro experiments es-
tablished that it can dictate cell fate in a concentra-
tion-dependent manner. How morphogens convey
positional information in a developing embryo,
when signal levels change with time, is less under-
stood. Using integrated microfluidic cell culture and
time-lapse microscopy, we demonstrate here that
the speed of ligand presentation has a key and
previously unexpected influence on TGF-b signaling
outcomes. The response to a TGF-b concentration
step is transient and adaptive: slowly increasing the
ligand concentration diminishes the response, and
well-spaced pulses of ligand combine additively, re-
sulting in greater pathway output than with constant
stimulation. Our results suggest that in an embryonic
context, the speed of change of ligand concentration
is an instructive signal for patterning.

INTRODUCTION

The morphogen model (Wolpert, 2006) posits that during embry-
onic development, the morphogen level conveys positional
information and determines cell fate. This simple picture is
complicated by the fact that morphogen levels in a developing
tissue are not static (Harvey and Smith, 2009; Kerszberg and
Wolpert, 2007; Lee et al., 2001; Schohl and Fagotto, 2002) and
that the temporal history of stimulation can have an influence
comparable to morphogen levels on patterning (Kutejova et al.,
2009). The range of possible dynamic signals that could be
encountered during development is quite diverse: a monotone
increasing signal patterns the vertebrate dorsoventral axis
(Schohl and Fagotto, 2002), the fly wing disc (Wartlick et al.,
2011), and the neural tube (Balaskas et al., 2012); oscillatory sig-
nals occur during somatogenesis (Aulehla and Pourquié, 2010);
and pulsatile signals were recently observed in Xenopus animal

caps (Warmflash et al., 2012). However, because the dynamics
of the ligands that initiate these events in a developing embryo
are often hard to discern and tomanipulate, it is difficult to disen-
tangle the relative contributions of morphogen levels and dy-
namics of ligand presentation to the downstream response.
Here we examine how the time course of ligand presentation

affects the activity of transforming growth factor b (TGF-b)
signaling in the myoblast progenitor C2C12 cell line, a model
for TGF-b-regulated signaling and differentiation (De Angelis
et al., 1998; Katagiri et al., 1994; Liu et al., 2001). We adapted
an automated microfluidic cell culture platform (Gómez-Sjöberg
et al., 2007) that allows us to apply complex time courses of stim-
ulation and record individual cell responses in real time with
video microscopy (Figure S1 available online). Cells grew in the
microfluidic chambers at a rate comparable to that observed in
regular cell culture dish, and growth was unaffected by either im-
aging or TGF-b1 stimulation (Figure S2). This approach allows a
direct and quantitative measurement of the relationship between
the dynamics of ligand presentation, transcriptional response,
and the specification of discrete fates.
The transcriptional response to TGF-b signaling is mediated

by the complex of a receptor-activated Smad (R-Smad) with
the coregulator Smad4. Ligand binding to TGF-b receptors leads
to R-Smad phosphorylation, complex formation with Smad4,
and nuclear translocation (Massagué et al., 2005). Receptor
Smad2 and Smad3 respond specifically to activin, nodal, and
TGF-b ligands, whereas receptor Smad1, Smad5, and Smad8
respond to bone morphogenetic proteins (BMPs) and growth
and differentiation factors (Figure 1A). Using cells expressing a
GFP-Smad4 fusion, we have recently shown that the response
to a step increase in TGF-b1 was transient and adaptive: even
though the R-Smad, Smad2, and Smad3 remained phosphory-
lated and localized to the nucleus for as long as TGF-b ligand
was present in solution, transcription, measured either by RT-
PCR of endogenous target genes or synthetic TGF-b reporters,
terminated after about 4 hr (Warmflash et al., 2012) (Figures
1B–1H and S2N–2P). The C2C12 cell lines stably transfected
with fluorescently labeled Smads as reporters responded nor-
mally to stimulation compared to untransfected cells, and the
temporal profile of GFP-Smad4 nuclear localization tracked
transcriptional activity of endogenous target genes under all
conditions examined (Warmflash et al., 2012). The fluorescent
Smad4 fusion protein is therefore an attractive reporter of
pathway activity since it reveals the immediate consequences
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—The rate of pathway activation decays with space.
—In an adaptive system, pathway activity is dependent on speed of activation: dC/dt
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Figure 4. Speed Fating: An Adaptive
Signaling Pathway Can Extract Positional
Information without a Spatial Gradient
(A) At t = 0, a morphogen (in blue) is allowed to

diffuse in a tissue from a constant source located

in x = 0 (upper panel). The diffusion constant is D

and ligand decays at a rate k. In such conditions,

the steady state profile of concentration is an

exponential gradient with characteristic length

l=
ffiffiffiffiffiffiffiffiffi
D=k

p
(lower panel). Colored circles represent

cells at various distances from the source.

(B) The temporal profile of ligand concentration,

calculated at various distances from the source (x)

and for ligand parameters, D; k, characteristic for

embryonic development (Müller et al., 2012), show

that both the steady-state concentration and the

speed at which this steady state is reached

depend on the distance to the source. Color code

in (A) or (F).

(C and D) Comparison of a linear pathway (C) and

an adaptive pathway (D) responding to a ligand

step as in (B);. For the ‘‘linear’’ pathway, the

response ðyÞ to ligand input ðIÞ is given by

the differential equation _y = I# cy; where c sets

the time scale of response. The adaptive pathway

is defined by the system _y = I# cy # 0:25c2:x; _x = y

(see Supplemental Information) where again c sets

the response time and x is a feedback. The

reaction time of both pathways is defined to be

identical ðc= 10h #1Þ, and both of them have an

amplitude of response that is linear with the ligand

concentration. As a consequence they would

show an identical dose-response curve to ligand

presented as a step.

(E) Response of the linear pathway (C) to the

different ligand profiles presented in (B). The linear

pathway can extract positional information, i.e.,

the observed response varies as a function of the

distance from the morphogen source. Color code

for distance follows (F).

(F) Response of the adaptive pathway (D) to the

different ligand profiles presented in (B) depends

on the distance to the morphogen source. How-

ever, the differentiation decision, defined by the

time of the response maximum in the adaptive

case or when the response saturates for the linear

pathway, can be faster in the adaptive system.

(G) Minimal GRN for fate decision between two

fates (A and B) induced downstream of TGF-b

pathway activity. Factor A is activated at lower

TGF-b levels than factor B, as depicted by the

thickness of the arrows.

(H and I) Establishment of a French flag pattern

in function of time for a linear (H) or adaptive

(I) pathway. Fate A (blue) and fate B (white) are

induced downstream of TGF-b signaling, and A

represses B as in the GRN described in (G). Fate C

(red) represents the default fate (both A and B are

off). When an adaptive pathway is used, the final

pattern is reach three times faster.

(J) Comparison of how the two pathways extract

positional information from a spreading gradient of

morphogen. The adaptive pathway is more efficient at patterning since its distance-response curve is much sharper. Furthermore, the response-distance

function of the adaptive system is insensitive to changes in morphogen properties (dotted lines, 10-fold decrease in decay rate), whereas the linear pathway is

sensitive.

(K) In the extreme case of no ligand decay (k = 0), the steady-state concentration profile does not depend on position, but the adaptive pathway can still extract

position information, while the linear pathway fails to do so.

See also Figure S4.
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Figure 4. Speed Fating: An Adaptive
Signaling Pathway Can Extract Positional
Information without a Spatial Gradient
(A) At t = 0, a morphogen (in blue) is allowed to
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in x = 0 (upper panel). The diffusion constant is D
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the steady state profile of concentration is an

exponential gradient with characteristic length

l=
ffiffiffiffiffiffiffiffiffi
D=k

p
(lower panel). Colored circles represent
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in (A) or (F).
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the time scale of response. The adaptive pathway

is defined by the system _y = I# cy # 0:25c2:x; _x = y

(see Supplemental Information) where again c sets

the response time and x is a feedback. The

reaction time of both pathways is defined to be

identical ðc= 10h #1Þ, and both of them have an

amplitude of response that is linear with the ligand

concentration. As a consequence they would

show an identical dose-response curve to ligand

presented as a step.

(E) Response of the linear pathway (C) to the

different ligand profiles presented in (B). The linear

pathway can extract positional information, i.e.,

the observed response varies as a function of the

distance from the morphogen source. Color code

for distance follows (F).

(F) Response of the adaptive pathway (D) to the

different ligand profiles presented in (B) depends

on the distance to the morphogen source. How-

ever, the differentiation decision, defined by the

time of the response maximum in the adaptive

case or when the response saturates for the linear

pathway, can be faster in the adaptive system.

(G) Minimal GRN for fate decision between two

fates (A and B) induced downstream of TGF-b

pathway activity. Factor A is activated at lower

TGF-b levels than factor B, as depicted by the

thickness of the arrows.

(H and I) Establishment of a French flag pattern

in function of time for a linear (H) or adaptive

(I) pathway. Fate A (blue) and fate B (white) are

induced downstream of TGF-b signaling, and A

represses B as in the GRN described in (G). Fate C

(red) represents the default fate (both A and B are

off). When an adaptive pathway is used, the final

pattern is reach three times faster.

(J) Comparison of how the two pathways extract

positional information from a spreading gradient of

morphogen. The adaptive pathway is more efficient at patterning since its distance-response curve is much sharper. Furthermore, the response-distance

function of the adaptive system is insensitive to changes in morphogen properties (dotted lines, 10-fold decrease in decay rate), whereas the linear pathway is

sensitive.

(K) In the extreme case of no ligand decay (k = 0), the steady-state concentration profile does not depend on position, but the adaptive pathway can still extract

position information, while the linear pathway fails to do so.

See also Figure S4.
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Is the Dpp gradient required for tissue growth?

experimental setup based on expression of dpp-RNAi hairpins under the control of the nub-gal4

driver to co-express one or two independent brk-RNAi hairpins and analyse the impact on the size
of the resulting adult wings. Consistent with the results obtained by Schwank et al. (2008), co-

depletion of brk and dpp gave rise to nearly wild type-sized wing pouch primordia (Figure 8A). As
expected, p-MAD levels were not rescued in these experimental conditions, and Spalt and Omb

expression was restored, reinforcing the Dpp-Brinker double repression mechanism involved in Dpp

Figure 7 continued

Distribution of cells per clone in the indicated regions of pupal wings expressing the indicated transgenes. Clones were induced in mid-third instar,

transgenes were expressed for 48 hr, and pupal wings were dissected 24 hr APF. Number of clones in F: n (lateral) = 427, n (medial) = 855; number of

clones in F’: n (lateral) = 337, n (medial) = 404.

DOI: 10.7554/eLife.22013.020

The following source data and figure supplement are available for figure 7:

Source data 1. Summary of clone size and number of cells per clone quantifications.

DOI: 10.7554/eLife.22013.021

Figure supplement 1. Different effects of Dpp-depletion on the growth rates of wing pouch and hinge cells.

DOI: 10.7554/eLife.22013.022

Figure 8. Wing growth in the absence of graded activity of Dpp. (A) Late third instar wing discs of the indicated genotypes, and stained for Wg and Ptc

(green), and Brk, p-MAD, Spalt and Omb (grey). Scale bars, 100 mm. (B) A series of cuticle preparations of male adult wings of the indicated genotypes.

Percentages of wing size with respect to control GFP-expressing wings are indicated. Scale bars, 300 mm. (C) Histograms plotting tissue size of adult

wing blades (wb) carrying the indicated transgenes and the nub-gal4 driver, and normalized as a percent of the GFP-expressing control wings. Error

bars show standard deviation. Number of wings per temperature = 17–30. ***p<0.001; ns, not significant. Individuals were grown at 25˚C.
DOI: 10.7554/eLife.22013.023

The following source data and figure supplements are available for figure 8:

Source data 1. Summary of tissue size quantifications.

DOI: 10.7554/eLife.22013.024

Figure supplement 1. Wing growth in the absence of graded activity of Dpp.

DOI: 10.7554/eLife.22013.025

Figure supplement 1—source data 1. Summary of tissue size quantifications.

DOI: 10.7554/eLife.22013.026

Figure supplement 2. Dpp spreading and wing growth.

DOI: 10.7554/eLife.22013.027

Figure supplement 2—source data 1. Summary of tissue size quantifications.

DOI: 10.7554/eLife.22013.028
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opposite genotypes, which could be directly compared in a
quantitative manner. As shown in Fig. 1D,H, no size differences
were observed between tkvQ235D and brkM68 twins in either lateral
or medial regions. Taken together, these results indicate that, with
respect to clonal growth, the activation of the Dpp pathway is
equivalent to the loss of brk. This is consistent with the notion that
Dpp regulates growth in the wing disc solely by repressing brk
and that is does not use a parallel, brk-independent output.

The Dpp-Brk system regulates the size of wing
discs by defining Brk levels
The discovery that brkM68 clones behave like tkvQ235D clones
raised the possibility that all aspects of imaginal disc growth
attributed to the Dpp gradient, such as disc size and cell
proliferation pattern, are also controlled by Brk. To investigate
this hypothesis, we compared the size and proliferation pattern of
third instar wing discs exhibiting either uniform Dpp signaling

RESEARCH ARTICLE Development 135 (24)

Fig. 2. Comparison of cell
proliferation, disc size and Dpp
signaling activity between wild-
type discs and discs with altered
brk levels or Dpp pathway activity.
(A-D!) Drosophila third instar discs
stained for BrdU (A-D). Dpp signaling
activity assayed by (A"-D") pMad
staining (Tanimoto et al., 2000) and
(A!-D!) brk-lacZ staining. Note that in
A! and B!, the brkx47-lacZ reporter
(Campbell and Tomlinson, 1999) was
used, which recapitulates brk
expression but does affect brk
functionally. In C! and D!, the brkXA-
lacZ allele was used, which
recapitulates brk expression and
disrupts brk function. 
(A#-D#) Illustrations of Dpp levels, Brk
levels and cell proliferation in discs
from wt (A), C765>dpp (B), brkXA (C)
and dpp12/14;brkXA double-mutant (D)
animals. (E-G) dpp12/14 (E, DAPI),
esg>brk (F, GFP) and esg>brk,dpp (G,
GFP) discs illustrating the similar size of
discs of these three genotypes. Note
that activation of Brk with esg-Gal4 in
the wing disc precursors blocks wing
disc specification and therefore we
blocked the system until the first instar
stage (80 hours AEL at 18°C) using the
Gal80ts system. (H) Comparison of the
sizes of wild-type (n=37), C765>dpp
(n=15), brkXA (n=27) and
dpp12/14;brkXA (n=27) discs along the
AP axis. (I) Comparison of the sizes of
wild-type (n=13), dpp12/14 (n=27),
esg>brk (n=13) and esg>brk,dpp
(n=25) discs along the AP axis. Error
bars in H and I indicate 95% CIs. Scale
bars: 50 µm.

• Dpp controls growth by inhibiting its target Brk 
• Tissue grows in the absence of both Dpp signalling and Brk but growth is no longer uniform and does not normally arrest
• So Dpp is regulating growth 

• Assumes complete absence of Dpp in disc center (incorrect)
• Yet Dpp signalling is most likely changing over time. 

• Morphogen: Organ-size dependent growth inducer
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— How can a gradient of a growth factor induce growth arrest?

• Spatial model: Flattening of a scaling gradient
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In fact, area growth does not seem to be constrained by 
the increase in cell compression: the tissue area increases 
substantially even late in development, when the cell 
density no longer changes24,43, indicating that mechani-
cal stress levels in the disc may not directly control or 
significantly limit cell growth rates.

Furthermore, some assumptions made by mechani-
cal growth models do not seem to apply to the wing 
imaginal disc. First, data suggest that Wingless does not 
control growth in the wing disc44,45, so the growth factor 
(DPP) is produced by a line source rather than a point 
source. A line source causes different stress and pro-
liferation patterns than a point source because there is 
no longer a peripheral ring of stretched, proliferating 
cells that compresses the cells in the central growth fac-
tor region. As a result, proliferation would (probably) 
not be uniform.

Another assumption in the original model was that 
the growth factor gradient does not scale21,22. For a scal-
ing gradient such as DPP, the central growth factor 
region would simply expand as the tissue grows. As a 
consequence, cells would not move out of this zone into 
the periphery, there would be no compression of cells 
in the central region, and growth would not stop.

A mechanical model based on modified assumptions 
might still provide an explanation for the growth prop-
erties of the wing imaginal disc. However, the specific 
form of such a modified model is currently unclear. In 
any case, a systematic experimental analysis of stress 
distributions in the disc at different times of develop-
ment is needed to get a clearer picture of the possible 
role of mechanical stresses as regulators of proliferation.

Growth control by complementary inhibition. Another 
permissive growth model proposed that DPP allows 
growth by suppressing BRK, an integral component of 
the DPP pathway (FIG. 4b). BRK is a repressor of DPP 
target genes and is repressed by DPP signalling; it is 
therefore expressed as an ‘anti-gradient’ (REFS 12,13,15) 
(FIG. 1c). The proposal for a permissive role of DPP in 
growth through the repression of BRK was based on 
the observation that, although tkv-mutant or Mad -
mutant cells do not grow, cells mutated for both TKV 
and BRK or for both MAD and BRK do grow12–14. Thus, 
high level s of BRK inhibit growth, and mutation of 
BRK rescues the growth of cells lacking DPP signalling 
upstream of BRK (FIG. 1c). Therefore, BRK plays a major 
part in DPP signal transduction and the downstream 
regulatio n of growth.

Consistent with these observations, wing discs in 
which BRK is ubiquitously expressed do not grow, brk-
mutant discs overgrow in lateral regions (where BRK is 
normally expressed) and, strikingly, wing discs that are 
deficient in both DPP and BRK have a growth pheno-
type similar to brk mutants25. Because BRK acts as a 
repressor in the DPP pathway, the output of the pathway 
manifested in target gene expression was assumed to 
be maximal in brk-mutant cells4,25,46. As a result, DPP 
signalling levels were assumed to be spatially uniform 
in a brk-mutant disc4,25,46. Thus, the observation that in 
brk-mutant discs cells in lateral regions proliferate more 
than cells in the centre (although they are supposedly 
experiencing the same DPP signalling levels) implied 
that growth in central and lateral regions of the disc had 
to be regulated independently and that the growth role 
of DPP in the centre is just permissive: the gradient is 
irrelevant for growth in the centre25.

Figure 4 | Models for growth control by morphogen gradients. a | Mechanical  
stress model: the proliferation of cells in the central region in response to a morphogen 
(green) stretches the cells in the periphery, causing them to divide (low stress; yellow). 
The proliferation of cells in the periphery compresses the cells in the centre, inhibiting 
their growth. Growth factors (morphogens) and low stress (stretching) stimulate 
division, whereas compression inhibits growth. This model assumes that gradient 
scaling does not occur, and the shape of the gradient is irrelevant. b | Complementary 
inhibitor model. In this model, the gradient is irrelevant. Decapentaplegic (DPP) allows 
growth by repressing Brinker (BRK) in the central region of the disc; in addition, Fat 
activity controls growth in a similar manner at the edge of the disc. The spatial profile 
of the Fat activity gradient (top) has not been measured directly but is inferred from the 
growth phenotype of fat mutants (bottom). This model requires that the DPP and Fat 
activity gradients are established in an independent manner. x indicates distance from 
the morphogen source. c | Spatial model. The relative slope of an exponential 
morphogen concentration gradient could control cell division (top). For a scaling 
gradient, the relative slope decreases as the tissue grows, consistent with decreasing 
growth rates; disc cells (bottom) can sense relative spatial differences in DPP (green) 
(and probably other factors) through the non-conventional myosin Dachs (yellow). 
Large spatial differences in DPP levels lead to cell division. By contrast, cell division 
would not occur when the DPP concentration gradient is uniform. d | Temporal model. 
Growth is controlled by a percentage increase in morphogen concentration (of 
α = 50%) over time (morphogen concentration is illustrated by the number of dots in 
each cell). The time it takes to reach a 50% increase in concentration is equal to the cell 
cycle length and is longer at late stages of development because the increase in 
concentration becomes smaller as the tissue grows. 
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• Morphogen: Organ-size dependent growth inducer

—Requires that synthesis rate inversely scales with tissue size 

Aguilar-Hidalgo D, et al and  Jülicher F.
Phys Rev Lett. (2018); 120(19):198102. doi: 10.1103/PhysRevLett.120.198102.

A gradient of chemical species regulates growth and growth changes 
the graded chemical pattern by diffusion and advection 
— A theoretical model that incorporates: 
(1) Production/degradation/diffusion and advection of the morphogen C,
(2) the growth rule,

mechanism for gradient scaling can account for the
homogeneous growth observed in the wing imaginal disk
[2,35] and may also apply to other tissues [37,44]. It has
further been suggested that the temporal growth rule by
itself could yield gradient scaling, without the need of an
additional expander mechanism [35].
In this Letter, we propose a theoretical framework for the

interplay between gradient scaling and growth control. In
this framework, spatially homogeneous growth and exact
scaling of chemical gradients both emerge as features of a
critical point of the growth dynamics. This approach
provides a mechanism for the homogeneous growth and
gradient scaling observed during the growth of the wing
disk of the developing fly.
Morphogen dynamics and growth control.—We consider

a minimal two-dimensional system with morphogen of
concentration Cðx; tÞ as function of position x ¼ ðx; yÞ and
time t. Morphogen dynamics is governed by local pro-
duction in a specified source region sðx; tÞ > 0, by effec-
tive diffusion with diffusivity D, effective degradation with
rate k, as well as by advection and dilution of molecules
due to tissue growth. Further, we consider a temporal
growth rule by which the relative rate of change of the
morphogen concentration controls the local rate g of area
growth [2], characterized by the dimensionless parameter β.
Together, morphogen dynamics and growth control are
described by

DtC ¼ ∇ · ðD∇CÞ − ðk þ gÞCþ s; ð1Þ

g ¼ 1

β
DtC
C

; ð2Þ

where ∇ is the gradient operator. The convective time
derivateDt ¼ ∂t þ u ·∇ accounts for the local cell velocity
field uðx; tÞ of the growing tissue, which obeys g ¼ ∇ ·
u [2].
We consider a morphogen source aligned parallel to the y

axis with sðx; tÞ ¼ ν in the interval 0 ≤ x ≤ wðtÞ and
sðx; tÞ ¼ 0 elsewhere; see dark red region in Fig. 1(a).
The width of the morphogen source is denoted wðtÞ and ν is
a production rate. We consider morphogen profiles Cðx; tÞ
and growth profiles gðx; tÞ that only vary along the x axis.
We choose reflecting boundary conditions at the domain
boundaries, x ¼ 0 and x ¼ l. We account for a possible
intrinsic anisotropy of tissue growth by the anisotropy
parameter ε ¼ ð∂yuyÞ=ð∂xuxÞ. Thus, tissue area scales as
A ∼ l1þε, where isotropic growth corresponds to ε ¼ 1.
Scaling of morphogen patterns.—Scaling of concentra-

tion profiles is defined by the property that the time-
dependent concentration Cðx; tÞ can be written as

Cðx; tÞ ¼ C0ðtÞξðx=lÞ; ð3Þ

where ξðrÞ with r ¼ x=l is a scaling function that char-
acterizes a time-independent shape of the concentration
profile and C0ðtÞ is a time-dependent amplitude of the

profile. An example exhibiting this scaling property is
shown in Figs. 1(b) and 1(c). It has been suggested that
C0 in Eq. (3) obeys a power law [2] of the form

C0ðtÞ ∼ lðtÞq: ð4Þ

Scale invariance captured by scaling functions together
with power laws often occurs near critical points [45]. This
raises the question of whether a critical point is underlying
the scaling of morphogen patterns.
Growth control and conditions for scaling.—Dynamic

solutions of Eqs. (1) and (2) exist, which scale as described
by Eqs. (3) and (4) and for which growth is homogeneous,
as we show next. This requires that the source width scales
linearly with tissue length, wðtÞ ∼ lðtÞ.
Homogeneous growth with gðx; tÞ ¼ g0ðtÞ implies that

the relative position r ¼ x=l of a material point does not
change in time. In this case, the temporal growth rule
Eq. (2) simplifies to βg0 ¼ ∂t lnðC0Þ. By definition, g0 is
proportional to the relative change in tissue length,
g0 ¼ ð1þ εÞ∂t lnðlÞ. Thus, we obtain the power law of
Eq. (4) with exponent

q ¼ βð1þ εÞ: ð5Þ

This exponent takes a specific value, as we show now.
Combining Eqs. (1) and (2), we have

0 ¼ ∇ · ðD∇CÞ − ½k þ ð1þ βÞg&Cþ s; ð6Þ

which holds at all times. For homogeneous growth, the
time-dependent rate

kg ¼ k þ ð1þ βÞg ð7Þ

is position independent, and the solution to Eq. (6) reads

Cðx; tÞ ¼ ν
kg

8
<

:
1 − sinh ðl=λ−w=λÞ

sinh ðl=λÞ coshðxλÞ x ≤ w

sinh ðw=λÞ
sinh ðl=λÞ coshð

l−x
λ Þ x > w;

ð8Þ

where λ ¼
ffiffiffiffiffiffiffiffiffiffiffi
D=kg

p
is a decay length. The time dependence

of Cðx; tÞ arises from the time dependencies of l, w, λ, and
kg. From Eqs. (8) and (2), we find that growth is
homogeneous if and only if concentration profiles scale.
This is the case if λ ∼ l and w ∼ l. Such scaling occurs if
kg ∼ l−2. Hence, C0 ∼ ν=kg obeys the power law Eq. (4)
with q ¼ 2. Together with Eq. (5), we thus find that scaling
can occur if the growth feedback parameter β takes a critical
value βc¼ 2=ð1þ εÞ.

Growth dynamics and the effect of morphogen degra-
dation.—The time dependence of homogeneous growth can
be found using kg ∼ l−2, Eq. (7), and g0 ¼ ð1þ εÞ∂t lnl,
which together defines a differential equation for lðtÞ. The
solution depends on the value and time dependence of the
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mechanism for gradient scaling can account for the
homogeneous growth observed in the wing imaginal disk
[2,35] and may also apply to other tissues [37,44]. It has
further been suggested that the temporal growth rule by
itself could yield gradient scaling, without the need of an
additional expander mechanism [35].
In this Letter, we propose a theoretical framework for the

interplay between gradient scaling and growth control. In
this framework, spatially homogeneous growth and exact
scaling of chemical gradients both emerge as features of a
critical point of the growth dynamics. This approach
provides a mechanism for the homogeneous growth and
gradient scaling observed during the growth of the wing
disk of the developing fly.
Morphogen dynamics and growth control.—We consider

a minimal two-dimensional system with morphogen of
concentration Cðx; tÞ as function of position x ¼ ðx; yÞ and
time t. Morphogen dynamics is governed by local pro-
duction in a specified source region sðx; tÞ > 0, by effec-
tive diffusion with diffusivity D, effective degradation with
rate k, as well as by advection and dilution of molecules
due to tissue growth. Further, we consider a temporal
growth rule by which the relative rate of change of the
morphogen concentration controls the local rate g of area
growth [2], characterized by the dimensionless parameter β.
Together, morphogen dynamics and growth control are
described by

DtC ¼ ∇ · ðD∇CÞ − ðk þ gÞCþ s; ð1Þ

g ¼ 1

β
DtC
C

; ð2Þ

where ∇ is the gradient operator. The convective time
derivateDt ¼ ∂t þ u ·∇ accounts for the local cell velocity
field uðx; tÞ of the growing tissue, which obeys g ¼ ∇ ·
u [2].
We consider a morphogen source aligned parallel to the y

axis with sðx; tÞ ¼ ν in the interval 0 ≤ x ≤ wðtÞ and
sðx; tÞ ¼ 0 elsewhere; see dark red region in Fig. 1(a).
The width of the morphogen source is denoted wðtÞ and ν is
a production rate. We consider morphogen profiles Cðx; tÞ
and growth profiles gðx; tÞ that only vary along the x axis.
We choose reflecting boundary conditions at the domain
boundaries, x ¼ 0 and x ¼ l. We account for a possible
intrinsic anisotropy of tissue growth by the anisotropy
parameter ε ¼ ð∂yuyÞ=ð∂xuxÞ. Thus, tissue area scales as
A ∼ l1þε, where isotropic growth corresponds to ε ¼ 1.
Scaling of morphogen patterns.—Scaling of concentra-

tion profiles is defined by the property that the time-
dependent concentration Cðx; tÞ can be written as

Cðx; tÞ ¼ C0ðtÞξðx=lÞ; ð3Þ

where ξðrÞ with r ¼ x=l is a scaling function that char-
acterizes a time-independent shape of the concentration
profile and C0ðtÞ is a time-dependent amplitude of the

profile. An example exhibiting this scaling property is
shown in Figs. 1(b) and 1(c). It has been suggested that
C0 in Eq. (3) obeys a power law [2] of the form

C0ðtÞ ∼ lðtÞq: ð4Þ

Scale invariance captured by scaling functions together
with power laws often occurs near critical points [45]. This
raises the question of whether a critical point is underlying
the scaling of morphogen patterns.
Growth control and conditions for scaling.—Dynamic

solutions of Eqs. (1) and (2) exist, which scale as described
by Eqs. (3) and (4) and for which growth is homogeneous,
as we show next. This requires that the source width scales
linearly with tissue length, wðtÞ ∼ lðtÞ.

Homogeneous growth with gðx; tÞ ¼ g0ðtÞ implies that
the relative position r ¼ x=l of a material point does not
change in time. In this case, the temporal growth rule
Eq. (2) simplifies to βg0 ¼ ∂t lnðC0Þ. By definition, g0 is
proportional to the relative change in tissue length,
g0 ¼ ð1þ εÞ∂t lnðlÞ. Thus, we obtain the power law of
Eq. (4) with exponent

q ¼ βð1þ εÞ: ð5Þ

This exponent takes a specific value, as we show now.
Combining Eqs. (1) and (2), we have

0 ¼ ∇ · ðD∇CÞ − ½k þ ð1þ βÞg&Cþ s; ð6Þ

which holds at all times. For homogeneous growth, the
time-dependent rate

kg ¼ k þ ð1þ βÞg ð7Þ

is position independent, and the solution to Eq. (6) reads

Cðx; tÞ ¼ ν
kg

8
<

:
1 − sinh ðl=λ−w=λÞ

sinh ðl=λÞ coshðxλÞ x ≤ w

sinh ðw=λÞ
sinh ðl=λÞ coshð

l−x
λ Þ x > w;

ð8Þ

where λ ¼
ffiffiffiffiffiffiffiffiffiffiffi
D=kg

p
is a decay length. The time dependence

of Cðx; tÞ arises from the time dependencies of l, w, λ, and
kg. From Eqs. (8) and (2), we find that growth is
homogeneous if and only if concentration profiles scale.
This is the case if λ ∼ l and w ∼ l. Such scaling occurs if
kg ∼ l−2. Hence, C0 ∼ ν=kg obeys the power law Eq. (4)
with q ¼ 2. Together with Eq. (5), we thus find that scaling
can occur if the growth feedback parameter β takes a critical
value βc¼ 2=ð1þ εÞ.

Growth dynamics and the effect of morphogen degra-
dation.—The time dependence of homogeneous growth can
be found using kg ∼ l−2, Eq. (7), and g0 ¼ ð1þ εÞ∂t lnl,
which together defines a differential equation for lðtÞ. The
solution depends on the value and time dependence of the
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mechanism for gradient scaling can account for the
homogeneous growth observed in the wing imaginal disk
[2,35] and may also apply to other tissues [37,44]. It has
further been suggested that the temporal growth rule by
itself could yield gradient scaling, without the need of an
additional expander mechanism [35].
In this Letter, we propose a theoretical framework for the

interplay between gradient scaling and growth control. In
this framework, spatially homogeneous growth and exact
scaling of chemical gradients both emerge as features of a
critical point of the growth dynamics. This approach
provides a mechanism for the homogeneous growth and
gradient scaling observed during the growth of the wing
disk of the developing fly.
Morphogen dynamics and growth control.—We consider

a minimal two-dimensional system with morphogen of
concentration Cðx; tÞ as function of position x ¼ ðx; yÞ and
time t. Morphogen dynamics is governed by local pro-
duction in a specified source region sðx; tÞ > 0, by effec-
tive diffusion with diffusivity D, effective degradation with
rate k, as well as by advection and dilution of molecules
due to tissue growth. Further, we consider a temporal
growth rule by which the relative rate of change of the
morphogen concentration controls the local rate g of area
growth [2], characterized by the dimensionless parameter β.
Together, morphogen dynamics and growth control are
described by

DtC ¼ ∇ · ðD∇CÞ − ðk þ gÞCþ s; ð1Þ

g ¼ 1

β
DtC
C

; ð2Þ

where ∇ is the gradient operator. The convective time
derivateDt ¼ ∂t þ u ·∇ accounts for the local cell velocity
field uðx; tÞ of the growing tissue, which obeys g ¼ ∇ ·
u [2].
We consider a morphogen source aligned parallel to the y

axis with sðx; tÞ ¼ ν in the interval 0 ≤ x ≤ wðtÞ and
sðx; tÞ ¼ 0 elsewhere; see dark red region in Fig. 1(a).
The width of the morphogen source is denoted wðtÞ and ν is
a production rate. We consider morphogen profiles Cðx; tÞ
and growth profiles gðx; tÞ that only vary along the x axis.
We choose reflecting boundary conditions at the domain
boundaries, x ¼ 0 and x ¼ l. We account for a possible
intrinsic anisotropy of tissue growth by the anisotropy
parameter ε ¼ ð∂yuyÞ=ð∂xuxÞ. Thus, tissue area scales as
A ∼ l1þε, where isotropic growth corresponds to ε ¼ 1.
Scaling of morphogen patterns.—Scaling of concentra-

tion profiles is defined by the property that the time-
dependent concentration Cðx; tÞ can be written as

Cðx; tÞ ¼ C0ðtÞξðx=lÞ; ð3Þ

where ξðrÞ with r ¼ x=l is a scaling function that char-
acterizes a time-independent shape of the concentration
profile and C0ðtÞ is a time-dependent amplitude of the

profile. An example exhibiting this scaling property is
shown in Figs. 1(b) and 1(c). It has been suggested that
C0 in Eq. (3) obeys a power law [2] of the form

C0ðtÞ ∼ lðtÞq: ð4Þ

Scale invariance captured by scaling functions together
with power laws often occurs near critical points [45]. This
raises the question of whether a critical point is underlying
the scaling of morphogen patterns.
Growth control and conditions for scaling.—Dynamic

solutions of Eqs. (1) and (2) exist, which scale as described
by Eqs. (3) and (4) and for which growth is homogeneous,
as we show next. This requires that the source width scales
linearly with tissue length, wðtÞ ∼ lðtÞ.
Homogeneous growth with gðx; tÞ ¼ g0ðtÞ implies that

the relative position r ¼ x=l of a material point does not
change in time. In this case, the temporal growth rule
Eq. (2) simplifies to βg0 ¼ ∂t lnðC0Þ. By definition, g0 is
proportional to the relative change in tissue length,
g0 ¼ ð1þ εÞ∂t lnðlÞ. Thus, we obtain the power law of
Eq. (4) with exponent

q ¼ βð1þ εÞ: ð5Þ

This exponent takes a specific value, as we show now.
Combining Eqs. (1) and (2), we have

0 ¼ ∇ · ðD∇CÞ − ½k þ ð1þ βÞg&Cþ s; ð6Þ

which holds at all times. For homogeneous growth, the
time-dependent rate

kg ¼ k þ ð1þ βÞg ð7Þ

is position independent, and the solution to Eq. (6) reads

Cðx; tÞ ¼ ν
kg

8
<

:
1 − sinh ðl=λ−w=λÞ

sinh ðl=λÞ coshðxλÞ x ≤ w

sinh ðw=λÞ
sinh ðl=λÞ coshð

l−x
λ Þ x > w;

ð8Þ

where λ ¼
ffiffiffiffiffiffiffiffiffiffiffi
D=kg

p
is a decay length. The time dependence

of Cðx; tÞ arises from the time dependencies of l, w, λ, and
kg. From Eqs. (8) and (2), we find that growth is
homogeneous if and only if concentration profiles scale.
This is the case if λ ∼ l and w ∼ l. Such scaling occurs if
kg ∼ l−2. Hence, C0 ∼ ν=kg obeys the power law Eq. (4)
with q ¼ 2. Together with Eq. (5), we thus find that scaling
can occur if the growth feedback parameter β takes a critical
value βc¼ 2=ð1þ εÞ.

Growth dynamics and the effect of morphogen degra-
dation.—The time dependence of homogeneous growth can
be found using kg ∼ l−2, Eq. (7), and g0 ¼ ð1þ εÞ∂t lnl,
which together defines a differential equation for lðtÞ. The
solution depends on the value and time dependence of the
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degradation rate k. For the simple case k ¼ 0, a numerical
solution to Eqs. (1) and (2) is shown in Fig. 1, highlighting
that for β ¼ βc, after a short transient, growth is indeed
homogeneous and concentration profiles scale.
We can obtain explicit expressions for the growth

dynamics at this critical point β ¼ βc, revealing that growth
is unbounded and the growth rate slows down as t−1:

lðtÞ ¼ lð0Þ½1þ 2g0ð0Þt=ð1þ εÞ&1=2; ð9Þ

g0ðtÞ ¼
g0ð0Þ

1þ 2g0ð0Þt=ð1þ εÞ
; ð10Þ

see Fig. 1(f) and Ref. [46]. Interestingly, the growth rate in
the long-time limit g0ðtÞ ≈ ð1þ εÞ=ð2tÞ becomes indepen-
dent of the initial conditions.
Exact scaling and spatially homogeneous growth is also

found at β ¼ βc for a finite but constant degradation rate
k ¼ k0 > 0. In this case, the growth rate decays exponen-
tially,

g0ðtÞ ¼
g0ð0Þe−t=τ

1þ 2τg0ð0Þð1 −e−t=τÞ=ð1þ εÞ
; ð11Þ

with characteristic timescale τ ¼ ð1þ βcÞð1þ εÞ=ð2k0Þ.
As a consequence, growth arrests at a final size l' [35,46],

l' ¼ lð0Þ½1þ g0ð0Þð1þ βcÞ=k0&1=2: ð12Þ

Note that for k0 → 0, final size l' diverges as l' ∼ k−1=20 .
Next, we consider the degradation rate as a function of

tissue length, k ¼ kðlÞ, e.g., regulated by an expander
[2,33,47–49]. Let us consider the case of exact scaling of
the degradation rate with tissue size in the form k ∼ l−2.
For β ¼ βc, we again find spatially homogeneous growth as
well as exact pattern scaling, which is again described by
Eqs. (9) and (10). In particular, growth is unbounded; see
Fig. 2. If, however, we add a small constant value k0 to the
degradation rate k − k0 ∼ l−2, growth arrests at a finite size
given by Eq. (12).
These cases illustrate that at β ¼ βc, we can find either

unbounded or bounded growth, depending on the behavior
of the degradation rate k. In general, growth arrest can be
observed if there exists a final size l' > lð0Þ, for which
kgðl'Þ ¼ kðl'Þ. This follows from Eq. (7) [46].
Critical point of growth control.—We now explore the

behavior for β ≠ βc. In this case, the system does not
exhibit exact pattern scaling and growth becomes spatially
inhomogeneous; see Figs. 2(a)–2(c) for an example. For
β < βc, gðr; tÞ is decreasing with r, while for β > βc, gðr; tÞ
is increasing with r; see Fig. 2(b) and Ref. [46]. As before,
the growth dynamics depends on the degradation rate; see
Fig. 2(d). Growth is always unbounded for k ¼ 0. For
k ¼ k0 > 0, growth arrests at a finite final size l' for all
values of β. In the case of k ∼ l−2, growth arrests for
β > βc and the growth rate gðtÞ decays exponentially with

characteristic time τ. The final size l' diverges as β
approaches the critical point βc from above. For β < βc,
growth is unbounded. Thus, β ¼ βc exhibits distinct
features of a critical point such as scale invariance of the
concentration profile and divergent length scales. For
k ∼ l−2 this critical behavior includes a transition between
bounded and unbounded growth.
Only at the critical point, exact pattern scaling and

homogeneous growth occurs. However, in the vicinity of
the critical point, patterns scale and growth is homogeneous

(a)

(b)

(c)

(d) (e)

FIG. 2. Critical point and growth dynamics for k ∼ l−2.
(a) Concentration profiles as a function of relative position
r ¼ x=l for different tissue length (color code) and different
values of β. Scaling of the concentration profiles at the critical
point with β ¼ βc results in a collapse of the normalized
concentration profiles for different tissue lengths. Above and
below the critical point (here, 0.8βc, 1.2βc) deviations from
scaling occur. (b) Growth rate profiles as a function of r for
different tissue length. At the critical point growth becomes
homogeneous. (c) Growth rate as a function of time. For β > βc,
the growth rate decreases exponentially with time, while for
β ≤ βc, a power-law behavior leads to unbounded growth [solid
line: Eq. (10)]. (d) Growth behaviors for super- and subcritical β
for different degradation scenarios. (e) Different growth regimes
as a function of the source scaling exponent γ for k ∼ l−2.
Regimes of unbounded growth (light red) and growth arrest (light
blue) are separated by the line γ ¼ 2β=βc− 1 for γ < 1. Numeri-
cal results (dots; see Ref. [46]), critical point with γ ¼ 1 (red dot),
parameters corresponding to fit to experimental data shown in
Fig. 3 (blue dot). A constant source width corresponds to γ ¼ 0.
Parameters are D ¼ 0.1 μm2=s [12], ν ¼ 1 conc=s, w ¼ 0.1l
[w ¼ 0.3 μmðl=30 μmÞγ in (e)], ε ¼ 0.83 [2], kl2 ¼ 9 μm2=s.
The color code defined in (a) also applies to (b) and (c).
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predicts:
— The interdependency of growth homogeneity and gradient scaling 
depending on critical feedback strength  
— Growth arrest (bounded growth) depending on degradation rate k
     and growth feedback parameter 

mechanism for gradient scaling can account for the
homogeneous growth observed in the wing imaginal disk
[2,35] and may also apply to other tissues [37,44]. It has
further been suggested that the temporal growth rule by
itself could yield gradient scaling, without the need of an
additional expander mechanism [35].
In this Letter, we propose a theoretical framework for the

interplay between gradient scaling and growth control. In
this framework, spatially homogeneous growth and exact
scaling of chemical gradients both emerge as features of a
critical point of the growth dynamics. This approach
provides a mechanism for the homogeneous growth and
gradient scaling observed during the growth of the wing
disk of the developing fly.
Morphogen dynamics and growth control.—We consider

a minimal two-dimensional system with morphogen of
concentration Cðx; tÞ as function of position x ¼ ðx; yÞ and
time t. Morphogen dynamics is governed by local pro-
duction in a specified source region sðx; tÞ > 0, by effec-
tive diffusion with diffusivity D, effective degradation with
rate k, as well as by advection and dilution of molecules
due to tissue growth. Further, we consider a temporal
growth rule by which the relative rate of change of the
morphogen concentration controls the local rate g of area
growth [2], characterized by the dimensionless parameter β.
Together, morphogen dynamics and growth control are
described by

DtC ¼ ∇ · ðD∇CÞ − ðk þ gÞCþ s; ð1Þ

g ¼ 1

β
DtC
C

; ð2Þ

where ∇ is the gradient operator. The convective time
derivateDt ¼ ∂t þ u ·∇ accounts for the local cell velocity
field uðx; tÞ of the growing tissue, which obeys g ¼ ∇ ·
u [2].
We consider a morphogen source aligned parallel to the y

axis with sðx; tÞ ¼ ν in the interval 0 ≤ x ≤ wðtÞ and
sðx; tÞ ¼ 0 elsewhere; see dark red region in Fig. 1(a).
The width of the morphogen source is denoted wðtÞ and ν is
a production rate. We consider morphogen profiles Cðx; tÞ
and growth profiles gðx; tÞ that only vary along the x axis.
We choose reflecting boundary conditions at the domain
boundaries, x ¼ 0 and x ¼ l. We account for a possible
intrinsic anisotropy of tissue growth by the anisotropy
parameter ε ¼ ð∂yuyÞ=ð∂xuxÞ. Thus, tissue area scales as
A ∼ l1þε, where isotropic growth corresponds to ε ¼ 1.
Scaling of morphogen patterns.—Scaling of concentra-

tion profiles is defined by the property that the time-
dependent concentration Cðx; tÞ can be written as

Cðx; tÞ ¼ C0ðtÞξðx=lÞ; ð3Þ

where ξðrÞ with r ¼ x=l is a scaling function that char-
acterizes a time-independent shape of the concentration
profile and C0ðtÞ is a time-dependent amplitude of the

profile. An example exhibiting this scaling property is
shown in Figs. 1(b) and 1(c). It has been suggested that
C0 in Eq. (3) obeys a power law [2] of the form

C0ðtÞ ∼ lðtÞq: ð4Þ

Scale invariance captured by scaling functions together
with power laws often occurs near critical points [45]. This
raises the question of whether a critical point is underlying
the scaling of morphogen patterns.
Growth control and conditions for scaling.—Dynamic

solutions of Eqs. (1) and (2) exist, which scale as described
by Eqs. (3) and (4) and for which growth is homogeneous,
as we show next. This requires that the source width scales
linearly with tissue length, wðtÞ ∼ lðtÞ.
Homogeneous growth with gðx; tÞ ¼ g0ðtÞ implies that

the relative position r ¼ x=l of a material point does not
change in time. In this case, the temporal growth rule
Eq. (2) simplifies to βg0 ¼ ∂t lnðC0Þ. By definition, g0 is
proportional to the relative change in tissue length,
g0 ¼ ð1þ εÞ∂t lnðlÞ. Thus, we obtain the power law of
Eq. (4) with exponent

q ¼ βð1þ εÞ: ð5Þ

This exponent takes a specific value, as we show now.
Combining Eqs. (1) and (2), we have

0 ¼ ∇ · ðD∇CÞ − ½k þ ð1þ βÞg&Cþ s; ð6Þ

which holds at all times. For homogeneous growth, the
time-dependent rate

kg ¼ k þ ð1þ βÞg ð7Þ

is position independent, and the solution to Eq. (6) reads

Cðx; tÞ ¼ ν
kg

8
<

:
1 − sinh ðl=λ−w=λÞ

sinh ðl=λÞ coshðxλÞ x ≤ w

sinh ðw=λÞ
sinh ðl=λÞ coshð

l−x
λ Þ x > w;

ð8Þ

where λ ¼
ffiffiffiffiffiffiffiffiffiffiffi
D=kg

p
is a decay length. The time dependence

of Cðx; tÞ arises from the time dependencies of l, w, λ, and
kg. From Eqs. (8) and (2), we find that growth is
homogeneous if and only if concentration profiles scale.
This is the case if λ ∼ l and w ∼ l. Such scaling occurs if
kg ∼ l−2. Hence, C0 ∼ ν=kg obeys the power law Eq. (4)
with q ¼ 2. Together with Eq. (5), we thus find that scaling
can occur if the growth feedback parameter β takes a critical
value βc¼ 2=ð1þ εÞ.

Growth dynamics and the effect of morphogen degra-
dation.—The time dependence of homogeneous growth can
be found using kg ∼ l−2, Eq. (7), and g0 ¼ ð1þ εÞ∂t lnl,
which together defines a differential equation for lðtÞ. The
solution depends on the value and time dependence of the
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mechanism for gradient scaling can account for the
homogeneous growth observed in the wing imaginal disk
[2,35] and may also apply to other tissues [37,44]. It has
further been suggested that the temporal growth rule by
itself could yield gradient scaling, without the need of an
additional expander mechanism [35].
In this Letter, we propose a theoretical framework for the

interplay between gradient scaling and growth control. In
this framework, spatially homogeneous growth and exact
scaling of chemical gradients both emerge as features of a
critical point of the growth dynamics. This approach
provides a mechanism for the homogeneous growth and
gradient scaling observed during the growth of the wing
disk of the developing fly.
Morphogen dynamics and growth control.—We consider

a minimal two-dimensional system with morphogen of
concentration Cðx; tÞ as function of position x ¼ ðx; yÞ and
time t. Morphogen dynamics is governed by local pro-
duction in a specified source region sðx; tÞ > 0, by effec-
tive diffusion with diffusivity D, effective degradation with
rate k, as well as by advection and dilution of molecules
due to tissue growth. Further, we consider a temporal
growth rule by which the relative rate of change of the
morphogen concentration controls the local rate g of area
growth [2], characterized by the dimensionless parameter β.
Together, morphogen dynamics and growth control are
described by

DtC ¼ ∇ · ðD∇CÞ − ðk þ gÞCþ s; ð1Þ

g ¼ 1

β
DtC
C

; ð2Þ

where ∇ is the gradient operator. The convective time
derivateDt ¼ ∂t þ u ·∇ accounts for the local cell velocity
field uðx; tÞ of the growing tissue, which obeys g ¼ ∇ ·
u [2].
We consider a morphogen source aligned parallel to the y

axis with sðx; tÞ ¼ ν in the interval 0 ≤ x ≤ wðtÞ and
sðx; tÞ ¼ 0 elsewhere; see dark red region in Fig. 1(a).
The width of the morphogen source is denoted wðtÞ and ν is
a production rate. We consider morphogen profiles Cðx; tÞ
and growth profiles gðx; tÞ that only vary along the x axis.
We choose reflecting boundary conditions at the domain
boundaries, x ¼ 0 and x ¼ l. We account for a possible
intrinsic anisotropy of tissue growth by the anisotropy
parameter ε ¼ ð∂yuyÞ=ð∂xuxÞ. Thus, tissue area scales as
A ∼ l1þε, where isotropic growth corresponds to ε ¼ 1.
Scaling of morphogen patterns.—Scaling of concentra-

tion profiles is defined by the property that the time-
dependent concentration Cðx; tÞ can be written as

Cðx; tÞ ¼ C0ðtÞξðx=lÞ; ð3Þ

where ξðrÞ with r ¼ x=l is a scaling function that char-
acterizes a time-independent shape of the concentration
profile and C0ðtÞ is a time-dependent amplitude of the

profile. An example exhibiting this scaling property is
shown in Figs. 1(b) and 1(c). It has been suggested that
C0 in Eq. (3) obeys a power law [2] of the form

C0ðtÞ ∼ lðtÞq: ð4Þ

Scale invariance captured by scaling functions together
with power laws often occurs near critical points [45]. This
raises the question of whether a critical point is underlying
the scaling of morphogen patterns.
Growth control and conditions for scaling.—Dynamic

solutions of Eqs. (1) and (2) exist, which scale as described
by Eqs. (3) and (4) and for which growth is homogeneous,
as we show next. This requires that the source width scales
linearly with tissue length, wðtÞ ∼ lðtÞ.

Homogeneous growth with gðx; tÞ ¼ g0ðtÞ implies that
the relative position r ¼ x=l of a material point does not
change in time. In this case, the temporal growth rule
Eq. (2) simplifies to βg0 ¼ ∂t lnðC0Þ. By definition, g0 is
proportional to the relative change in tissue length,
g0 ¼ ð1þ εÞ∂t lnðlÞ. Thus, we obtain the power law of
Eq. (4) with exponent

q ¼ βð1þ εÞ: ð5Þ

This exponent takes a specific value, as we show now.
Combining Eqs. (1) and (2), we have

0 ¼ ∇ · ðD∇CÞ − ½k þ ð1þ βÞg&Cþ s; ð6Þ

which holds at all times. For homogeneous growth, the
time-dependent rate

kg ¼ k þ ð1þ βÞg ð7Þ

is position independent, and the solution to Eq. (6) reads

Cðx; tÞ ¼ ν
kg

8
<

:
1 − sinh ðl=λ−w=λÞ

sinh ðl=λÞ coshðxλÞ x ≤ w

sinh ðw=λÞ
sinh ðl=λÞ coshð

l−x
λ Þ x > w;

ð8Þ

where λ ¼
ffiffiffiffiffiffiffiffiffiffiffi
D=kg

p
is a decay length. The time dependence

of Cðx; tÞ arises from the time dependencies of l, w, λ, and
kg. From Eqs. (8) and (2), we find that growth is
homogeneous if and only if concentration profiles scale.
This is the case if λ ∼ l and w ∼ l. Such scaling occurs if
kg ∼ l−2. Hence, C0 ∼ ν=kg obeys the power law Eq. (4)
with q ¼ 2. Together with Eq. (5), we thus find that scaling
can occur if the growth feedback parameter β takes a critical
value βc¼ 2=ð1þ εÞ.

Growth dynamics and the effect of morphogen degra-
dation.—The time dependence of homogeneous growth can
be found using kg ∼ l−2, Eq. (7), and g0 ¼ ð1þ εÞ∂t lnl,
which together defines a differential equation for lðtÞ. The
solution depends on the value and time dependence of the
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=1 if isotropic growth

final size when growth arrests:

degradation rate k. For the simple case k ¼ 0, a numerical
solution to Eqs. (1) and (2) is shown in Fig. 1, highlighting
that for β ¼ βc, after a short transient, growth is indeed
homogeneous and concentration profiles scale.
We can obtain explicit expressions for the growth

dynamics at this critical point β ¼ βc, revealing that growth
is unbounded and the growth rate slows down as t−1:

lðtÞ ¼ lð0Þ½1þ 2g0ð0Þt=ð1þ εÞ&1=2; ð9Þ

g0ðtÞ ¼
g0ð0Þ

1þ 2g0ð0Þt=ð1þ εÞ
; ð10Þ

see Fig. 1(f) and Ref. [46]. Interestingly, the growth rate in
the long-time limit g0ðtÞ ≈ ð1þ εÞ=ð2tÞ becomes indepen-
dent of the initial conditions.
Exact scaling and spatially homogeneous growth is also

found at β ¼ βc for a finite but constant degradation rate
k ¼ k0 > 0. In this case, the growth rate decays exponen-
tially,

g0ðtÞ ¼
g0ð0Þe−t=τ

1þ 2τg0ð0Þð1 −e−t=τÞ=ð1þ εÞ
; ð11Þ

with characteristic timescale τ ¼ ð1þ βcÞð1þ εÞ=ð2k0Þ.
As a consequence, growth arrests at a final size l' [35,46],

l' ¼ lð0Þ½1þ g0ð0Þð1þ βcÞ=k0&1=2: ð12Þ

Note that for k0 → 0, final size l' diverges as l' ∼ k−1=20 .
Next, we consider the degradation rate as a function of

tissue length, k ¼ kðlÞ, e.g., regulated by an expander
[2,33,47–49]. Let us consider the case of exact scaling of
the degradation rate with tissue size in the form k ∼ l−2.
For β ¼ βc, we again find spatially homogeneous growth as
well as exact pattern scaling, which is again described by
Eqs. (9) and (10). In particular, growth is unbounded; see
Fig. 2. If, however, we add a small constant value k0 to the
degradation rate k − k0 ∼ l−2, growth arrests at a finite size
given by Eq. (12).
These cases illustrate that at β ¼ βc, we can find either

unbounded or bounded growth, depending on the behavior
of the degradation rate k. In general, growth arrest can be
observed if there exists a final size l' > lð0Þ, for which
kgðl'Þ ¼ kðl'Þ. This follows from Eq. (7) [46].
Critical point of growth control.—We now explore the

behavior for β ≠ βc. In this case, the system does not
exhibit exact pattern scaling and growth becomes spatially
inhomogeneous; see Figs. 2(a)–2(c) for an example. For
β < βc, gðr; tÞ is decreasing with r, while for β > βc, gðr; tÞ
is increasing with r; see Fig. 2(b) and Ref. [46]. As before,
the growth dynamics depends on the degradation rate; see
Fig. 2(d). Growth is always unbounded for k ¼ 0. For
k ¼ k0 > 0, growth arrests at a finite final size l' for all
values of β. In the case of k ∼ l−2, growth arrests for
β > βc and the growth rate gðtÞ decays exponentially with

characteristic time τ. The final size l' diverges as β
approaches the critical point βc from above. For β < βc,
growth is unbounded. Thus, β ¼ βc exhibits distinct
features of a critical point such as scale invariance of the
concentration profile and divergent length scales. For
k ∼ l−2 this critical behavior includes a transition between
bounded and unbounded growth.
Only at the critical point, exact pattern scaling and

homogeneous growth occurs. However, in the vicinity of
the critical point, patterns scale and growth is homogeneous

(a)

(b)

(c)

(d) (e)

FIG. 2. Critical point and growth dynamics for k ∼ l−2.
(a) Concentration profiles as a function of relative position
r ¼ x=l for different tissue length (color code) and different
values of β. Scaling of the concentration profiles at the critical
point with β ¼ βc results in a collapse of the normalized
concentration profiles for different tissue lengths. Above and
below the critical point (here, 0.8βc, 1.2βc) deviations from
scaling occur. (b) Growth rate profiles as a function of r for
different tissue length. At the critical point growth becomes
homogeneous. (c) Growth rate as a function of time. For β > βc,
the growth rate decreases exponentially with time, while for
β ≤ βc, a power-law behavior leads to unbounded growth [solid
line: Eq. (10)]. (d) Growth behaviors for super- and subcritical β
for different degradation scenarios. (e) Different growth regimes
as a function of the source scaling exponent γ for k ∼ l−2.
Regimes of unbounded growth (light red) and growth arrest (light
blue) are separated by the line γ ¼ 2β=βc− 1 for γ < 1. Numeri-
cal results (dots; see Ref. [46]), critical point with γ ¼ 1 (red dot),
parameters corresponding to fit to experimental data shown in
Fig. 3 (blue dot). A constant source width corresponds to γ ¼ 0.
Parameters are D ¼ 0.1 μm2=s [12], ν ¼ 1 conc=s, w ¼ 0.1l
[w ¼ 0.3 μmðl=30 μmÞγ in (e)], ε ¼ 0.83 [2], kl2 ¼ 9 μm2=s.
The color code defined in (a) also applies to (b) and (c).
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For           , growth is homogeneous but unbounded (scale as 1/t) 
Away from critical point, growth is not perfectly uniform, but becomes bounded
if k >0, depending on

mechanism for gradient scaling can account for the
homogeneous growth observed in the wing imaginal disk
[2,35] and may also apply to other tissues [37,44]. It has
further been suggested that the temporal growth rule by
itself could yield gradient scaling, without the need of an
additional expander mechanism [35].
In this Letter, we propose a theoretical framework for the

interplay between gradient scaling and growth control. In
this framework, spatially homogeneous growth and exact
scaling of chemical gradients both emerge as features of a
critical point of the growth dynamics. This approach
provides a mechanism for the homogeneous growth and
gradient scaling observed during the growth of the wing
disk of the developing fly.
Morphogen dynamics and growth control.—We consider

a minimal two-dimensional system with morphogen of
concentration Cðx; tÞ as function of position x ¼ ðx; yÞ and
time t. Morphogen dynamics is governed by local pro-
duction in a specified source region sðx; tÞ > 0, by effec-
tive diffusion with diffusivity D, effective degradation with
rate k, as well as by advection and dilution of molecules
due to tissue growth. Further, we consider a temporal
growth rule by which the relative rate of change of the
morphogen concentration controls the local rate g of area
growth [2], characterized by the dimensionless parameter β.
Together, morphogen dynamics and growth control are
described by

DtC ¼ ∇ · ðD∇CÞ − ðk þ gÞCþ s; ð1Þ

g ¼ 1

β
DtC
C

; ð2Þ

where ∇ is the gradient operator. The convective time
derivateDt ¼ ∂t þ u ·∇ accounts for the local cell velocity
field uðx; tÞ of the growing tissue, which obeys g ¼ ∇ ·
u [2].
We consider a morphogen source aligned parallel to the y

axis with sðx; tÞ ¼ ν in the interval 0 ≤ x ≤ wðtÞ and
sðx; tÞ ¼ 0 elsewhere; see dark red region in Fig. 1(a).
The width of the morphogen source is denoted wðtÞ and ν is
a production rate. We consider morphogen profiles Cðx; tÞ
and growth profiles gðx; tÞ that only vary along the x axis.
We choose reflecting boundary conditions at the domain
boundaries, x ¼ 0 and x ¼ l. We account for a possible
intrinsic anisotropy of tissue growth by the anisotropy
parameter ε ¼ ð∂yuyÞ=ð∂xuxÞ. Thus, tissue area scales as
A ∼ l1þε, where isotropic growth corresponds to ε ¼ 1.
Scaling of morphogen patterns.—Scaling of concentra-

tion profiles is defined by the property that the time-
dependent concentration Cðx; tÞ can be written as

Cðx; tÞ ¼ C0ðtÞξðx=lÞ; ð3Þ

where ξðrÞ with r ¼ x=l is a scaling function that char-
acterizes a time-independent shape of the concentration
profile and C0ðtÞ is a time-dependent amplitude of the

profile. An example exhibiting this scaling property is
shown in Figs. 1(b) and 1(c). It has been suggested that
C0 in Eq. (3) obeys a power law [2] of the form

C0ðtÞ ∼ lðtÞq: ð4Þ

Scale invariance captured by scaling functions together
with power laws often occurs near critical points [45]. This
raises the question of whether a critical point is underlying
the scaling of morphogen patterns.
Growth control and conditions for scaling.—Dynamic

solutions of Eqs. (1) and (2) exist, which scale as described
by Eqs. (3) and (4) and for which growth is homogeneous,
as we show next. This requires that the source width scales
linearly with tissue length, wðtÞ ∼ lðtÞ.
Homogeneous growth with gðx; tÞ ¼ g0ðtÞ implies that

the relative position r ¼ x=l of a material point does not
change in time. In this case, the temporal growth rule
Eq. (2) simplifies to βg0 ¼ ∂t lnðC0Þ. By definition, g0 is
proportional to the relative change in tissue length,
g0 ¼ ð1þ εÞ∂t lnðlÞ. Thus, we obtain the power law of
Eq. (4) with exponent

q ¼ βð1þ εÞ: ð5Þ

This exponent takes a specific value, as we show now.
Combining Eqs. (1) and (2), we have

0 ¼ ∇ · ðD∇CÞ − ½k þ ð1þ βÞg&Cþ s; ð6Þ

which holds at all times. For homogeneous growth, the
time-dependent rate

kg ¼ k þ ð1þ βÞg ð7Þ

is position independent, and the solution to Eq. (6) reads

Cðx; tÞ ¼ ν
kg

8
<

:
1 − sinh ðl=λ−w=λÞ

sinh ðl=λÞ coshðxλÞ x ≤ w

sinh ðw=λÞ
sinh ðl=λÞ coshð

l−x
λ Þ x > w;

ð8Þ

where λ ¼
ffiffiffiffiffiffiffiffiffiffiffi
D=kg

p
is a decay length. The time dependence

of Cðx; tÞ arises from the time dependencies of l, w, λ, and
kg. From Eqs. (8) and (2), we find that growth is
homogeneous if and only if concentration profiles scale.
This is the case if λ ∼ l and w ∼ l. Such scaling occurs if
kg ∼ l−2. Hence, C0 ∼ ν=kg obeys the power law Eq. (4)
with q ¼ 2. Together with Eq. (5), we thus find that scaling
can occur if the growth feedback parameter β takes a critical
value βc¼ 2=ð1þ εÞ.

Growth dynamics and the effect of morphogen degra-
dation.—The time dependence of homogeneous growth can
be found using kg ∼ l−2, Eq. (7), and g0 ¼ ð1þ εÞ∂t lnl,
which together defines a differential equation for lðtÞ. The
solution depends on the value and time dependence of the
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degradation rate k. For the simple case k ¼ 0, a numerical
solution to Eqs. (1) and (2) is shown in Fig. 1, highlighting
that for β ¼ βc, after a short transient, growth is indeed
homogeneous and concentration profiles scale.
We can obtain explicit expressions for the growth

dynamics at this critical point β ¼ βc, revealing that growth
is unbounded and the growth rate slows down as t−1:

lðtÞ ¼ lð0Þ½1þ 2g0ð0Þt=ð1þ εÞ&1=2; ð9Þ

g0ðtÞ ¼
g0ð0Þ

1þ 2g0ð0Þt=ð1þ εÞ
; ð10Þ

see Fig. 1(f) and Ref. [46]. Interestingly, the growth rate in
the long-time limit g0ðtÞ ≈ ð1þ εÞ=ð2tÞ becomes indepen-
dent of the initial conditions.
Exact scaling and spatially homogeneous growth is also

found at β ¼ βc for a finite but constant degradation rate
k ¼ k0 > 0. In this case, the growth rate decays exponen-
tially,

g0ðtÞ ¼
g0ð0Þe−t=τ

1þ 2τg0ð0Þð1 −e−t=τÞ=ð1þ εÞ
; ð11Þ

with characteristic timescale τ ¼ ð1þ βcÞð1þ εÞ=ð2k0Þ.
As a consequence, growth arrests at a final size l' [35,46],

l' ¼ lð0Þ½1þ g0ð0Þð1þ βcÞ=k0&1=2: ð12Þ

Note that for k0 → 0, final size l' diverges as l' ∼ k−1=20 .
Next, we consider the degradation rate as a function of

tissue length, k ¼ kðlÞ, e.g., regulated by an expander
[2,33,47–49]. Let us consider the case of exact scaling of
the degradation rate with tissue size in the form k ∼ l−2.
For β ¼ βc, we again find spatially homogeneous growth as
well as exact pattern scaling, which is again described by
Eqs. (9) and (10). In particular, growth is unbounded; see
Fig. 2. If, however, we add a small constant value k0 to the
degradation rate k − k0 ∼ l−2, growth arrests at a finite size
given by Eq. (12).
These cases illustrate that at β ¼ βc, we can find either

unbounded or bounded growth, depending on the behavior
of the degradation rate k. In general, growth arrest can be
observed if there exists a final size l' > lð0Þ, for which
kgðl'Þ ¼ kðl'Þ. This follows from Eq. (7) [46].
Critical point of growth control.—We now explore the

behavior for β ≠ βc. In this case, the system does not
exhibit exact pattern scaling and growth becomes spatially
inhomogeneous; see Figs. 2(a)–2(c) for an example. For
β < βc, gðr; tÞ is decreasing with r, while for β > βc, gðr; tÞ
is increasing with r; see Fig. 2(b) and Ref. [46]. As before,
the growth dynamics depends on the degradation rate; see
Fig. 2(d). Growth is always unbounded for k ¼ 0. For
k ¼ k0 > 0, growth arrests at a finite final size l' for all
values of β. In the case of k ∼ l−2, growth arrests for
β > βc and the growth rate gðtÞ decays exponentially with

characteristic time τ. The final size l' diverges as β
approaches the critical point βc from above. For β < βc,
growth is unbounded. Thus, β ¼ βc exhibits distinct
features of a critical point such as scale invariance of the
concentration profile and divergent length scales. For
k ∼ l−2 this critical behavior includes a transition between
bounded and unbounded growth.
Only at the critical point, exact pattern scaling and

homogeneous growth occurs. However, in the vicinity of
the critical point, patterns scale and growth is homogeneous

(a)

(b)

(c)

(d) (e)

FIG. 2. Critical point and growth dynamics for k ∼ l−2.
(a) Concentration profiles as a function of relative position
r ¼ x=l for different tissue length (color code) and different
values of β. Scaling of the concentration profiles at the critical
point with β ¼ βc results in a collapse of the normalized
concentration profiles for different tissue lengths. Above and
below the critical point (here, 0.8βc, 1.2βc) deviations from
scaling occur. (b) Growth rate profiles as a function of r for
different tissue length. At the critical point growth becomes
homogeneous. (c) Growth rate as a function of time. For β > βc,
the growth rate decreases exponentially with time, while for
β ≤ βc, a power-law behavior leads to unbounded growth [solid
line: Eq. (10)]. (d) Growth behaviors for super- and subcritical β
for different degradation scenarios. (e) Different growth regimes
as a function of the source scaling exponent γ for k ∼ l−2.
Regimes of unbounded growth (light red) and growth arrest (light
blue) are separated by the line γ ¼ 2β=βc− 1 for γ < 1. Numeri-
cal results (dots; see Ref. [46]), critical point with γ ¼ 1 (red dot),
parameters corresponding to fit to experimental data shown in
Fig. 3 (blue dot). A constant source width corresponds to γ ¼ 0.
Parameters are D ¼ 0.1 μm2=s [12], ν ¼ 1 conc=s, w ¼ 0.1l
[w ¼ 0.3 μmðl=30 μmÞγ in (e)], ε ¼ 0.83 [2], kl2 ¼ 9 μm2=s.
The color code defined in (a) also applies to (b) and (c).
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(with Col2, shown in magenta). The growth zone is clearly
identifiable as a concentrated region of dividing cells close to the
tip of the developing beak (see Fig. 4a). We use a simple filter and
thresholding method to determine the size of the growth zone at
these different developmental stages (see Supplementary Fig. 4 for
details). Figure 4b shows that the largest dimension scales with
the expected t1/2 dependence in time (q¼ 0.52±0.05), as
predicted by the theoretical framework.

Comparisons between different tissue sections at the same
developmental stage and the same (midsagittal) plane indicate
that the distance of the growth zone to the region where upper
and lower beak meet is very uniform. This distance is, therefore, a
good measure for determining the speed with which the growth
zone advances relative to a fixed point outside the developmental
module. For each growth zone as determined above, we find its
centroid, and measure the distance from the meeting point
between upper and lower beak and this centroid. Figure 4c shows
the results of this analysis, which demonstrate that the speed of
advance for the growth zone is indeed linear (P¼ 0.98±0.08),
and thus p

q ¼ 1:87 " 0:34 based on these experimental results,
which agrees well with the theoretically predicted value of p

q ¼ 2:

Discussion
The work described herein demonstrates that the shapes of
songbird beaks’ profiles are a subset of conic sections. This is only a
small region of the possible morphological parameter space that
the shapes of bird beaks could occupy, thus supporting the
hypothesis that the beak shape of songbirds is strongly constrained
by its developmental programme. We demonstrated a strong
correlation between the shape of a developing beak and the
dynamics of the growth zone that shapes it. This, in turn, suggests
that there are additional strong constraints on growth zone
dynamics by regulatory processes that can be investigated more
directly in future experiments. Our growth model only considers
early- and mid-stages in the development of the bird embryo, up to
about Hamburger and Hamilton stage 34. At this point, the shape

of the beak is largely set, which coincides with the disappearance of
the growth zone at the rostral tip of the beak. The absolute size
of the beak appears to change through more uniform cell
proliferation into the late stages of embryogenesis and beyond.
However, most observations indicate that the shape modulo size is
largely unaffected by these processes until adulthood22,23.

The general approach used here to predict shared features of the
developmental process over a relatively large phylogenetic range is
probably also applicable to other systems or further morphological
features in the songbirds. However, the surprisingly simple
prediction that growth zone dynamics must be power laws with
exponents p/q¼ 2 arises because of two special properties. First, the
morphological diversity of the midsagittal plane in the species
examined here is low, with only three scalar parameters capturing
all shapes. Second, two of these three parameters (length and
height) are easily identifiable, and have long been used to quantify
basic aspects of beak diversity15,24,28. In general, over deeper
phylogenies, we expect beak diversity to require more parameters,
weakening the constraints on the developmental process. Studies
investigating further aspects of beak diversity (for example, the
lower and upper beak7, or width in addition to length and
height9,10,30) suggest that the full three-dimensional diversity
beyond the midsagittal plane might likewise require a larger
number of parameters, perhaps even for the species investigated
here. Species where the entire bill curves due to a shifting axis of
growth, such as in parrots, cannot yet be fully captured by the
model we describe and may require additional developmental
mechanisms to explain18,25. Nonetheless, the general methodology
outlined here provides a way to begin to unravel the variability of
developmental programmes over a wide phylogeny, even when the
number of model organisms through which the developmental
process can be explicitly studied is highly limited.

In summary, the evolution of biological shapes in general and
the adaptive significance of bird beak shapes in particular have
been an area of much interest in the literature, with many authors
hypothesizing that bird beak shape is heavily optimized for
feeding and foraging behaviours3,4, vocal song structure26 and
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Figure 4 | Experiment testing the time development of the growth zone in developing zebra finch embryo beaks. (a) Snapshots of growing beak for
stages E5–E9, showing its outline (black), the size of the growth zone (red), its centroid (blue) and the relevant length scale for shaping the upper
beak profile (yellow). All measures of the growth zone are derived from midsagittal cross-sections of zebra finch embryo beaks, stained to show cell nuclei
(in blue) and dividing cells (in green). Areas with a high density of dividing cells are defined as the growth zone (red outline). Scale bar, 500mm.
(b) The dimension of the growth shrinks as (t*# t)1/2, consistent with theoretical predictions. (c) The distance d# d0 of the centre of the growth zone from
the point where upper and lower beak meet increases as (t*# t), consistent with theoretical prediction. Error bars along the abscissa represent uncertainty
in timing within the stages E5–E9 and errors along the ordinate represent variation with respect to the threshold used to separate EdU staining
from the background.
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— Spatial temporal regulation of a growth zone by morphogens and beak shape
• BMP4 expression in the mesenchyme induces its growth

• Morphogen: Organ-size dependent growth inducer

56

specific differences in beak morphology.

This observed correlation was specific to

Bmp4 expression in the upper beak, whereas

expression of Bmp4 in the lower beak re-

mains constant in spite of the fact that lower

beak morphology varies in concert with that

of the upper beak (15 ).

We next tested whether the observed

change in Bmp4 expression could be partially

responsible for the differences in beak mor-

phology in ground finch species. Bmp4 has

been previously shown to be important for

the production of skeletogenic cranial neural

crest cells and capable of affecting patterning,

growth and chondrogenesis in derivatives of

the mandibular and maxillary prominences

(16 –19 ). However, the expression of Bmp4 is

quite dynamic during craniofacial develop-

ment and might be expected to play different

roles at various times.

During craniofacial development, Bmp4 is

first expressed in the epithelium of the max-

illary and lateral frontonasal prominences in

early embryos. The same factor is later ex-

pressed in the distal mesenchyme of the up-

per beak of embryos at stage 29 and later

(Fig. 2, A and B). We took advantage of the

ability to misexpress genes during chicken

development with the RCAS replication-

competent retroviral vector to test the effect

of increasing BMP4 levels in both of these

domains. Because the RCAS vector does not

spread across basement membranes, we were

able to confine misexpression to either the

facial ectoderm or mesenchyme (Fig. 2, C

and E). Infection of the facial ectoderm with

the RCAS::Bmp4 virus caused smaller and

narrower upper beaks (fig. S5). Ectodermally

infected beaks also showed a dramatic loss of

chondrogenesis in the adjacent mesenchyme

(Fig. 2, D and F, and fig. S5), indicating a

role in epithelial–to-mesenchymal signaling

early in head morphogenesis.

In a second set of misexpression exper-

iments designed to mimic the elevated lev-

els of Bmp4 seen in G. magnirostris, we

injected RCAS::Bmp4 virus into the mes-

enchyme of the frontonasal process of

chicken embryos at stage 23 to 24. Because

of the time required for viral infection and

spread, this results in robust misexpression

in the distal frontonasal process around

stage 26 (15 ), which is the time when ele-

vated Bmp4 levels are first seen in G. mag-
nirostris. The phenotypes we obtained were

quite different from those resulting from

epithelial misexpression, showing that

Bmp4 expression has distinct functions in

the epithelium and mesenchyme. Rather

than diminished beaks, beaks resulting

from infection of the mesenchyme were

reminiscent of those of the ground finches

with deep and broad beaks. These morpho-

logical changes in beak morphology were

observed before the onset of skeletogen-

esis, as revealed by Col II expression (15 ).

By stage 36, the infected beaks (n ! 13)

were on average about 2.5 times as wide

("21%) and 1.5 times ("16%) as deep as

uninfected control beaks (n ! 11; P #
0.003) (Fig. 3, A, B, D, and E). The more

massive Bmp4 -infected beaks had a corre-

sponding increase in the size of the skeletal

core (Fig. 3, G and H, and fig. S6), again in

parallel to a larger beak skeleton of G.
magnirostris. This skeletal phenotype was

observed in the majority of the infected

embryos (n ! 11 out of 13). These data

suggest that BMP4 may have a proliferat-

ing effect on skeletal progenitors in the

upper jaw. Indeed, we find that cell prolif-

eration, as assessed by bromodeoxyuridine

(BrdU) labeling, is highest in a zone of the

upper beak process where Bmp4 is ex-

pressed (Fig. 3, J to L; marked with arrow

in J, asterisks in L and O). Moreover, this

zone of high cell proliferation expands and

shows a higher level of proliferation after

RCAS::Bmp4 misexpression (Fig. 3, M to

O). A similar phenotype was observed in a

study reported in an accompanying paper,

where Bmp4 was misexpressed as part of a

study comparing its role in the development

of the beak in ducks and chickens (20 ). In

contrast, mesenchymal injection of the

RCAS::Noggin virus, which antagonizes

BMP2/4/7 signaling, led to a dramatic de-

crease in the size of the upper beak and to

much smaller skeletal elements inside the

upper beak (n ! 7 out of 9; P # 0.002)

(Fig. 3, C, F, and I).

We have identified variation in the level

and timing of Bmp4 expression that corre-

lates with variation in beak morphology in

Darwin’s finch species. We are tempted to

speculate that differences in the cis-regula-

tory elements of Bmp4 may underlie the

distinct expression patterns, although alter-

natively they could be explained by differ-

ences in the timing or amounts of upstream

inductive factors or differences in the trans-

duction of such signals. Two such potential

upstream signals are Sonic hedgehog (Shh)

and Fibroblast growth factor 8 (Fgf8 ),

which are expressed in the beak epithelium.

Beak outgrowth occurs at the location

where their expression domains meet, and

Fig. 1. (A) Previous
studies suggest that G.
difficilis is the most
basal species of the ge-
nus Geospiza, and the
rest of the species form
two groups: ground and
cactus finches, with
distinct beak morphol-
ogies. (B) At stage (st.)
26, Bmp4 is strongly
expressed in a broad
distal-dorsal domain in
the mesenchyme of
the upper beak promi-
nence of G. magniros-
tris and at significantly
lower levels in G. fortis
and G. conirostris. No
Bmp4 was detected in
the mesenchyme of G.
difficilis, G. fuliginosa,
and G. scandens. (C) At
stage 29, Bmp4 contin-
ues to be expressed at
high levels in the distal
beak mesenchyme of
G. magnirostris. Broad
domains of Bmp4 ex-
pression are detect-
able around prenasal
cartilages of G. fuligi-
nosa and G. fortis. A
small domain of
strong Bmp4 expres-
sion is also found in
the most distal mes-
enchyme of G. co-
nirostris, and weaker
expression is seen in
G. scandens and G.
fortis (red arrows).
Scale bars: 1 mm in (B)
and 2 mm in (C).
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• Conclusions

— Cell growth is controlled intrinsically
— What are the mechanisms of organ specific tissue size sensing/measurement?

• Organ-size dependent negative feedback on cell growth/proliferation (chalone)
• « Size-meter »: scaling of chalone concentration and tissue size 

             distance between activator and feedback inhibitor
             mechanical signal that scales with size

     patterning cue: morphogen gradient

• Organ-size dependent growth inducer: Morphogen and growth arrest:
             Spatial model: gradient scaling and gradient slope.
             Temporal model: gradient scaling and rate of signal increase

 

arres

time

mass/size

target size

— What is measured? Intrinsic « ruler » of growth: « size-meter »,  scaling. 

• Importance of considering robustness of mechanisms: e.g. integral feedback

57

• Energy delivery/demand unbalance. 



Programmed vs Self-organised regulation of Growth 

• hierarchical
• modular
• deterministic rules (ie. genetically encoded)

Thomas LECUIT   2018-2019

• no hierarchy
• feedbacks
• statistical rules
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