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Very impressive progress
Transistor history : 

1947 discovery   1 transistor 

1971 Intel 4004   2 300 transistors  

1993 Intel Pentium   3,1 millions transistors  

2001 Intel Pentium 4  42 millions transistors  

2007 Intel Dual-Core   1,7 billion transistors  
Titanium 2

2014: ~ 2.5 1020 transistors fabricated  
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Perovskite - CaTiO3 
Perovskite structure - a very common structure on Earth
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Polarity discontinuities at the interfaces between different crys-
talline materials (heterointerfaces) can lead to nontrivial local
atomic and electronic structure, owing to the presence of dan-
gling bonds and incomplete atomic coordinations1–3. These dis-
continuities often arise in naturally layered oxide structures,
such as the superconducting copper oxides and ferroelectric
titanates, as well as in artificial thin film oxide heterostructures
such as manganite tunnel junctions4–6. If polarity discontinuities
can be atomically controlled, unusual charge states that are
inaccessible in bulk materials could be realized. Here we have
examined a model interface between two insulating perovskite
oxides—LaAlO3 and SrTiO3—in which we control the termin-
ation layer at the interface on an atomic scale. In the simple ionic

limit, this interface presents an extra half electron or hole per
two-dimensional unit cell, depending on the structure of the
interface. The hole-doped interface is found to be insulating,
whereas the electron-doped interface is conducting, with ex-
tremely high carrier mobility exceeding 10,000 cm2V21 s21. At
low temperature, dramatic magnetoresistance oscillations peri-
odic with the inverse magnetic field are observed, indicating
quantum transport. These results present a broad opportunity to
tailor low-dimensional charge states by atomically engineered
oxide heteroepitaxy.
An early discussion of polarity or valence discontinuities arose in

the consideration of the growth of GaAs on (001)-oriented Ge1,2.
Both semiconductors have the same crystal structure and nearly
exact lattice match, thus representing promising materials to
combine direct and indirect bandgap semiconductor functions.
Just at the interface, however, there are incomplete bonds at the
termination of the group IV Ge layer and the commencement of
III–V alternations of GaAs. There have been recent attempts to
design interfaces on the atomic scale to compensate for these
dangling bonds7. Layered oxide crystal structures can be viewed as
an intimate sequence of valence discontinuities, often involving
charge-transfer over a few atomic positions. The myriad of stacking
sequences such as the perovskite-derived Ruddlesden–Popper
phases, constructed as Anþ1BnO3nþ1, for 0 # n # 1, involve
accommodating this charge transfer while maintaining global
charge neutrality8,9. Recently, lamellar contacts between members

Figure 1 Growth and schematic models of the two possible interfaces between LaAlO3
and SrTiO3 in the (001) orientation. a, RHEED intensity oscillations of the specular

reflected beam for the growth of LaAlO3 directly on the TiO2 terminated SrTiO3 (001)

surface. b, Schematic of the resulting (LaO)þ/(TiO2)
0 interface, showing the composition

of each layer and the ionic charge state of each layer. c, RHEED oscillations for the growth
of LaAlO3, after a monolayer of SrO was deposited on the TiO2 surface. d, Schematic of
the resulting (AlO2)

2/(SrO)0 interface.
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estimate of the POS component of the magnetic
field. Assuming a typical electron density of
108 cm−3, our measured phase speeds between
1.5 and 5 Mm s–1 correspond to projected mag-
netic field strengths between 8 and 26G.We note
that circular polarization measurements of coro-
nal emission lines can provide an estimate of the
LOS component of the magnetic field. Notably,
seismology and polarimetry provide complemen-
tary projections of the coronal magnetic field,
which can be combined to provide an estimate of
both the strength and the inclination of the mag-
netic field. In future work, it will be possible to
estimate the plasma density with CoMP obser-
vations through the intensity ratio of the FeXIII
lines at 1074.7 and 1079.8 nm (31).

We have analyzed observations from the
CoMP instrument that show an overwhelming
flux of upward-propagating low-frequencywaves
throughout the solar corona. These waves prop-
agate at speeds typical of Alfvén waves, and their
direction of propagation mirrors the measured
magnetic field direction. The waves we resolved
do not have enough energy to heat the solar
corona. We conclude that these ubiquitous waves
are indeed Alfvénic and offer the real possibility
of probing the plasma environment of the solar

corona with a high degree of accuracy through
coronal seismology.
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Superconducting Interfaces Between
Insulating Oxides
N. Reyren,1 S. Thiel,2 A. D. Caviglia,1 L. Fitting Kourkoutis,3 G. Hammerl,2 C. Richter,2
C. W. Schneider,2 T. Kopp,2 A.-S. Rüetschi,1 D. Jaccard,1 M. Gabay,4 D. A. Muller,3
J.-M. Triscone,1 J. Mannhart2*
At interfaces between complex oxides, electronic systems with unusual electronic properties can
be generated. We report on superconductivity in the electron gas formed at the interface between
two insulating dielectric perovskite oxides, LaAlO3 and SrTiO3. The behavior of the electron gas
is that of a two-dimensional superconductor, confined to a thin sheet at the interface. The
superconducting transition temperature of ≅ 200 millikelvin provides a strict upper limit to the
thickness of the superconducting layer of ≅ 10 nanometers.

Inpioneering work, it was demonstrated that a
highlymobile electron system can be induced
at the interface between LaAlO3 and SrTiO3

(1). The discovery of this electron gas at the
interface between two insulators has generated an
impressive amount of experimental and theoret-
ical work (2–8), in part because the complex
ionic structure and particular interactions found at
such an interface are expected to promote novel

electronic phases that are not always stable as
bulk phases (9–11). This result also generated an
intense debate on the origin of the conducting
layer, which could either be “extrinsic” and due
to oxygen vacancies in the SrTiO3 crystal or
“intrinsic” and related to the polar nature of the
LaAlO3 structure. In the polar scenario, a
potential develops as the LaAlO3 layer thickness
increases that may lead to an “electronic re-
construction” above some critical thickness (5).
Another key issue concerns the ground state of
such a system; at low temperatures, a charge-
ordered interface with ferromagnetic spin align-
ment was predicted (4). Experimental evidence
in favor of a ferromagnetic ground state was
recently found (6). Yet, rather than ordering
magnetically, the electron system may also
condense into a superconducting state. It was
proposed that in field effect transistor config-

urations, a superconducting, two-dimensional
(2D) electron gas might be generated at the
SrTiO3 surface (12). It was also pointed out that
the polarization of the SrTiO3 layers may cause
the electrons on SrTiO3 surfaces to pair and form
at high temperatures a superconducting con-
densate (13, 14). In this report, we explore the
ground state of the LaAlO3/SrTiO3 interface and
clarify whether it orders when the temperature
approaches absolute zero. Our experiments pro-
vide evidence that the investigated electron gases
condense into a superconducting phase. The
characteristics of the transition are consistent
with those of a 2D electron system undergoing a
Berezinskii-Kosterlitz-Thouless (BKT) transi-
tion (15–17). In the oxygen vacancy scenario
the observation of superconductivity provides a
strict upper limit to the thickness of the super-
conducting sheet at the LaAlO3/SrTiO3 interface.

The samples were prepared by depositing
LaAlO3 layers with thicknesses of 2, 8, and 15
unit cells (uc) on TiO2-terminated (001) surfaces
of SrTiO3 single crystals (5, 18). The films were
grown by pulsed laser deposition at 770°C and
6 × 10−5 mbar O2, then cooled to room temper-
ature in 400 mbar of O2, with a 1-hour oxidation
step at 600°C. The fact that only heterostructures
with a LaAlO3 thickness greater than three uc
conduct (5) was used to pattern the samples
(19). Without exposing the LaAlO3/SrTiO3 in-
terface to the environment, bridges with widths
of 100 mm and lengths of 300 mm and 700 mm
were structured for four-point measurements,
as well as two-uc-thick LaAlO3 layers for ref-
erence (18).
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and Engineering Physics, Cornell University, Ithaca, NY 14853,
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Figure 1| Comparison of SQUID images on LAO/STO and δδδδ-doped STO samples.  

a, LAO/STO magnetometry image mapping the ferromagnetic order.  Inset, scale image of the 

SQUID pick-up loop used to sense magnetic flux. b, LAO/STO susceptometry image mapping 

the superfluid density at 40 mK. Inset, scale image of the SQUID pick-up loop and field coil. c, 

The temperature dependence of the susceptibility taken at the two positions indicated in b.  d, δ-

doped STO magnetometry image showing no ferromagnetic order. e, δ-doped STO 

susceptometry image mapping the superfluid density at 82 mK. f, The temperature dependence 

of the susceptibility taken at the two positions indicated in e.  The arrow on each scan shows the 

scan fast axis and the SQUID orientation.  

H φ

(a) (b)

LaAlO3

Sample 1   5 u.c. LaAlO3 on SrTiO3

SrTiO3

Ag back gate

Nb ohmic contact

Sample 2   0 u.c. LaAlO3 on SrTiO3

SrTiO3

Ag back gate
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m

FIG. 1: (color online) Control experiments of torque signals of oxide interface systems. (Panel a)

The schematics of an interface sample (Sample 1) and of a 0 u.c. background sample (Sample 2).The

growth conditions are the same for these two groups of samples. (Panel b) The field dependence

of the torque curves of various test samples (cantilever only, bare STO substrate, and the 0 u.c.

sample) and the interface 5 u.c. LAO/STO sample, taken at T = 300 mK and tilt angle φ ∼ 15◦.

The inset shows a schematic of the cantilever setup. (Panel c) In Sample 1, a field dependence of

the torque curve is linear and symmetric below 0.5 T. (Panel d) In Sample 1, the magnetic moment

m jumps to a finite value within mT next to zero field.
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Figure 1 Sheet resistance of n-type SrTiO3–LaAlO3 interfaces. a, Temperature dependence of the sheet resistance, RS, for n-type SrTiO3–LaAlO3 conducting
interfaces, grown at various partial oxygen pressures. b, Temperature dependence of the sheet resistance, RS, for two conducting interfaces, grown respectively at a partial
oxygen pressure of 2.5×10−3 mbar (open squares) and 1.0×10−3 mbar (filled circles). The low-temperature logarithmic dependencies are indicated by dashed lines.
Inset: Four-point differential resistance dV/dI as a function of applied voltage, at a constant temperature of 2.0 K (1), 10.0 K (2), 50.0 K (3) and 180.0 K (4). c, Schematic
representation of the electron transfer from the LaO layer into the TiO2 layer. The electrons either form localized 3d magnetic moments on the Ti site or conduction electrons
that can scatter off the Kondo cloud surrounding the localized moments.

maintaining a two-dimensional growth mode), from which the
presence of a conducting interface is evident. The temperature
dependencies of the corresponding Hall coefficients, −1/eRH,
are shown and described as Supplementary Information. Several
groups have found that oxygen vacancies give rise to conduction
in oxide interfaces when the oxide layers are deposited at low
oxygen pressure21,22, which also becomes clear from the dependence
of RS on the deposition conditions. From here on we will focus
on the transport properties of the samples deposited at 1.0 and
2.5 × 10−3 mbar in which the influence of oxygen vacancies is the
lowest (see the Supplementary Information).

To investigate the magnetic properties of the interface,
the magnetic-field dependence of RS is measured. Figure 2a
shows the measured RS as a function of magnetic field at
different temperatures. We define the magnetoresistance as
the change in resistance relative to the zero-field resistance,
[RS(H)− RS(0)]/RS(0). A large negative magnetoresistance effect
is observed in both samples of the order of 30% over a magnetic-
field range of 30 T.

The magnetoresistance of the conducting interface is
independent of the orientation of the magnetic field relative to the
interface, which shows that the large magnetoresistance is related to
spin physics and not to orbital effects (such as weak localization).
Therefore, we assume that the observed behaviour must be ascribed
to spin scattering of conduction electrons off localized magnetic
moments at the interface, as we will substantiate below.

Most theoretical treatments of spin scattering in metals are
elaborations of the s–d model, the non-degenerate Anderson model
or the Kondo model, all of which describe the interaction between

itinerant charge carriers and localized magnetic moments23. The
scattering cross-section of conduction electrons off localized
magnetic moments depends on the relative spin orientation.
Under an applied magnetic field, spin-flip scattering off localized
moments is suppressed at the Fermi level, because of the finite
Zeeman splitting between the spin-up and spin-down levels of the
localized magnetic moments. The Zeeman splitting thus turns the
spin scattering into an inelastic process, requiring energy exchange
with the environment. The large negative magnetoresistance (up
to 70%) observed in (Sr,La)TiO3 alloyed with 20% of Cr has
been explained by an enhanced coherent motion of the conduction
electrons owing to ferromagnetically aligned spins17.

In the case of the n-type interface, the temperature
dependence of the sheet resistance helps to further understand
the nature of the scattering. The temperature dependence of
the sheet resistance is found to be logarithmic over one decade
(∼5–50 K, see Fig. 1b). The sheet resistance can be described by
RS = a ln(T/Teff) + bT2 + cT 5, where Teff ∼ 70 K is an effective
crossover temperature scale, and where the T 2 and T 5 terms are
suggestive of electron–electron and electron–phonon scattering,
relevant at higher temperatures. Saturation of the logarithmic term
is observed below ∼5 K. In addition, we observe a voltage-induced
resistance suppression at low temperatures, as shown in the inset of
Fig. 1b, in which a four-point differential resistance measurement
is shown at the temperatures indicated in Fig. 1b.

An explanation, although still suggestive at the moment,
for the observed logarithmic temperature dependence of the
sheet resistance is the Kondo effect4, which describes the
interplay between localized magnetic moments and mobile charge
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RECEPTOR VISIONS. Just when some crystallogra-
phers were fretting that the task was impossible, researchers
nabbed a close-up of adrenaline’s target, the b

2
-adrenergic

receptor. Its structure has long been on the to-do list, but the
feat also got pulses racing because of the molecule’s family connec-
tions. The receptor is one of roughly 1000 membrane-spanning mole-
cules called G protein–coupled receptors (GPCRs). By detecting light,
odors, and tastes, the receptors clue us in to our surroundings. GPCRs
also help manage our internal conditions by relaying messages from

hormones, the neurotransmitter serotonin,
and myriad other molecules. From

antihistamines to beta blockers, the
pharmacopoeia brims with medi-

cines aimed at GPCRs—all of which
researchers discovered without the
benefit of high-resolution structures.
A clear picture of, say, a receptor’s
binding site might spur development
of more potent, safer drugs. But
scientists had cracked only one
“easy” GPCR structure, for the
visual pigment rhodopsin.

Getting a look at the b
2
-adrenergic

receptor took the leaders of two overlapping crystallographic teams
almost 2 decades. The effort paid off this fall with four papers published
in the journals Science, Nature, and Nature Methods. The lab ingenuity
that other experts call a technical tour de force shows in the way the teams
restrained the molecule’s flexible third loop. They either replaced it with
the stolid enzyme lysozyme or tacked it down with an antibody.

But this snapshot of the receptor is just the beginning. Before
researchers can design compounds to jam the molecule, they need to pic-
ture it in its different “on” states. And the other GPCRs awaiting analysis
mean that for crystallographers, it’s two down and 1000 to go.

BEYOND SILICON? Sixty years ago, semiconduc-
tors were a scientific curiosity. Then researchers tried putting
one type of semiconductor up against another, and suddenly

we had diodes, transistors, microprocessors, and the whole electronic
age. Startling results this year may herald a similar burst of discoveries at
the interfaces of a different class of materials: transition metal oxides.

Transition metal oxides first made headlines in 1986 with the Nobel
Prize–winning discovery of high-temperature superconductors. Since
then, solid-state physicists keep finding unexpected properties in these
materials—including colossal magnetoresistance, in which small
changes in applied magnetic fields cause huge changes in electrical
resistance. But the fun should really start when one oxide rubs shoulders
with another.

If different oxide crystals are grown in layers with sharp interfaces,
the effect of one crystal struc-
ture on another can shift the
positions of atoms at the inter-
face, alter the population of
electrons, and even change how

electrons’ charges are distributed around an atom. Teams have grown
together two insulating oxides to produce an interface that conducts
like a metal or, in another example, a superconductor. Other combina-
tions have shown magnetic properties more familiar in metals, as well
as the quantum Hall effect, in which conductance becomes quantized
into discrete values in a magnetic field. Researchers are optimistic that
they may be able to make combinations of oxides that outperform
semiconductor structures. 

With almost limitless variation in these complex oxides, properties
not yet dreamed of may be found where they meet.

ELECTRONS TAKE A NEW SPIN. Chalk one
up for the theorists. Theoretical physicists in California
recently predicted that semiconductor sandwiches with thin

layers of mercury telluride (HgTe) in the middle should exhibit an
unusual behavior of their electrons called the quantum spin Hall effect
(QSHE). This year, they teamed up with experimental physicists in
Germany and found just what they were looking for.

Breakthrough of the Year

5

6

4
GLOBAL
WARMING,
HOTTER THAN
EVER
Climate change, a perennial 
runner-up for Breakthrough of the
Year, broke from the pack this
year—both in the pages of this
section and in the public arena.

In 2007, the debate about the
reality of global warming ended, at
least in the political and public
realms in the United States. After 6
years of silence, the United
Nations’ Intergovernmental Panel
on Climate Change (IPCC) drew
heavy and wholly positive media
coverage for a series of wide-rang-
ing reports. The world is warming,
IPCC declared; human activity is
behind most of it, and if it keeps up
we’ll pay a price. But the panel also
said that much of the climate pain
might be avoided if the world
agrees to begin sharing the eco-
nomic pain. Impressed with that
performance, the Nobel committee
anointed IPCC, as well as climate
campaigner Al Gore, with its Peace
Prize.

Other reminders also drove
home the gravity of the climate
change situation. Scientists now
worry that the record melt-back of
sea ice during the summer might
indicate that feedbacks are ampli-

fying the effects of global warm-
ing. A steady stream of media
reports this year noted record melt-
ing of Greenland ice, record-high
temperatures in the United States,
and surging Antarctic glaciers. And
the energy crisis deepened as oil
prices increased to $100 a barrel,
boosting anxieties about the future
of fossil fuels.

Politicians weren’t idle,
although U.S. climate policymak-
ers still have little to show for their
concern. Since gaining control of
Congress in January, Democrats
have transformed the debate from
“if to when for mandatory limits on
U.S. emissions,” says Paul Bledsoe
of the National Commission on
Energy Policy in Washington, D.C.
But hundreds of hearings and
reams of legislative proposals have
not translated into legislation.

The status of the most promi-
nent Senate proposal, offered by
senators Joseph Lieberman (I–CT)
and John Warner (R–VA), illustrates
the pitfalls that lie ahead for
Democrats. Introduced in October
after months of negotiations with
corporate lobbyists and environ-
mental groups, the bill would cut
U.S. emissions by roughly 15% of
2005 levels by 2020 with innova-
tive proposals for emissions credits
to spur new technologies. But the
debate at a 5 December markup
exposed some of the hurdles that
the legislation will face in what
experts expect will be a multiyear
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Gotcha! Researchers have worked
out the architecture of the adrena-
line receptor.

Tunable sandwich. In lanthanum
aluminate sandwiched between 
layers of strontium titanate, a thick
middle layer (right) produces 
conduction at the lower interface; 
a thin one does not. 
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Breakthrough of the Year

REPROGRAMMING CELLS. The riddle of Dolly

the Sheep has puzzled biologists for more than a decade:

What is it about the oocyte that rejuvenates the nucleus of a

differentiated cell, prompting the genome to return to the embryonic state

and form a new individual? This

year, scientists came closer to solv-

ing that riddle. In a series of papers,

researchers showed that by adding

just a handful of genes to skin cells,

they could reprogram those cells to

look and act like embryonic stem

(ES) cells. ES cells are famous for

their potential to become any kind

of cell in the body. But because

researchers derive them from early

embryos, they are also infamous for

the political and ethical debates that

they have sparked. 

The new work is both a scien-

tific and a political breakthrough,

shedding light on the molecular basis of reprogramming and, perhaps,

promising a way out of the political storm that has surrounded the

stem cell field. 

The work grows out of a breakthrough a decade ago. In 1997,

Dolly, the first mammal cloned from an adult cell, demonstrated that

unknown factors in the oocyte can turn back the developmental

clock in a differentiated cell, allowing the genome to go back to its

embryonic state. 

Various experiments have shown how readily this talent is

evoked. A few years ago, researchers discovered that fusing ES cells

with differentiated cells could also reprogram the nucleus, produc-

ing ES-like cells but with twice the normal number of chromosomes.

Recently, they also showed that a fertilized mouse egg, or zygote,

with its nucleus removed could also reprogram a somatic cell. 

Meanwhile, the identity of the reprogramming factors continued to

puzzle and tantalize biologists. In 2006, Japanese researchers announced

that they were close to at least part of

the answer. By adding just four

genes to mouse tail cells, they pro-

duced what they call induced

pluripotent stem (iPS) cells: cells

that looked and acted like ES cells.

This year, in two announcements

that electrified the stem cell field,

scientists closed the deal. In a series

of papers in June, the same Japanese

group, along with two American

groups, showed that the iPS cells

made from mouse skin could, like

ES cells, contribute to chimeric

embryos and produce all the body’s

cells, including eggs and sperm. The

work convinced most observers that iPS cells were indeed equivalent to

ES cells, at least in mice. 

Then in November came a triumph no one had expected this soon: Not

one, but two teams repeated the feat in human cells. The Japanese team

showed that their mouse recipe could work in human cells, and an Amer-

ican team found that a slightly different recipe would do the job as well. 

The advance seems set to transform both the science and the poli-

tics of stem cell research. Scientists say the work demonstrates that the

riddle of Dolly may be simpler than they had dared to hope: Just four

genes can make all the difference. Now they can get down to the busi-

ness of understanding how to guide the development of these high-

potential cells in the laboratory. In December, scientists reported that

2

World-weary? Hardly. Four
spacecraft returned torrents of
data from around the solar sys-
tem. The Venus Express orbiter

probed the vicious
atmosphere of
Earth’s near-twin. 
On its way to Pluto,
New Horizons

snapped pictures of
Jupiter. The Mars Recon-

naissance Orbiter revealed
unforeseen hazards for future lan-
ders. And Europe’s Earth-orbiting
COROT discovered its first planet
orbiting another star, showing
that COROT can detect exoplanets
as small as Earth.

Skulls and

bones. In 2007,
paleoanthro-
pologists
unveiled the long-awaited post-
cranial bones of a 1.7-million-
year-old Homo erectus from
Dmanisi, Georgia, bits of a puta-
tive gorilla ancestor, and new
early Homo specimens from
Africa. But the world still waits for
publication of the skeleton of the
enigmatic Ardipithecus ramidus, a
4.4-million-year-old Ethiopian
hominid that may shed light on
the murky roots of the human
family tree.

Loads of new 

primate genes.

The published
genome sequence
of the rhesus macaque did help
clarify genetic changes that led to
humans, but the analyses of the
genomes of the gorilla, orangutan,
marmoset, gibbon, galago, tree
shrew, and mouse lemur have yet
to appear. Eventually, though,
these sequence maps will bring a
host of evolutionary insights.

A climate of change? High-
profile reports, an agenda-setting
meeting in Bali, Indonesia, and a

The Runners-Up >>

HOW’D WE DO?
Rating the predictions 

we made last year in

“Areas to Watch”

New program. 

With the addition 

of four genes, 

human skin cells 

are prompted to 

act like embryonic 

stem cells. 
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RECEPTOR VISIONS. Just when some crystallogra-
phers were fretting that the task was impossible, researchers
nabbed a close-up of adrenaline’s target, the b

2
-adrenergic

receptor. Its structure has long been on the to-do list, but the
feat also got pulses racing because of the molecule’s family connec-
tions. The receptor is one of roughly 1000 membrane-spanning mole-
cules called G protein–coupled receptors (GPCRs). By detecting light,
odors, and tastes, the receptors clue us in to our surroundings. GPCRs
also help manage our internal conditions by relaying messages from

hormones, the neurotransmitter serotonin,
and myriad other molecules. From

antihistamines to beta blockers, the
pharmacopoeia brims with medi-

cines aimed at GPCRs—all of which
researchers discovered without the
benefit of high-resolution structures.
A clear picture of, say, a receptor’s
binding site might spur development
of more potent, safer drugs. But
scientists had cracked only one
“easy” GPCR structure, for the
visual pigment rhodopsin.

Getting a look at the b
2
-adrenergic

receptor took the leaders of two overlapping crystallographic teams
almost 2 decades. The effort paid off this fall with four papers published
in the journals Science, Nature, and Nature Methods. The lab ingenuity
that other experts call a technical tour de force shows in the way the teams
restrained the molecule’s flexible third loop. They either replaced it with
the stolid enzyme lysozyme or tacked it down with an antibody.

But this snapshot of the receptor is just the beginning. Before
researchers can design compounds to jam the molecule, they need to pic-
ture it in its different “on” states. And the other GPCRs awaiting analysis
mean that for crystallographers, it’s two down and 1000 to go.

BEYOND SILICON? Sixty years ago, semiconduc-
tors were a scientific curiosity. Then researchers tried putting
one type of semiconductor up against another, and suddenly

we had diodes, transistors, microprocessors, and the whole electronic
age. Startling results this year may herald a similar burst of discoveries at
the interfaces of a different class of materials: transition metal oxides.

Transition metal oxides first made headlines in 1986 with the Nobel
Prize–winning discovery of high-temperature superconductors. Since
then, solid-state physicists keep finding unexpected properties in these
materials—including colossal magnetoresistance, in which small
changes in applied magnetic fields cause huge changes in electrical
resistance. But the fun should really start when one oxide rubs shoulders
with another.

If different oxide crystals are grown in layers with sharp interfaces,
the effect of one crystal struc-
ture on another can shift the
positions of atoms at the inter-
face, alter the population of
electrons, and even change how

electrons’ charges are distributed around an atom. Teams have grown
together two insulating oxides to produce an interface that conducts
like a metal or, in another example, a superconductor. Other combina-
tions have shown magnetic properties more familiar in metals, as well
as the quantum Hall effect, in which conductance becomes quantized
into discrete values in a magnetic field. Researchers are optimistic that
they may be able to make combinations of oxides that outperform
semiconductor structures. 

With almost limitless variation in these complex oxides, properties
not yet dreamed of may be found where they meet.

ELECTRONS TAKE A NEW SPIN. Chalk one
up for the theorists. Theoretical physicists in California
recently predicted that semiconductor sandwiches with thin

layers of mercury telluride (HgTe) in the middle should exhibit an
unusual behavior of their electrons called the quantum spin Hall effect
(QSHE). This year, they teamed up with experimental physicists in
Germany and found just what they were looking for.

Breakthrough of the Year

5

6

4
GLOBAL
WARMING,
HOTTER THAN
EVER
Climate change, a perennial 
runner-up for Breakthrough of the
Year, broke from the pack this
year—both in the pages of this
section and in the public arena.

In 2007, the debate about the
reality of global warming ended, at
least in the political and public
realms in the United States. After 6
years of silence, the United
Nations’ Intergovernmental Panel
on Climate Change (IPCC) drew
heavy and wholly positive media
coverage for a series of wide-rang-
ing reports. The world is warming,
IPCC declared; human activity is
behind most of it, and if it keeps up
we’ll pay a price. But the panel also
said that much of the climate pain
might be avoided if the world
agrees to begin sharing the eco-
nomic pain. Impressed with that
performance, the Nobel committee
anointed IPCC, as well as climate
campaigner Al Gore, with its Peace
Prize.

Other reminders also drove
home the gravity of the climate
change situation. Scientists now
worry that the record melt-back of
sea ice during the summer might
indicate that feedbacks are ampli-

fying the effects of global warm-
ing. A steady stream of media
reports this year noted record melt-
ing of Greenland ice, record-high
temperatures in the United States,
and surging Antarctic glaciers. And
the energy crisis deepened as oil
prices increased to $100 a barrel,
boosting anxieties about the future
of fossil fuels.

Politicians weren’t idle,
although U.S. climate policymak-
ers still have little to show for their
concern. Since gaining control of
Congress in January, Democrats
have transformed the debate from
“if to when for mandatory limits on
U.S. emissions,” says Paul Bledsoe
of the National Commission on
Energy Policy in Washington, D.C.
But hundreds of hearings and
reams of legislative proposals have
not translated into legislation.

The status of the most promi-
nent Senate proposal, offered by
senators Joseph Lieberman (I–CT)
and John Warner (R–VA), illustrates
the pitfalls that lie ahead for
Democrats. Introduced in October
after months of negotiations with
corporate lobbyists and environ-
mental groups, the bill would cut
U.S. emissions by roughly 15% of
2005 levels by 2020 with innova-
tive proposals for emissions credits
to spur new technologies. But the
debate at a 5 December markup
exposed some of the hurdles that
the legislation will face in what
experts expect will be a multiyear
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Gotcha! Researchers have worked
out the architecture of the adrena-
line receptor.

Tunable sandwich. In lanthanum
aluminate sandwiched between 
layers of strontium titanate, a thick
middle layer (right) produces 
conduction at the lower interface; 
a thin one does not. 
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Outline
Why oxide heterostructures / interfaces? 

The LaAlO3/SrTiO3 system 

Origin of the conductivity 

FE control of the electronic properties 

Electronic structure 

Superconductivity 

Exciting developments 
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P. Zubko et al., Ann. Rev. Cond. Matter Phys. 2, 141 (2011) 

Perovskite 
Structure

Oxides display a variety electronic  properties



Complex phase diagrams
Manganites

Cuprates

Y. Tokura, Rep. Prog. Phys. 69, 797 (2006)

P. Phillips, Nature Phys. 6, 931 (2010)



Like Lego bricks

SrTiO3 paraelectric at all 
temperatures 
(a=b=c=3.905Å)

PbTiO3  ferroelectric T<TC  
Tetragonal and ferroelectric 
(a=b=3.904Å, c=4.152Å)
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Al  
Sr  
Ti  
O

It is possible today to assemble these perovskite 
materials with atomic layer control in heterotructures 

Atomic construction

Dave Muller, Cornell



Oxide heterostructures
Epitaxial Growth of Functional Compounds

D.G. Schlom et al. (2001)A.K. Gutakovskii et al. (1995)



Oxide interface physics
Tsukazaki et al. Science 315, 1388 (2007) 

Ohtomo and Hwang Nature 427, 423 (2004)

Haeni et al. Nature 430, 758 (2004)

Tokura and Nagaosa 
Science 288, 462 (2000) DyScO3/SrTiO3
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452, 732 (2008)

Caviglia et al. PRL 104, 126803 (2010)
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Interface physics in complex oxide heterostructures
P. Zubko et al., Annual Review of Condensed Matter Physics 2, 141 (2011)
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The LaAlO3/SrTiO3 system



LaAlO3 epitaxial growth by PLD

Layer-by-layer growth 
T = 720, 800, 890°C 
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Fluence = 0.6 J/cm2 

Frequency = 1Hz 
Post annealing @ 200 mbar O2
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Why is the Interface Conducting?



The polar catastrophe scenario
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The polar catastrophe scenario
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Chemical Doping

J. Mannhart, D.G. Schlom, Nature N&V 430, 620 (2004)
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               La/Sr intermixing 

    P.R. Willmott et al. PRL 99, 155502 (2007) 
 A.S. Kalabukhov et al. PRL 103, 146101 (2009)
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Figure 6 Chemical profiles of LaAlO3 on (001) SrTiO3 for both interface terminations. In each panel, the SrTiO3 substrate is on the left and the LaAlO3 on the right.
a, AlO2/LaO/TiO2 interface showing the fractions of elemental Ti and La from the Ti-L and La-M edges, as well as the Ti3+ fraction determined from a least-squares fit to the
Ti-L edge from Ti3+ and Ti4+ reference spectra. There is excess Ti3+ on the substrate side of the interface. b, Corresponding Ti and La EELS profiles for the AlO2/SrO/TiO2

interface, showing almost no excess Ti3+. c, Fractional compositions from the least-squares fit to the O-K edge profile for the AlO2/LaO/TiO2 terminated interface, showing a
net vacancy excess of δ = 0.1±0.04. The labels are for the fits to the reference spectra as shown at the bottom of Fig. 5b. d, The O-K edge fractional composition (from
Fig. 5b) for the AlO2/SrO/TiO2 interface showing a significant accumulation of excess vacancies (δ = 0.32±0.06). The r.m.s. residual to the fits is shown below each plot.

point is that the interface with many oxygen vacancies has no excess
electrons, whereas the interface with few oxygen vacancies has
significant excess electrons. This is counter to the well-known role
of oxygen vacancies in bulk oxides as electron donors, indicating
that the origin and the function of the interface vacancies are
completely different at the interface. This is bolstered by the fact
that vacancies persist despite annealing in conditions far above
those necessary to fill vacancies in thick SrTiO3−δ films.

In comparing the valence profiles obtained from EELS with
the simple model of half an electron per hole at the interface
discussed in Fig. 1, the experimental data deviates from the model
in two key respects. First, the electron are not fixed point charges,
but delocalized in a screening cloud. This alters the size of the
interface dipole but does not cause a divergence. Second, even
though the net charge at the n-type interface is ∼0.5 (0.7±0.1 e−,
0.2±0.08 e+) there are more electrons than expected, which in turn
are compensated for by slight oxygen vacancies, again altering the
interface dipole.

In addition to the electrical asymmetry, why is there also an
asymmetry in roughness? What we have ignored in this analysis
so far is the delocalized electron cloud on the Ti sites at the
AlO2/LaO/TiO2 interface. Spreading the electrons from a single
plane to a few unit cells increases the interface dipole energy.
This dipole can be reduced by exchanging Sr for La cations across

the interface to produce a compensating dipole, that is, physically
roughening the interface. (In general, an exchange of ions can only
produce a dipole, but not add or remove a diverging potential.)
Without a delocalized screening electron or hole charge at the
AlO2/SrO/TiO2 interface, there is less need to compensate for
cation-mixing across the interface. Furthermore, distribution of the
oxygen vacancies can provide any necessary compensating dipole.
Both the EELS profiles of Fig. 6 and the images of Fig. 2 show
that the n-type AlO2/LaO/TiO2 interface is indeed rougher than the
AlO2/SrO/TiO2 interface.

The presence of a small number of oxygen vacancies
(δ = 0.1±0.04) at the n-type interface (which should ideally have
δ = 0) suggests a mechanism to reduce the band offset while still
avoiding a divergence. Adding extra vacancies and compensating
electrons to keep the same net charge introduces an interface dipole
that will shift the band offset. Consider the case where δ = 0.125
and we place the missing one-in-eight O atoms in the SrO plane,
that is, the interface structure is SrO0.875/Ti3.25+O2/LaO/AlO2. This
gives 0.75 excess e−/u.c. at the interface, but introduces no band
offset (Fig. 7). In other words, the band offset can be tuned as
a function of oxygen vacancy concentration, but with a price of
adding electrons to the Ti conduction band at the interface.

A similar argument can be made for the p-type interface. The
simplest interface of Fig. 1d would ideally have δ = 0.25 and
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A central goal of modern materials physics and

nanoscience is the control of materials and their interfaces

to atomic dimensions. For interfaces between polar

and nonpolar layers, this goal is thwarted by a polar

catastrophe that forces an interfacial reconstruction. In

traditional semiconductors, this reconstruction is achieved

by an atomic disordering and stoichiometry change at

the interface, but a new option is available in multivalent

oxides: if the electrons can move, the atoms do not have

to. Using atomic-scale electron energy loss spectroscopy,

we have examined the microscopic distribution of charge

and ions across the (001) LaAlO3/SrTiO3 interface. We

find that there is a fundamental asymmetry between

the ionically compensated AlO2/SrO/TiO2 interface, and

the electronically compensated AlO2/LaO/TiO2 interface,

both in interfacial sharpness and charge density. This

suggests a general strategy to design sharp interfaces,

remove interfacial screening charges, control the band

offset and, hence, markedly improve the performance of

oxide devices.

Oxide thin films have already found a variety of industrial
applications ranging from mainstream electronics to niche
markets such as high-frequency filters. The wide variety

of ground states available to the oxide family offers the
potential for richer functionality than available with the present
conventional semiconductors: from piezoelectric resonators to
magneto-optical storage. In some cases, atomic-layer control
of the growth is possible, presenting opportunities to couple
different physical properties at the microscopic level. Several studies
have demonstrated that, when interface effects dominate, the
structure and stability at small lengthscales introduces a host of
new considerations1–5.

Electrostatic boundary conditions can be a dominant factor
controlling the atomic and electronic structure at solid–solid
interfaces. Even interfaces between formally neutral planes can
have interface dipoles resulting from band offsets and bond
polarizations6,7. However, for materials with considerable ionic
character, polar discontinuities introduce a larger energy cost
for atomically abrupt heterointerfaces between planes of different
polarity. This is the interface analogue of the divergent surface
energy that would result from terminating a material along a polar
plane with no surface reconstruction. The consequence for growing
polar materials on nonpolar substrates (such as GaAs on Si or Ge)
is a catastrophic roughening during growth, unless the composition
is graded at the interface to ensure there is no net formal interface
charge8. This grading results in a microscopically rough interface
and, in many cases, also a measurable electrical band offset8,9.

How the system responds to this energy cost will have
consequences for both its electrical and physical properties, such
as the creation of interface phases4,5,10 or differing interface
roughness as a function of interface terminations. Much of this
behaviour can be captured by a simple electrostatic model, which
we discuss and test experimentally for (001) interfaces between
SrTiO3, the workhorse oxide semiconductor, and LaAlO3, a closely
lattice-matched insulator, useful as a gate dielectric for field-
effect devices11.

THEORY

The (001) planes in the ABO3 perovskite structure can be divided
into alternating layers of AO and BO2 planes. Taking oxygen to
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Testing the polar catastrophe scenario
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LaAlO3 critical thickness
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 Oxygen vacancy formation at the LAO surface
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Doping Control -  
Electric Field Effect
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See also C. Bell et al. PRL 103, 226802 (2009). 

System phase diagram



Quantum Confinement
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12 nm at low T

RT d<7nm

A. Dubroka et al, PRL 104, 156807 (2010)
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Confinement and electronic structure

N. Reyren et al. APL 94, 112506 (2009) 
 10 nm



The electrons are 
 in the Ti 3d band - 
in t2g «orbitals»

M. Salluzzo et al., PRL 102, 166804 (2009)
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The electrons are 
 in the Ti 3d band - 
in t2g «orbitals»

M. Salluzzo et al., PRL 102, 166804 (2009)

Son et al., PRB 79, 245411 

E
n

e
rg

y
 (

e
V

)

L Γ X

xy0
xy1

xy2

xzi
yzi

xy3

LAOSTO

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

T
iO

2

A
lO

2

Delugas et al., PRL 106, 
166807 (2011)

ns=3.3 10 14 cm-2

Confinement and electronic structure



Hall response and parallel field 
measurements

4. MAGNETOTRANSPORT
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Figure 4.11: Gate voltage dependence of the low temperature out-of-plane magne-
totransport of a LaAlO3/SrTiO3 interface up to 14 T. a and b, respectively, relative
magnetoresistance (MR) and Hall effect (HE) recorded at various gate voltages. c and d,
respectively, amplitude of the relative MR at 7 and 14 T and relative difference between the
slope of R
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at 7 or 14 T and 0 T (in absolute value). Sheet conductance at zero magnetic
field is used as an indicator of the state of the system or, equivalently, of its filling level
and defines the color code in agreement with data in graph c or d. Due to the presence of
superconductivity, the relative amplitudes are calculated using an extrapolation of the data
below ⇡ 1T.
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Superconductivity in bulk SrTiO3
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Suyerconducting Transition Temperatures of
Semiconducting SrTiOs
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The superconducting transition temperature T, of SrTiO3 has been measured for specimens having elec-
tron carrier concentrations n. from 6.9X10" to 5.5&(10' cm '. The curve exhibits a maximum in T, for
n, near 9)&10"cm '. The transition temperature has also been calculated using one adjustable parameter
(, the intervalley deformation potential, in addition to the known normal-state properties of SrTi03. A good
6t to the experimental curve is obtained.

I. INTRODUCTION
FOLLOWING the application of the theory of super-
conductivity to the case of degenerate semiconduc-

tors and semimetals, ' superconductivity was observed
in the semiconducting compounds GeTe, ' SrTiQ3,' and
SnTe.4 A brief discussion of the variation of the super-
conducting transition temperature T, with electronic
carrier density e, for SrTi03 has been presented. ' In
that paper we pointed out that the curve of T, versus
e, for SrTiO3 contains a maximum value of T„al-
though a rough application of the simple BCS expres-
sion' T, eD expI —1/LN(0) V)I would predict a mon-
atonic dependence of lnT, on (n, )Its through the rela-
tion" N(0) ~n, tt' We a.lso mentioned that the observed
dependence of T, on n, could be explained qualitatively
through the proper inclusion of screening of intervalley
and intravalley interactions. We now have found the
transition temperature at a larger number of concen-
trations in order to fix the curve T, versus m, more
accurately, and, in addition, we have performed quan-
titative calculations which show that the experimental
curve can be Q.tted quite closely using the measured
properties of the system in the normal state and both
intervalley and intravalley interactions.
*Present address: National Bureau of Standards, Washington,

D.C. Supported in part by the National Science Foundation.
t A. P. Sloan Foundation Fellow. Supported in part by the

National Science Foundation.
f. Supported in part by the Advanced Research Projects Agency.
) Supported in part by the National Aeronautics and Space

Agency.' M. L. Cohen, Phys. Rev. 134, A511 (1964).'R. A. Hein, J. W. Gibson, R. Mazelsky, R. C. Miller, and
J. K. Hulm, Phys. Rev. Letters 12, 320 (1964).

3 J. F. Schooley, W. R. Hosier, and M. L. Cohen, Phys. Rev.
Letters 12, 474 (1.964) .' R. A. Hein, J.W. Gibson, R. S. Allgaier, B.B.Houston, Jr.,
R. Mazelsky, and R. C. Miller, in Proceedings of the ninth Inter-
national Conference on I.ow Temperature Physics, edited by J. G.
Daunt, D. V. Edwards, F. J. Milford, and M. Yaqub (Plenum
Press, Inc, , New York, 1965), p. 604.' J. F. Schooley, W. R. Hosier, E. Ambler, J. G. Becker, M. L.
Cohen, and C. S. Koonce, Phys. Rev. Letters 14, 305 (1965).' J. Bardeen, L. N. Cooper, and R. SchrieGer, Phys. Rev. 108,
1175 (1957).
7 See for example, Charles Kittel, Introduction to Solid State

Physics (John Wiley 8z Sons, Inc., New York, 1956), 2nd ed, ,
p. 250.
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Strontium titanate has been found to have a super-
conducting transition temperature greater than 0.05'K
for electron concentrations in the conduction band be-
tween 8.5&(10' and 3.0&10 cm . This is the widest
range of charge carrier concentrations over which any
superconductor has been shown to be superconduct-
ing. In addition, these concentrations represent the
lowest concentrations at which superconductivity has
been observed. s
Because superconductivity occurs at such low carrier

concentrations, we may assume a parabolic behavior
of the conduction band near the Fermi surface which
will be near the minima of the conduction band, and
use the normal-state properties of the material to cal-
culate the superconducting properties. The values for
the normal-state properties used, along with references
to the experiments by which they were measured, are
given in Table I.
Since the complete curve of superconducting transi-

tion temperature as a function of carrier concentrations
has been obtained, we can use the wealth of informa-
tion contained in this curve to test our knowledge of
the normal-state properties of SrTiQ3, and also to test
the theory of superconductivity. Since the deformation
potential for intervalley processes is not known for
SrTi03, a value for it will be taken which gives a
superconducting transition temperature near the ex-
perimental transition temperature at a given electronic
concentration. The same value of the deformation po-
tential will then be used to calculate the transition
temperature at all concentrations. All other physical
properties entering into the calculations will be taken
within the experimental uncertainty in their measure-
ment in the normal state. Since the transition tempera-
ture increases, reaches a maximum, and then decreases
vnth increasing concentration, a one-parameter fit to
the curve is quite demanding on the many norma]. —
state parameters. Any substantial variation in the

SAddition of a few percent BaTiO3 reduces the minimum
carrier concentration for superconductivity by more than an
order of magnitude thus increasing the superconducting range
even further. See J. F. Schooley, H. P. R. Frederikse, W. R.
Hosier, and E. R. Pfeiffer, Phys. Rev. 159, 301 (1967).
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TABLE II. Properties of SrTi03 specimens.

Specimen

HR5
HR52 slab

TiR2b
TiR10 slab
HR51 slab
HR22
HR28 slab
Nb8 slab
HR27c slab

TiR11 slab
HR70 slab
Nb9 slab
HR6 sph
HR6 slab
HR72 slab

HR3
TiR19 slab

HR33 stress
HR33 slab
HR57

HR24 sph
HR61 slab

TiR13 slab
Nbio
HR73 slab
HR74 slab
TiR2c slab
HR69 slab

HCR2

e, (4.2'K)
(cm ')

6 9X10'8
7 6X]018
('I.6X10")
7.8X10j8
8 5X10'8
9.4X10"
1.0X10»
1.3X10»
1.3X10»
1.4X10»
1.5X10»
1.66X10»
1.89X10'
(2.5X10&9)d
2.5X10»
2.7X10ia

3 1X10»
4 9X10»

(6.3X10»)~
6.3X10»
6.7X10»
(7.2X10»)
(1.0X10")d
1.1X10'o
i.2X10M
1.5X1Q'o
1.66X10so
1 95X102o
2.1X10so
3.OX102o
(4 OX1P0)
5 5X10'o
(5 5X1P')

p (4.2'K)
(n cm)

3.8X10 4

2 7X10 4

3.6X10 4

3.4X10 4

4.2X10 4

2.8X10 4

2.4X10 4

9.0X10-5
2.9X10-4

3.2X10 4

3.3X10 4

7.5X10-5
(2.3X10 4)
2.3X10 4

2.6X10 4

4.0X10-4
2.6X10 4

(2.8X10 ')
2.8X10 4

2 ~ 3X10 4

(2.8X10 4)
2 ~ 6X10 4

2, 4X10-4
6.1X10 5

2.2X10 4

2.3X10 4

2.6X10 4

2.1X10 4

1.7X10 4

& (4.2'K.)
(cm'/V sec)

2440
3120

2280
2210
1620
2280
2050
5470
1580

1330
1170
4510
(1110)
1110
912

516
504

(364)
364
415

(280)
224

222
699
175
143
117
102

68

Measuredr. ('K)

&0,06
(0 ~ 05) ~
&0.07
0.06—0.07
0.085
&0.05
0.12
Q. 09
0.057
0.07
0.127
0.183
0.146
0.166
0.213 o

0.204
0.166
0.273
0.278
0.273
0.275
(0.290)$
0.268
0 280 o

0.283
0.285
0.41
0.198
0.120
0.295
0.06
(0 030)a
&0.05
(0 020) s

Calculated
T, ('K)

&0.07
0.07

0.07
0.09
0.10 b

0.10
0.1496
0.1477
0.15
0.17
0.25 b

0.26
0.26
0.30
0.30
0.26
0.21
0.15
0.12
0.04
0.01
0 ' 002

Transition temperatures assumed for purposes of the calculation.
Double value indicates the range of purely computational uncertainty in the numerical calculation.

o Values found experimentally in two separate experiments.
~ Normal-state properties measured on companion samples.

mens on which Hall and resistivity measurements had
been made and which thus required no further special
handling.
Table II contains a summary of normal-stat|'. and

superconductivity data for the specimens discussed in
'this paper. Note that the mobility p of the Nb-doped
samples is 2 to 3 times larger than that of HR- or
TiE;reduced specimens for a given carrier concentra-
tion, in spite of the fact that the Nb-doped samples
were polycrystalline. The degeneracy temperature for
even the most lightly reduced sample is near 3'K,
assuming a "density-of-states" mass m&*=5m0.' The
mobility also becomes constant with temperature at
low temperatures which, assuming impurity scattering,
suggests complete degeneracy.

B. T, Measurements and Results

T, Meuslrements
The temperature dependence of the magnetic sus-

ceptibility of each specimen was observed from about
'H. P. R. Frederikse, W. R. Hosier, and W. R. Thurber, J.

Phys. Soc. Japan Suppl. 21, 32 (1966).
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FIG. 2. Transition temperature as a function of carrier con-
centration. The plain solid circles represent experimental data.
The bracketed solid circles are fictitious data used as input
in the transition temperature calculation. The open circles show
the results of the calculation, and the smooth dashed curve was
drawn for illustrative purposes.

0.05'K through T„using a mutual inductance appa-
ratus operating at 270 Hz.
A schematic drawing of the low-temperature portion

of the apparatus is shown in Fig. 3.For ease of handling,

See also X. Lin et al. PRL 112, 207002 (2014) 
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n3D=n2D/d Virgin:  n2D=3 1013 cm-2

    d=10nm
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Quantum confinement 
Role of the dxz, dyz subbands 

Delugas et al., PRL 106, 166807 (2011)

ns=3.3 10 14 cm-2 n2D
Bulk: D. van der Marel et al. 

PRB 84, 205111 (2011)

FIG. 4. Electronic bandstructure of the tetragonal phase of SrT iO3, based on the Tight Binding

approximation, fitted to the Local Density Approximation bandstructure of electron doped SrTiO3,

near the � point.12 The Fermi energy EF is indicated by horizontal black lines, for several doping

concentrations x .

10

Tc goes as exp(-1/(N(0)V))



Open questions: 

Superconductivity in SrTiO3 

The Possible Role of Spin-orbit 

The Underdoped Regime 



SrTiO3 - a quantum paraelectric
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l«o]

SAMPLE A

[oo~] 1st RUN

SAMPLE B Migoni, Bilz, and Bauerle. Its clue is the anisotropic
oxygen intra-ionic and biquadratic polarizability
Ep T; T;. This nonlinear theory and earlier less com-
plete ones are compared to our results. In the Ap-
pendix the mean-field result, ' but within the self-
consistent single soft-mode theory, is recalled. ' This
is helpful in understanding the physics of the
suppression involved.

[«o] (a) (b)

2 nd .RUN

(c)

GOLD ELECTRODES

SILVER-PAINTED ELECTRODES

FIG. 1. Geometry of samples used for dielectric-constant
measurements (E is the ac field), o-,h is the stress applied by
thermal treatment, ~ is the externally applied stress. Di-
mension of samples, A: 8.2 x 3.8 x 0.4 mrn, B:
S.O & 3.0 x 0.33 mm .

II. EXPERIMENTAL

The dielectric constants of two SrTi03 single-crystal
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range 0.3 —300 K in a 'He cryostat. To obtain
monodomain crystals, "both samples were thermally
treated by rapidly cycling between room temperature
and liquid-nitrogen temperature five times before
loading into the cryostat. A third sample C was
measured between 0.035 and 4.2 K in an adiabatic
demagnetization cryostat. ' The temperature T was
measured with a copper-constantan thermocouple and
with carbon resistors which were calibrated for
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and for T «1.25 K against the magnetic susceptibility
of cerium magnesium nitrate (CMN). The capaci-
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news & views

Can ferroelectricity and 
superconductivity occur 
simultaneously? Can ferroelectricity 

boost the superconducting critical 
temperature? Writing in Nature Physics, 
Carl Rischau and colleagues1 report 
experimental results suggesting that the 
coexistence of a ferroelectric-like state and 
superconductivity may be possible.

Ferroelectricity usually originates 
from a structural instability in a material 
with a high-temperature, inversion-
symmetric, dielectric insulating phase. 
Below a critical temperature — the Curie 
temperature TC — a structural transition 
takes place: the compound’s symmetry 
lowers and is no longer centrosymmetric, 
leading to a macroscopic polarization 
that can be reversed by an electric field. 
Superconductivity is often found in metallic 
systems below a critical temperature Tc at 
which electrons form Cooper pairs and 
condense, leading to a zero-resistance state 
and magnetic flux expulsion (the so-called 
Meissner effect).

The stability of a polar metallic state was 
first proposed in 1965 by Philip Anderson2. 
Experimental evidence of such a state has 
been scarce; recent ‘sightings’ involved doped 
BaTiO3 surfaces3 and (111) LaNiO3 films4. 
Yet the coexistence of superconductivity 
and ferroelectricity would still come as a 
surprise, since the two phases do not seem to 
have much in common.

Enter SrTiO3, a widely studied insulating 
compound experiencing an enduring 
fascination from the condensed-matter 
community. This strong interest stems partly 
from the fact that SrTiO3 is on the verge 
of a ferroelectric instability. The variation 
of its static dielectric constant on lowering 
the temperature is similar to that of a 
ferroelectric material, with a divergence 
taking place at TC, but it does not become 
infinite; it ultimately levels off at very low 
temperature to a value in excess of 25,000 
(the dielectric constant of silicon dioxide 
is about 4).

Quantum fluctuations can account for 
such behaviour: they prevent a macroscopic 
polarization from developing since the 

barrier between the two equivalent free-
energy minima of the ferroelectric double 
well is too small to prevent tunnelling 
between the ‘up’ and ‘down’ polar states 
(Fig. 1). Strain, very small isovalent Ca 
doping, or substitution of 16O with 18O 
atoms are all able to turn SrTiO3 into 
a ferroelectric.

SrTiO3 can also be doped with electrons 
by replacing Sr with La, Ti with Nb, or 
reducing the oxygen content. SrTiO3 then 
becomes conducting and superconducting 
at very low electronic densities (of the order 

of 1017 cm–3). This low-density conduction 
is linked to the large dielectric constant and 
concomitant large Bohr radius that prevents 
electron localization. These two ordered 
states, ferroelectricity and superconductivity, 
are thus not ‘far’ from the pristine SrTiO3 
ground state.

Rischau and colleagues have now studied 
SrTiO3 crystals that are not only oxygen-
deficient — that is, electron-doped and 
hence superconducting — but also weakly 
doped with Ca (enabling a ferroelectric-
like state to develop). Measurements of 
thermal expansion, sound velocity and 
resistivity show that, in some doping range, 
superconducting crystals display signatures 
of a structural phase transition similar to 
the typical ferroelectric transition seen in 
insulating, undoped crystals. Anomalies 
at the phase-transition temperature in the 
resistivity suggest a coupling of the structural 
transition to the electronic system.

The authors mapped out a temperature-
versus-carrier concentration phase 
diagram, featuring a region where the 
superconducting and ‘ferroelectric’ states 
coexist, and established a correspondence 
between the level of doping (oxygen 
vacancies or calcium) and the carrier 
concentration. (Quotation marks for the 
term ferroelectric are in order since the 
polarization cannot be switched in the 
metallic phase.)

Further studies are needed for elucidating 
the role of Ca doping on the structure and 
electronic properties of SrTiO3. One may 
wonder, for instance, whether Ca doping, 
which lowers the local crystal symmetry, 
causes couplings to other modes that may 
mix orbital states. Also, does Ca doping 
change the level of correlations and the 
bandwidth of the system (the latter being 
related to orbital overlap), possibly requiring 
the introduction of an extra scale in the 
phase diagram in addition to that pertaining 
to electron and Ca doping?

An interesting observation is that 
for a range of values of carrier densities 
in the region of overlapping orders, the 
superconducting critical temperature 
Tc is higher for Ca-doped crystals than 

SUPERCONDUCTIVITY

Ferroelectricity woos pairing
Ferroelectricity and superconductivity do not have much in common. Now, a superconducting and a  
ferroelectric-like state have been found to coexist in a doped perovskite oxide.

Marc Gabay and Jean-Marc Triscone
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Figure 1 | Energy versus polarization as a function 
of a tuning parameter. When approaching the 
quantum critical point (QCP), for a particular 
value of the tuning parameter, the system is in a 
‘quantum paraelectric state’: the double well is 
not deep enough to allow for a stable polarization 
(ferroelectric state) to develop. Ca-doping, the 
tuning mechanism used by Rischau et al.1, drives 
SrTiO3 from a quantum paraelectric state to a 
ferroelectric state.



Role of the ferroelectric soft mode

low doping. We first write a quantum model for the
ferroelectric phase transition which yields a spectrum for
the FE phonons. Then, we calculate the superconducting
coupling constant, using the McMillan formula [37].
We use the order-disorder approach [38,39] to model

the ferroelectric fluctuations of the modes shown in Fig. 1.
We assume that these modes have Ising character. By
analogy with magnetic phase transitions, the transverse
Ising model

H ¼ Γ
X

i

σxðiÞ −
X

i;j

Ji;jσzðiÞσzðjÞ ð1Þ

can be used to describe the FE transition [8]. Here, σx;zðiÞ
are the Pauli matrices for site i, Γ=ℏ is the onsite tunneling
rate, Ji;j is the intersite coupling, given by the energy
difference between two cells with their dipoles aligned
parallel or antiparallel to each other, and the eigenstates of
σz represent the state of the system in one of the two wells.

The quantum phase transition occurs when Γ ∼
P

jJ0;j [8].
Our DFT study shows that doping the system will reduce
the barrier and thus increase Γ. The excitations of (1), in the
paraelectric phase Γ >

P
jJ0;j, are given by [8]

ω2
q ¼ 4ΓðΓ − hσxiJqÞ; ð2Þ

where Jq ¼
P

jJ0;je
iRjq is the Fourier transform of the

coupling and hσxi ∼ 1 is the average of σxðiÞ. In our
analysis we consider only nearest-neighbor coupling for
simplicity. Long-range interactions make the calculation
more intricate but do not yield any qualitative changes.
Furthermore, since the antiferrodistortive rotations of the
TiO6 octahedra render the lattice highly anisotropic, we
treat the system as one dimensional. Thus, we write the
coupling as Jq ¼ 2J cosðqÞ, where J is a constant and q is
the wave number in the direction of the largest coupling.
When the system is close to the phase transition it

becomes gapless as the lowest excitation softens, ωq¼0 → 0
(see Supplemental Material [24] Sec. II). This is accom-
panied a large susceptibility and an enhanced electron-
phonon coupling. To quantify this idea we calculate
the dependence of Tc on the phononic spectrum using
the formalism of Eliashberg strong-coupling theory. The
coupling constant for superconductivity is given by [37]

λ ¼
Z

∞

0
α2ðωÞFðωÞ dω

ω
; ð3Þ

where αðωÞ is the electron-phonon coupling, which we
assume to be the constant α, and FðωÞ is the spectral
density of the phonons. In the limit of a van Hove
singularity at q ¼ 0, so that FðωÞ ∼ δðω − ω0Þ, this yields

λ ¼ α2
1

ωq¼0ðf18; EFÞ
; ð4Þ

which already captures the main physical picture of
soft-mode enhanced superconductivity. The full solution
is obtained by inserting FðωÞ ¼

R
dqδðω − ωqÞ into (3)

and transforming it to an integral over q: λ ¼
R
α2ðdq=ωqÞ,

where ωq is given by Eq. (2). One then obtains

λ ∼
Z

π

−π

dq

2Γ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2J cosðqÞ=Γ

p : ð5Þ

The critical temperature can then be obtained by com-
bining this coupling constant, which was calculated using
strong coupling theory, with the standard expression (see,
for example, Ref. [40])

1 ¼ λ
2π2

Z
0

−EF

dϵNðϵÞ tanh ðϵ=2TcÞ
ϵ

; ð6Þ

where ϵ is the energy relative to the Fermi energy, EF, and
NðϵÞ is the density of states. The lower limit of the integral

(a)

(b)

FIG. 2 (color online). (a) Schematic phase diagram of STO as a
function of carrier doping and isotope replacement. The orange
circles mark the experimentally measured transition to super-
conductivity, as observed in Ref. [3]. The blue circles are the
measured transition temperatures [14] from the paraelectric (PE)
to the ferroelectric (FE) phase as a function of 18O isotope
substitution. Our DFT calculations suggest that the ferroelectric
phase penetrates slightly into the nonzero doping regime, but then
quickly disappears as doping suppresses ferroelectricity, although
no experimental data for this transition line is available. The
maximal value of doping at which the ferroelectric phase persists
is labeled as n$. Although we have no precise calculation for n$,
its value should lie in the range 1019 < n$ < 1020. (b) Schematic
illustration for the lowering of the lowest energy levels (dashed
red lines) in the double well potential (black solid line) as f18 is
increased.
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We use the order-disorder approach [38,39] to model
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rate, Ji;j is the intersite coupling, given by the energy
difference between two cells with their dipoles aligned
parallel or antiparallel to each other, and the eigenstates of
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simplicity. Long-range interactions make the calculation
more intricate but do not yield any qualitative changes.
Furthermore, since the antiferrodistortive rotations of the
TiO6 octahedra render the lattice highly anisotropic, we
treat the system as one dimensional. Thus, we write the
coupling as Jq ¼ 2J cosðqÞ, where J is a constant and q is
the wave number in the direction of the largest coupling.
When the system is close to the phase transition it

becomes gapless as the lowest excitation softens, ωq¼0 → 0
(see Supplemental Material [24] Sec. II). This is accom-
panied a large susceptibility and an enhanced electron-
phonon coupling. To quantify this idea we calculate
the dependence of Tc on the phononic spectrum using
the formalism of Eliashberg strong-coupling theory. The
coupling constant for superconductivity is given by [37]

λ ¼
Z
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α2ðωÞFðωÞ dω

ω
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where αðωÞ is the electron-phonon coupling, which we
assume to be the constant α, and FðωÞ is the spectral
density of the phonons. In the limit of a van Hove
singularity at q ¼ 0, so that FðωÞ ∼ δðω − ω0Þ, this yields

λ ¼ α2
1

ωq¼0ðf18; EFÞ
; ð4Þ

which already captures the main physical picture of
soft-mode enhanced superconductivity. The full solution
is obtained by inserting FðωÞ ¼

R
dqδðω − ωqÞ into (3)

and transforming it to an integral over q: λ ¼
R
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where ωq is given by Eq. (2). One then obtains
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The critical temperature can then be obtained by com-
bining this coupling constant, which was calculated using
strong coupling theory, with the standard expression (see,
for example, Ref. [40])

1 ¼ λ
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where ϵ is the energy relative to the Fermi energy, EF, and
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FIG. 2 (color online). (a) Schematic phase diagram of STO as a
function of carrier doping and isotope replacement. The orange
circles mark the experimentally measured transition to super-
conductivity, as observed in Ref. [3]. The blue circles are the
measured transition temperatures [14] from the paraelectric (PE)
to the ferroelectric (FE) phase as a function of 18O isotope
substitution. Our DFT calculations suggest that the ferroelectric
phase penetrates slightly into the nonzero doping regime, but then
quickly disappears as doping suppresses ferroelectricity, although
no experimental data for this transition line is available. The
maximal value of doping at which the ferroelectric phase persists
is labeled as n$. Although we have no precise calculation for n$,
its value should lie in the range 1019 < n$ < 1020. (b) Schematic
illustration for the lowering of the lowest energy levels (dashed
red lines) in the double well potential (black solid line) as f18 is
increased.
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low doping. We first write a quantum model for the
ferroelectric phase transition which yields a spectrum for
the FE phonons. Then, we calculate the superconducting
coupling constant, using the McMillan formula [37].
We use the order-disorder approach [38,39] to model

the ferroelectric fluctuations of the modes shown in Fig. 1.
We assume that these modes have Ising character. By
analogy with magnetic phase transitions, the transverse
Ising model

H ¼ Γ
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σxðiÞ −
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can be used to describe the FE transition [8]. Here, σx;zðiÞ
are the Pauli matrices for site i, Γ=ℏ is the onsite tunneling
rate, Ji;j is the intersite coupling, given by the energy
difference between two cells with their dipoles aligned
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(see Supplemental Material [24] Sec. II). This is accom-
panied a large susceptibility and an enhanced electron-
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singularity at q ¼ 0, so that FðωÞ ∼ δðω − ω0Þ, this yields
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function of carrier doping and isotope replacement. The orange
circles mark the experimentally measured transition to super-
conductivity, as observed in Ref. [3]. The blue circles are the
measured transition temperatures [14] from the paraelectric (PE)
to the ferroelectric (FE) phase as a function of 18O isotope
substitution. Our DFT calculations suggest that the ferroelectric
phase penetrates slightly into the nonzero doping regime, but then
quickly disappears as doping suppresses ferroelectricity, although
no experimental data for this transition line is available. The
maximal value of doping at which the ferroelectric phase persists
is labeled as n$. Although we have no precise calculation for n$,
its value should lie in the range 1019 < n$ < 1020. (b) Schematic
illustration for the lowering of the lowest energy levels (dashed
red lines) in the double well potential (black solid line) as f18 is
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is set by NðϵÞ ¼ 0 at and below the bottom of the band,
where ϵ < −EF. The upper limit is set by the Fermi level,
where we define ϵ ¼ 0. Since in the low doping scenario
that we consider here the relevant energy range is close to
the bottom of the band, we can assume that NðϵÞ ∼ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϵþ EF

p
close to ϵ ¼ −EF. Using x ¼ ϵ=Tc Eq. (6) then

becomes

D
λ
¼

ffiffiffiffiffi
Tc

p Z
0

−EF=Tc

dx
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ EF=Tc

p tanhðx=2Þ
x

; ð7Þ

where D is a constant of proportionality. Note that Tc has a
double dependence on EF: one directly from the limit of the
integral in Eq. (7) and the other from the dependence of λ
on the tunneling rate Γ on EF through its dependence on the
carrier concentration.
Before we can solve Eq. (7) numerically to obtain Tc as a

function of EF, we need the explicit dependence of the
parameters of our model (1) on doping and isotope
replacement. The quantity with the largest quantitative
influence is the ratio Γ=2J, which is equal to one on the
QCL. For simplicity we set 2J ¼ 1 and consider only the
dependence of Γ. As discussed above, carrier doping
decreases the barrier between the two wells and thus
increases the tunneling energy Γ. This effect starts at
low doping and becomes very strong around carrier
concentrations of 1020e=cm3, best described by both a
linear and quadratic dependence on EF. 18O replacement on
the other hand should decrease Γ approximately linearly as
the zero-point energy levels shift deeper into the wells.
Furthermore, we require that at zero doping and 35% 18O
substitution, which is the known QCP, Γ should equal unity.
The following form captures these facts and is, therefore,
sensibly used in our calculations

Γ ¼ 1 − Aðf18 − 0.35Þ þ BE2
F þ CEF; ð8Þ

where f18 is the 18O fraction and the constants A, B, and C
are chosen so that the calculated Tc for f18 ¼ 0matches the
experimental value. We then use the expression Γ from
Eq. (8) and insert this into Eq. (7) to calculate Tc.
In Fig. 3 we plot our calculated Tc as a function of the

Fermi energy (converted to carrier concentration) for
various values of f18. Two features are clear from the
plot: (i) we find a significant enhancement of Tc with
increased 18O content, reflecting the fact that the isotope
substituted system is closer to the QCP. (ii) we find that the
peak of the superconducting dome shifts to lower carrier
concentrations, since the enhancement of λ and thus Tc is
strongest close to the QCP, as can be seen from Eq. (3). We
note that, even when f18 exceeds 0.35, doping quickly
reduces the depth of the double wells, allowing quantum
fluctuations to return STO to the quantum paraelectric state.
Thus, apart from the limit of very low doping, all systems
we consider have paraelectric, not ferroelectric ground

states. In our mechanism for superconductivity in STO,
increasing the atomic mass leads to an increase of the
critical temperature. That is ðdTc=df18Þ=Tc > 0 (for
details, see Supplemental Material [24], Sec. III). This
differs profoundly from the well-known isotope effect in
BCS superconductors, in which ðΔTc=TcÞ ¼ − 1

2 ðΔM=MÞ
[41], whereM is the mass of the atoms. This arises from the
dependence of Tc on the Debye frequency.
We have provided a description of the superconducting

dome in STO in which the QCP at zero doping provides
low energy soft phonon excitations, which lead to a large
coupling constant. Increasing the doping provides car-
riers for superconductivity but reduces the ferroelectric
quantum fluctuations and decreases the coupling con-
stant, eventually suppressing the superconductivity and
limiting the top of the superconducting dome. Since
isotope substitution allows tuning of the QCP, our model
predicts a large and unusual isotope effect on Tc,
see Fig. 3, which should be experimentally observable.
The understanding of the competition between carrier
concentration and proximity to a QCP developed here
provides a new design guideline in the search for novel
superconducting compounds and suggests a route to
engineering materials with higher Tc’s through tuning
the location of their QCP.
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Note added.—Recently, another closely related paper has
appeared [42].

FIG. 3 (color online). Calculated Tc as a function of doping
level for several fractions of isotope replacement, f18. The blue
diamonds are experimental results taken from Ref. [3]. Replacing
16O with 18O moves the QCP closer to the doping range relevant
for superconductivity and causes a significant enhancement in Tc.
We use the parameters A¼0.4, B¼10−6 K−2, C¼2.5×10−3K−1,
D ¼ 95 K1=2, as defined in the main text.
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The BCS weak coupling limit gives an isotope coefficient α =  − d(ln Tc)/d(ln M) =  0.5 (where M is the oxygen 
isotope mass), corresponding to a Tc shift of − 5% as opposed to approximately + 50% in the data presented here. 
The first main observation is therefore that, contrary to most superconducting materials, the isotope coefficient 
in SrTiO3 is negative. In some other rare cases α <  0 has been observed: the pure uranium (α =  − 2.2)30, the 
high-Tc superconductor Bi2Sr2Ca2Cu3O10 (α =  − 0.1)31, and the metal hydride PdH(D)x32,33 (− 0.3 <  α <  − 0.1). 
Controversial sign changes of the isotope coefficient have been observed in (Ba,K)Fe2As2 (α =  − 0.2)34,35 (due 
to differences in the sample composition), and in pure lithium under high pressure (α changes with increasing  
pressure36). We will not dwell on the physical origins of the isotope effect in these cases, which are certainly different  
in the case of uranium, and possibly different in the other examples as well. Our second main observation is, that 
also the magnitude of the isotope effect is remarkable: an overall enhancement of Tc of a factor 1.5 is observed 

Figure 1. Normalized resistivity vs. temperature at the superconducting transition of three different doping 
levels: (a) n =  0.004 nm−3 (b) n =  0.02 nm−3 (c) n =  0.07 nm−3 (d) AC-Susceptibility showing the magnetic 
transition to the superconducting state of the same sample as in panel (c). (e) Tc vs. charge carrier density. Full 
symbols: experimental data of the present study for SrTi18O3−y (red) and SrTi16O3−y (black). Grey symbols: Tc 
values reproduced from ref. 17. Black diamond and star refer to samples in which 16O was back-substituted after 
isotope substitutions (see Methods).
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FIG. 4: Evolution of the superconducting transition temperature a) With increasing dop-

ing, the magnitude of normal-state resistivity decreases and the critical temperature rises. b)

Superconducting transition seen by resistivity and ac susceptibility in Ca-substituted and Ca-

free samples with comparable carrier concentration in the range where Ca substitution enhances

T
c

. c) Resistive critical temperature, T
c

, as a function of carrier concentration in SrTiO3��

and

Sr0.991Ca0.009TiO3��

. Additional Fermi surface pockets emerge at n
c1 and n

c2[7]. The variation of

Curie temperature with carrier concentration is also shown. Note the increase in the superconduct-

ing Tc is enhanced in the vicinity of n⇤
Ca

, the concentration at which the ferroelectric-like order is

destroyed. d) Sketch of the phase diagram showing the region where superconducting (SC) and

ferroelectric (FE) order coexist and the increase in T
c

induced by Ca substitution.

A. Stucky et al. Scientific reports  6,  
37582 (2016) - O18 doped SrTiO3

C.W. Rischau et al. Nature Physics 2017 
- Ca-doped SrTiO3 

M. Gabay and J.-M. Triscone  
N&V Nature Physics 2017

J.G. Bednorz and K.A. Müller  
PRL 52, 2289 (1984)



Breaking of Inversion Symmetry  
and Spin-orbit Coupling
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Rashba spin-orbit coupling
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Signatures of spin-orbit coupling
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Tunneling Results and the  
Underdoped Regime



See also C. Bell et al. PRL 103, 226802 (2009). 

System phase diagram



S. Gariglio et al.  APL Mat. 4, 060701 (2016)

See also C. Bell et al. PRL 103, 226802 (2009) 
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S-I-N tunneling measurements



How to understand the data - BKT ?
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The electrons are 
 in the Ti 3d band - 
in t2g «orbitals»
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Kosterlitz-Thouless

VOLUME 42~ +UMBER I 7 PHYSICAL REVIEW K, KTTKRS 2$ APRZL 1979

thin superconducting (i.e. , charged superfluid)
films have a logarithmic interaction energy out
to a characteristic distance X ~=X'/d beyond which
the interaction energy falls off as I/r. Here X
is the bulk penetration depth of the material of
the film and d is the film thickness. Physically
X~ plays the role of the magnetic penetration
depth for fields perpendicular to the film, and
as X increases the diamagnetism of the super-
conductor becomes increasingly less important.
Correspondingly, as A. ~ increases, the vortices
in a superconducting film become progressively
like those in helium (i.e. , progressively gov-
erned by the superfluid velocity field along with
diminishing effect of the vector potential).
Kosterlitz and Thouless' have pointed out that

the finite range of the logarithmic interaction in
a superconducting film destroys the precise anal-
ogy to helium films. We certainly do not dispute
this point of principle. However, we wish to
point out that (as we show explicitly below) in the
superconducting systems of interest X~ is so
large (on the order of a few millimeters) that in
practice the situation in superconducting and he-
lium films cannot be too different. Some differ-
ences certainly will exist. For example, because
of the finite energy of a free vortex in a super-
conducting film, in equilibrium a few free vor-
tices will exist in the film below TK& in addition
to the bound vortex-antivortex pairs envisaged by
Kosterlitz and Thouless. On the other hand, if
dissociation of these bound pairs occurs in a he-
lium film at TKT, it certainly will have occurred
by TKY in a superconducting film where dissocia-
tion is inherently easier. Moreover, above TKT
where a "plasma" of interacting free vortices ex-
ists, the situation in superconducting and helium
films should be quite comparable provided that
the density of vortices is such that the mean sep-
aration between them is less than X,. Thus, al-
though it is hard to be quantitative, in practice
we expect only some broadening of the dissocia-
tion transition in the superconducting case be-
cause of the finite range of the logarithmic inter-
action. Of course, even with helium the finite
size of the sample in any real experiment makes
the energy of a free vortex finite and leads to
similar broadening.
To establish when such a transition should be

observable we recall the relation between TKT
and the superfluid sheet density

0, TK~= ,'mh'n, ' /m-*, (1)
shown by Nelson and Kosterlitz, ' to be universal,
1166

independent of any external effects that may in-
fluence n, ' (e.g. , interaction with a substrate).
In (1) n,' is the superfluid particle sheet density
and m* the particle mass. (Note m* =2m for the
superconducting case. ) Equation (1) can be ex-
pressed in a more useful form for a supercon-
ductor by first expressing the sheet density in
terms of the bulk superfluid pair density n, of
the film and then expressing the bulk density in
terms of the bulk penetration depth X, namely

(2)

Substitution of (2) into (1) yields
4'd 4 1

k TB KT 32~2 Z2 32~2 (3)

C,' 1 0.98
32~m' kq TK~ T„~(K) (4)

which demonstrates directly that A. ~ is very large
at the instability temperature.
To evaluate X, and TKT explicitly in terms of

readily accessible material parameters, we note
that in the dirty limit appropriate to very thin
films'

X' Z„'(0) ~ ~(T) t h
P~(T)- -'

d d l b, (0)
™nh

2

which can be written more usefully as

(6)

Here A. & is the London penetration depth, A the
superconducting energy gap, $, the BCS coher-
ence length, and l the electron mean free path.
In addition R o= p/d is the sheet resistance of the
film, T~ the BCS transition temperature of the
film, and f (T/T~) the temperature-dependent
factor contained within the brackets in (5).
Substitution of (6) into (3) leads to the implicit

relation

TKYf (T y) K0 56)
'lr (lf )

1

= 2.18 R, (8)

where R,=K/e' corresponds to a sheet resistance
of 4. 12 kQ/
Equation (7) shows that TK~/T ~ depends only

where i, =bc/2e is the superconducting flux quan-
tum.
From (3) we see immediately that at T z~

M. R. Beasley, J.E. 
Mooij, T.P. Orlando, 

PRL 42, 1165 (1979) 
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How to understand the data - disorder?

corresponding Gaussian distributions of critical temperature
are displayed in figure 4. We begin with the discussion of the
average critical temperature Tc. Two features stick out: Firstly,
we notice that an increase in VG (i.e., the carrier density)
steadily reduces Tc. The second striking feature is the value of
Tc itself, which for a large interval of (negative) gating is
larger than the SC critical temperature usually reported for
bulk doped STO ( ∼T 300c

bulk mK) [25, 28, 29].
The aim of this work is to show how the pseudo-gap

phase can be properly accounted for by the inhomogeneous
nature of the oxide interface; we do not intend to give an
exhaustive explanation of the SC mechanism. Let us just
make some comments. The decrease of Tc with increasing VG

suggests that the SC physics in these interfaces cannot be
ruled by disorder (namely quenched impurities) alone:
increasing the carrier density (i.e., EF) effectively reduces the
disorder parameter τ −E( )F 1 (τ being the scattering time) and,
consequently, Tc should increase [30]. Therefore, one is led to
attribute the decrease of Tc with VG to a decrease of the
effective pairing potential λ ≡ gÑ0, where g is the BCS
coupling. In a weak coupling BCS regime a change in the
DOS Ñ0 of 10% can easily yield a change in Tc of 50%. It is
thus conceivable that the increase of Tc with decreasing gating

is due to effects in the DOS of the SC islands. These effects
may for example arise from the interfacial confinement
(perpendicular to the interface), which leads to quantized
levels and a structured DOS, or from different van Hove
singularities in the 2D DOS due to the presence of a sub-
stantial Rashba coupling (see [31] and the supplemental
material of [32]). Further, finite-size correction to the BCS
theory arising from confinement effects (as could be reason-
able to consider at low gating where the SC islands become
smaller and smaller) have been shown to yield an increase in
Tc of up to 60% in SC tin nanoparticles [27]. Other than DOS
effects, the increase of Tc with decreasing gating could be due
to an enhancement of the attractive interaction g as a con-
sequence of specific occurrences like, e.g., the proximity to
some form of criticality (as proposed in [22] and [33]).

Noticeably, the width σ of the Tc distribution stays nearly
constant (see figure 3), showing that this distribution is an
intrinsic structural property of the sample, likely related to the
local random distribution of impurities and defects, which
rules the (local) transition temperature, as commonly occurs
in homogeneously disordered superconductors [30].

Concerning SC coherence, we find that in the regime
<V 0G a large fraction winc of the islands with paired elec-

trons lacks phase coherence. This incoherent fraction can be
related to paired regions of size L smaller than the SC
coherence length ξ ∼ 600 nm [29], and decreases when the
carrier density is increased, but is never less than 10%. On the
other hand, the coherent SC fraction, wcoh, increases and
reaches a maximum of 0.4 between VG = 0 and VG = 100 V.
Surprisingly, further increasing the carrier density at

⩾V 200G V leads to a decrease of the coherent fraction (and,
possibly, a small increase of the incoherent but gapped frac-
tion). A uniform 2D system percolates as soon as half of the
system is SC [9], while space correlations may reduce the
fraction required for percolation [10]. The fact that wcoh stays
below 0.5 despite a complete percolation of the system, which
displays vanishing global resistance for > −V 150 VG ,
therefore strongly suggests that the distribution of coherent
SC regions is spatially correlated, as already found in [10] and
[11]. The overall paired fraction, = +w w wpair coh inc,
increases with VG, when <V 0G , in accordance with the idea
that the SC fraction increases with the carrier density, but
saturates above ≈V 0G V, and even slightly decreases at large
positive VG. The explanation for this unexpected behavior
may rest upon the mechanism leading to the inhomogeneous
state.

In order to highlight the importance of the parameters w
and x we report in appendix B the best fits obtained con-
straining the interface to be homogeneous (in the sense that
the entire interface is covered by SC islands with randomly
distributed Tcs (w = 1)). We also consider what happens if all
the paired regions exhibit coherence peaks (x = 0), while
allowing w to vary. As expected, the resulting fits are much
less satisfactory than the ones with the inhomogeneous
interface ( <w 1) or the interface with incoherently paired
islands ( >x 0) given in figure 2.

Figure 3. Parameters of the Gaussian fit. Left y-axis: mean critical
temperature Tc (blue) and variance σ (black). Right y-axis: weight of
coherent (wcoh, red) and incoherent (winc., green) islands. The error
bars define the interval for which the fit differs less than 10% from
the best fit shown in figure 2. The metallic fraction is readily
obtained from the data as = − −w w w1m coh inc.

Figure 4. Gaussian distribution of Tc (rescaled with the weight w of
SC islands) at various gating. The vertical dashed lines indicate the
percolative transition to the zero resistance state, if any.
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Recent Results 
Exciting Developments



High mobility samples

Layer-by-layer growth 
T = 650°C 

P O2 = 1·10-4 Torr 
Fluence = 0.6 J/cm2 

Frequency = 1Hz 
Post annealing @ 200 mbar O2 

Low sheet carrier density 
Mobilities up to 8000 cm2/Vs

!c⌧ = µB >> 1

~!c = ~eB/m > kBT
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A. Fête et al. New Journal of   
Physics 16, 112002 (2014)

Y. Xie et al. Solid State  
Com. 197, 25 (2014)

depositing LaAlO3 thin films on TiO2-terminated {100} SrTiO3

substrates by pulsed laser deposition, at 650 ˚C, under
1.3!10"3 Pa of O2 [2]. After growth, the samples were in-situ
post-annealed at 550 1C, in 2!104 Pa of O2 for 1 h to remove
macroscopic amounts of oxygen vacancies. The samples were
further treated by writing surface charge using a biased conduc-
tive atomic force microscope (CAFM) probe [24] or using a capping
layer [5] to produce Hall mobilities up to 10,000 cm2 V"1 s"1 (for
more details, see discussion in Supplementary Material, Section A).
Here we present transport measurements of four different sam-
ples. The details of the heterostructures and surface processing are
summarized in Table 1. The samples B and C were treated by CAFM
under a bias of "8 V, at ambient environment with a relative
humidity of #35%. The sample D was capped with a 140 nm
amorphous LaAlO3 (a-LAO) layer deposited at room temperature.
All samples were measured using a standard Hall bar configura-
tion with a current in a range of 0.2–1 μA. The electrical contacts to
the buried q2DEG were made by ultrasonic bonding with Al wires.
The samples A, C and D were measured in a 4He cryostat with a
3He insert. The sample B was measured in a dilution refrigerator
with a base temperature of 10 mK. All of these samples showed
metallic conduction down to low temperatures (see Supplemen-
tary Material, Section B).

3. Results

In Fig. 1 we show the raw longitudinal and Hall resistances, Rxx
and Rxy, as a function of B for the four samples, measured at
Tr0.5 K. Significant SdH oscillations are observed in all cases. In
the samples A and C [Fig. 1(a) and (c)] the amplitude of oscillations
in Rxx at B49 T is more than 50% of the total resistance, indicating
the high quality of the samples. Rxy(B) is close to linear except for
the superimposed plateau-like structure (the slight non-linearity
for sample B may originate from parallel conduction channels).
From the low-field (Bo5 T) Hall coefficient RH, the sheet carrier
density nHall¼"1/eRH and Hall mobility !¼RH/Rxx(0) were eval-
uated to be in the range of 4.7–7.5!1012 cm"2 and 5500–
10,000 cm2 V"1 s"1, respectively [Table 1].

As shown in Fig. 1, the plateau-like features in Rxy(B) become
more significant with increasing B. In the inset of each panel we
plot the Hall conductivity, Gxy¼Rxy/(Rxx2 þRxy2 ), versus B in the high
field range. At first glance these plateaus in Gxy can be approxi-
mately assigned to the quantum filling indices with an interval
close to 4. To better understand the indices of these plateaus, in
Fig. 2 we plot the high field Gxy(B) and its derivative in the same
figure for each sample, and examine the corresponding values of
Gxy at the local maxima of dGxy/dB. We found that the plateau

Table 1
Structure and electronic properties of samples. The width (W) of Hall bar and the thickness of LaAlO3 film (tLAO). In the calculation of electron density, SH and SL are from the
analysis of dRxx2 /dB2; the corresponding values from the analysis of dRxy/dB are shown in the parenthesis. Note that the tabulated values assume no degeneracy factor.

Sample W (m) tLAO (uc) Surface treatment Electron density (!1012 cm"2) µ(cm2 V "1s"1) Effective mass mn(me)

nHall eSH/h eSL/h #11 T #4 T

A 10 8 None 4.7 1.45 (1.24) 0.48 (0.45) 7600 1.3070.04 0.970.1
B 5 10 CAFM 7.5 1.59 (1.64) 0.58 (0.58) 7100 1.3270.03 –

C 5 5 CAFM 5.1 1.44 (1.38) 0.52 (-) 5500 1.1970.03 0.7270.04
D 10 10 Cap 140 nm a-LAO 4.8 1.28 (1.23) 0.55 (-) 10,000 – –

Fig. 1. (Color online) Quantum oscillations in magnetoresistance. Rxx and Rxy as a function of B in (a) sample A, (b) sample B, (c) sample C, and (d) sample D. The thin lines are
linear fits to the low field (Bo5 T) Rxy data. In the inset of each panel the Hall conductance, Gxy, as a function of B is shown in unit of e2/h. The indices label the integer
positions of e2/h. The lower inset of (d) shows a photograph of a typical sample.

Y. Xie et al. / Solid State Communications 197 (2014) 25–2926



Bi-interfaces
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D. Li et al. APL Materials 2, 012102 (2014) 
and D. Li et al. in preparation
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Writing nanoscale electronic circuits

C. Cen et al, Nat. Mater. 7, 298 (2008) 
C. Cen et al. Science 323, 1026 (2009)

Jeremy Levy in Pittsburgh
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Writing and erasing. On the basis of the
experimental finding that nanoscale conducting
regions can be created and erased using voltages
applied by a conducting AFM probe (24), vari-
ous multiterminal devices have been constructed.
The structure investigated here consists of nom-
inally 3.3 unit cell thick LaAlO3 films grown on
SrTiO3 [see (27) for fabrication andmeasurement
details]. A conducting AFM tip is scanned along
a programmed trajectory x(t), y(t) with a voltage
Vtip(t) applied to the tip. Positive tip voltages above
a thresholdVtip >Vt ~ 2 to 3V produce conducting
regions at the LaAlO3-SrTiO3 interface directly
below the area of contact. The lateral size dx of this
conducting nanoregion increases monotonically
with tip bias. Typical values are dx = 2.1 nm and
12 nm at Vtip = +3 Vand +10 V, respectively (fig.
S2, A and B). Subsequent erasure of the structures
can be induced by scanning with a negative volt-
age or by illuminating with light of photon energy
E > Eg (band gap of SrTiO3 ~ 3.2 eV) (17, 18).
Structures can be written and erased hundreds of
times without observable degradation (fig. S2C).
All of the structures described here are written
within the same working area; similar structures
have been created andmeasured for other electrode
sets, with consistent results.

Designer potential barriers. The writing
and erasing process allows for a remarkable ver-
satility in producing quantum mechanical tun-
neling barriers (Fig. 1A). The transport properties
of these tunnel barriers are investigated in two
different experiments. Both begin with nano-
wires (width w ~ 12 nm) written with a positive
tip voltage Vtip = +10 V. In the first study, a four-
terminal transport measurement is performed. A
current (I) is sourced from two leads, while a
second pair of sense leads is used to measure the

voltage (V) across a section L = 2 mm at the
middle of the nanowire (Fig. 1B). As prepared,
the nanowire is well-conducting (resistance R0 =
147 kilohms, corresponding to a conductivity s =
6.8 mS) (Fig. 1D, upper inset). This conductivity
together with the nanowire’s aspect ratio (length/
width = 160) yield a sheet conductance sS =
1.1 × 10−3 S, which is ~200 times that of the
unstructured sample with LaAlO3 film thickness
exceeding dc [sfilmS ≈ 2 × 10−5 S (17)].

A negatively biased tip (Vtip < 0 V) is then
scanned across the wire. I-V curves are acquired
after each pass of the tip. Scanning with a nega-
tive bias restores the insulating state, presumably
by shifting the local density of states in the
SrTiO3 upward in energy (24), thus providing a
barrier to conduction (Fig. 1A, inset). The tip bias
starts at Vtip = –0.5 V and then increases linearly
in absolute numbers (–1V, –2V, –3V,…, –10V).
All these I-V characteristics are highly nonlinear
(Fig. 1D), showing vanishing conductance at zero
bias, and a turn-on voltage Von (defined as the
voltage for which the current exceeds 10 nA) that
increases monotonically with tip voltage (Fig. 1D,
lower inset). A small residual conductance (4.1
nS) is observed, which is independent of Vtip and
hence is associated not with the nanowire and
tunnel barrier but with an overall parallel back-
ground conductance of the heterostructure.

In the second study, an AFM tip is scanned
repeatedly across a nanowire with relatively small
fixed bias Vtip = −50mV (Fig. 1A). An alternating
voltage (Vac = 1mV) is applied across the nanowire
(Fig. 1C) and the resulting in-phase ac current Iac is
detectedwith a lock-in amplifier.With each pass of
the AFM tip, conductance G = Iac /Vac decreases
monotonically, exhibiting three qualitatively dis-
tinct regimes (Fig. 1E). For Ncut < 10, we observe

that the conductance reduces only slightly with each
pass. For 10 < Ncut < 25, the behavior transitions to
one inwhich the conductance decays approximately
exponentially withNcut. ForNcut > 25, we observe a
clear deviation from this straight exponential fall-
off. We propose that the AFM probe is gradually
increasing the potential barrier between the nano-
wire leads (24). Although this process must even-
tually saturate for largeNcut, for the regime explored
the potential appears to scale linearly with Ncut, as
suggested by the observed dependence of the
conductance with Ncut over many experiments
(Fig. 1E). Along the center of the wire, the induced
potential after Ncut passes is therefore described by
an effective potential:VN(x) =V0 +NcutVb(x), where
Vb(x) is a sharply peaked (~2 nm wide) function of
position. The conductance of the nanowire mea-
sured as a function ofNcut (Fig. 1E) shows evidence
for a crossover from a highly conducting regime
(Ncut < 10) to an exponential thermal hopping
regime (10 <Ncut < 25) to one dominated by quan-
tummechanical tunneling through the barrier (Ncut >
25). The latter nonexponential form is consistent
with a tunneling probability tº exp[–A´(V –EF)

1/2]
(where A´ is a material-dependent constant, and
EF is the Fermi energy), as can be seen by a com-
parison with the functional dependence G º
exp[–A(Ncut – N0)

1/2] (where G is the conduct-
ance across the barrier, and A and N0 are dimen-
sionless fitting parameters). We conclude that the
barrier written by the AFM tip acts as a tunnel
junction that interrupts the written nanowires.

SketchFET. The ability to produce ultrathin
potential barriers in nanowires enables the creation
of field-effect devices with strongly nonlinear char-
acteristics. We demonstrate two families of such
devices. Both begin with a “T-junction” of na-
nowire leads written with Vtip = 10 V (w ~ 12 nm)

Fig. 2. SketchFET device.
(A) Schematic diagram
of SketchFET structure.
S, source electrode; D,
drain electrode; G, gate
electrode. (B) I-V char-
acteristic between source
and drain for different
gate biases VGD = –4 V,
–2 V, 0 V, 2 V, and 4 V.
(C) Intensity plot of ID
(VSD, VGD).

Fig. 3. Double-junction
device. (A) Schematic of
a double-junction struc-
ture. (B) I-V characteristic
between source 1 and
drain for different source
biases V2 = 0 V, 1 V, and
2 V. (C) Intensity plot of
ID(V1, V2).
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of the conductance versus gate voltage at zero bias (Fig. 2f) enables the
ZBP to be fitted and tracked versus magnetic field. A global shear of all
of the ZBP splittings above Bp is observed and offset in Fig. 2f (see
Extended Data Fig. 4). This shear, which appears in 60% of the total
devices and is possibly attributable to orbital effects11, does not influ-
ence the analysis of Bp. The ZBP at Vsg5227mV splits above a
critical pairing field Bp5 1.86 0.1T. The magnetic field at which this

pairing transition occurs is one order of magnitude larger than the
upper critical field for superconductivity (Hc2), m0Hc2< 0.2 T (here m0
is the vacuum permeability). The ZBPs at Vsg5219mV and
Vsg5217mV have successively smaller values for Bp and show pro-
nounced superconducting resonances below jBj, 0.2 T (indicated by
the red arrow in Fig. 2f). For jBj.Bp, the energy difference between
the split peaks increases linearly (Zeeman-like) with magnetic field

–0.4

0

0.4

V 2
3 

(m
V)

100

50

0

dI/dV (μS
)

–50 –40 –30 –20 –10 0 10
Vsg (mV)

–0.5

0

0.5

V 3
4 

(m
V)

1

2

3

4 5

LaAlO3

SrTiO3

1 μm

a b

c

Side gate

Barrier
QD

Figure 1 | Device schematic and transport characteristics. a, Device
schematic. The nanowire width w5 5 nm, the nanowire QD length is 1mm,
and barriers are 0.75mm away from the sense leads 3 and 4. The length of the
open wire is 2.5mm, equal to the nanowire QD length plus total distances from

barrier to sense leads. b, Device A dI/dV characteristics (colour coded) as a
function of four-terminal voltageV23 and side gate voltageVsg in the open wire.
c, dI/dV characteristics of the nanowireQDmeasured simultaneouslywith data
shown in b.

 –5

0

5

B
 (T

)

10

0dI
/d
V 

(μ
S

)

–30 –25 –20
Vsg (mV)

–0.5

0

0.5

V 3
4 

(m
V)

0.8

0.6

0.4

0.2

0

E p
 (m

eV
)

10
V*sg

9

6

3

0

T
p  (K

)

A
B
C
D

10

0dI
/d
V

(μ
S

)

–30 –20 Vsg (mV)

–0.5

0

0.5

E Z
 (m

eV
)

–8 0 8
B (T)

5010

dI/dV
(μS)

–1.7 T
1.9 T

a b c d e

f g

0 T 1 T 2 T 4 T3 T

h

SC

EZ

Figure 2 | Out-of-plane magnetic field dependence of device A transport
characteristics at T5 50mK. a–e, Top panels, dI/dV dependence on V34 and
Vsg at B5 0 to 4 T. New diamonds emerge at B5 3 T in d. Colour scale (top
right), 0–80mS. Bottom panels, zero-bias line profiles in a–e. f, Top panel,
magnetic field dependence of ZBPs. All the ZBPs split above some critical
pairing fields, Bp. Colour scale, 0–40mS. Bottom panel, line profile (black
markers) of ZBP at B5 3.8T in the top panel, indicated by the horizontal black
arrow. Red line is the fit to extract peak locations (see Methods). Right panel,

line profile at Vsg5219mV indicated by the vertical black arrow. The sharp
peak at B5 0 is due to superconductivity (SC). g, Energy difference EZ of two
Zeeman splitting branches of the ZBP atVsg5227mV. Bp and g factor can be
extracted from the intercepts and slopes in the linear fits. h, Ep dependence on
rescaledV!

sg for all available ZBP splittings in four devices A, B, C andD, where

V!
sg~ Vsg{Vmin

sg

! ".
Vmax
sg {Vmin

sg

! "
, and Vmax

sg and Vmin
sg are maximum and

minimumZBP locations of eachdevice.Ep roughly decreaseswith increasingVsg.

1 4 M AY 2 0 1 5 | V O L 5 2 1 | N A T U R E | 1 9 7

LETTER RESEARCH

G2015 Macmillan Publishers Limited. All rights reserved

Pairing without superconductivity

LETTER
doi:10.1038/nature14398

Electron pairing without superconductivity
Guanglei Cheng1,2, Michelle Tomczyk1,2, Shicheng Lu1,2, Joshua P. Veazey1{, Mengchen Huang1,2, Patrick Irvin1,2, Sangwoo Ryu3,
Hyungwoo Lee3, Chang-Beom Eom3, C. Stephen Hellberg4 & Jeremy Levy1,2

Strontium titanate (SrTiO3) is the first and best known supercon-
ducting semiconductor1. It exhibits an extremely low carrier den-
sity threshold for superconductivity2, and possesses a phase
diagram similar to that of high-temperature superconduc-
tors3,4—two factors that suggest an unconventional pairing mech-
anism. Despite sustained interest for 50 years, direct experimental
insight into the nature of electron pairing in SrTiO3 has remained
elusive. Here we perform transport experiments with nanowire-
based single-electron transistors at the interface between SrTiO3

and a thin layer of lanthanum aluminate, LaAlO3. Electrostatic
gating reveals a series of two-electron conductance resonances—
paired electron states—that bifurcate above a critical pairing field
Bp of about 1–4 tesla, an order of magnitude larger than the super-
conducting critical magnetic field. For magnetic fields below Bp,
these resonances are insensitive to the applied magnetic field; for
fields in excess of Bp, the resonances exhibit a linear Zeeman-like
energy splitting. Electron pairing is stable at temperatures as high
as 900millikelvin, well above the superconducting transition tem-
perature (about 300millikelvin). These experiments demonstrate
the existence of a robust electronic phase in which electrons pair
without forming a superconducting state. Key experimental signa-
tures are captured by a model involving an attractive Hubbard
interaction that describes real-space electron pairing as a precursor
to superconductivity.
SrTiO3 superconducts at temperatures below the superconducting

transition temperature Tc< 300mK and at electron densities2 as low
as 1017 cm23. Electrons can be introduced via doping (for example, Nb
or La), oxygen vacancies2 or electrolytic gating5. In 1969, it was pre-
dicted6 that low-density superconductors (specifically, Zr-doped
SrTiO3) should exhibit unconventional real-space pairing in the
absence of superconductivity. At higher temperatures, electrons were
postulated to form tightly bound pairs; below the Bose–Einstein con-
densation (BEC) transition temperature, superconductivity was pre-
dicted to emerge.
The superconducting properties of SrTiO3 have been previously

investigated by electrical transport1, tunnelling spectroscopy7, and
the Nernst effect2. New insights into the superconducting properties
of SrTiO3 come from heterointerfaces8 that enable transport in
reduced dimensions. The interface between TiO2-terminated SrTiO3

and a thin layer of LaAlO3 supports a two-dimensional electron liquid8

that exhibits electric-field-tunable superconductivity3,9. Recently, a
pseudogap phase similar to that seen in high-Tc superconductors
was observed at the LaAlO3/SrTiO3 interface using planar tunnelling
spectroscopy4.
The superconducting single-electron transistor (SET), consisting of

an electrically gated superconducting quantum dot (QD) coupled to
superconducting leads by tunnelling barriers, presents a particularly
powerful tool for probing fundamental properties of superconduc-
tors10. Transport signatures of metallic superconducting islands
include even–odd parity effects, Cooper pair tunnelling, and parity-
affected superconductivity11. Generally, transport characteristics

depend on the relative magnitudes of the charging energy Ec, super-
conducting gap energy D, and orbital level spacing dE in the QD.
Here we describe quantum transport measurements on LaAlO3/

SrTiO3 SETs fabricated by conductive atomic force microscope litho-
graphy12,13. The devices are constructed from three basic elements:
superconducting nanowires14, nanoscale potential barriers created by
conductive atomic force microscope erasure15 and electrical side gates
(see Methods). Figure 1a shows a schematic of a typical structure,
consisting of a nanowire (between leads 1 and 5) of width w< 5 nm,
three voltage probes (leads 2–4) and a side gate. Voltage leads are
located a distance Lw5 2.5mmapart, separating themain channel into
two segments. The upper segment (between leads 2 and 3) is ‘open’,
that is, without barriers, while the lower nanowire segment forms an
LQD5 1mmQDbounded by two barriers. A side gate tunes the chem-
ical potential of both the upper wire and the QD, and modulates the
tunnel coupling between the QD and the external leads.
The low-temperature (T5 50mK) differential conductance (dI/dV)

versus side-gate voltage (Vsg) measurements for the nanowire QD and
open wire show contrasting transport characteristics (device A, Fig. 1b,
c). While the open wire (Fig. 1b) exhibits superconductivity14 at all Vsg

values shown, the QD (Fig. 1c) exhibits a sequence of diamond-shaped
insulating regions for Vsg,210mV. The conductance increases by
several orders of magnitude only when an available state in the QD is
aligned within kBT (kB, Boltzmann’s constant) of either the source or
the drain chemical potential; this condition defines the diamond-
shaped insulating regions in Fig. 1c.Within the diamonds, conductance
through theQD is highly suppressed (dI/dV, 1022 e2/h, where e is the
electronic charge, and h is Planck’s constant). In the regime
Vsg. 0mV, where the barriers are highly transparent, supercurrent
recovers and flows resonantly through the QD.
Generally, the ‘addition energy’ (the difference of chemical poten-

tials mN and mN11) required to change the charge state of a QD fromN
to N1 1 electrons is the sum of both the classical charging energy Ec
and the orbital energy dE of the device: Eadd(N)5Ec(N)1 dE(N). For
QD systems involving semiconductors, carbon nanotubes or supercon-
ductors16, Eadd is usually dominated by Ec, resulting in regularly spaced
Coulomb diamonds. In device A, Eadd decreases (non-monotonically)
from 640meV (at Vsg5247mV) to 210meV (at Vsg5213mV). The
level spacing is non-uniform, signifying that orbital contributions dom-
inate the addition energy. Resonant supercurrent flowing through the
QD is only observed when the addition energy Eadd falls below the
superconducting gap4 D< 40meV (for example, at Vsg5239mV
and 219mV), consistent with Anderson’s criterion for nanoscale
superconductivity (dE,D)17.
Figure 2a–e shows how the conductance diamonds evolve as a func-

tion of an applied out-of-plane magnetic field B. At B5 0T, two zero-
bias peaks (ZBPs) are visible, with some narrowing of the lineshape
taking place at B5 1T. The diamond pattern remains relatively
unchanged at B5 2 T, though the size of the diamond is slightly
reduced. At B5 3T, new diamonds emerge and separate as the
magnetic field is increased further to B5 4T. A high-resolution scan
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accumulation/depletion process shifts the two inequivalent Fermi contours, which generates a transverse charge current along x.

surface of the topological insulator ↵-Sn (ref. 32). This spin-to-
charge conversion e�ciency also compares favourably with what is
measured in heavy metals. In such systems, the interconverted spin
and charge currents are both 3D and the figure of merit is the spin
Hall angle ✓SHE, which amounts to 0.056 in Pt, 0.12 in Ta and 0.37 in
W (ref. 10). For comparison purposes, one can convert the value of
✓SHE into �IEE through �IEE = ✓SHElsf (lsf is the spin di�usion length),
which yields 0.2 nm for Pt, 0.3 nm for Ta and 0.43 nm for W, well
below the �IEE =6.4 nm in our LAO/STO system.

At a Rashba interface, in the simplified approximation of circular
spin contours, �IEE can be expressed as a function of the momentum
relaxation time ⌧ and the Rashba coe�cient ↵R (refs 24,33)

↵R = }�IEE
⌧

(5)

Interpreting �IEE = 6.4 nm (for Vg = 125V) from equation (5)
with a value of the Rashba coe�cient ↵R ⇠ 3 ⇥ 10�12 eVm, in
the range expected from calculations37 or derived from weak
antilocalization measurements15,38 leads to ⌧ ⇠ 1.4 ps, two orders
of magnitude above the similar IEE relaxation time at Rashba
or topological insulator interfaces with metals. This is consistent
with the existence of additional relaxation mechanisms induced in
2DEGs by the proximity with metals and the expected protection
of a slow relaxation by an insulating layer (LAO in our system), as
discussed in ref. 32. We can also note that ⌧ ⇠ 1.4 ps is consistent
with the mobility µ=4,000–5,000cm2V�1 s�1 (at this gate voltage,

the ungated mobility, µ=3,300cm2V�1 s�1, is expected to increase
by 20–50%; see ref. 36) and an e�ective electron mass m⇤ ⇡ 2m0
(m0 =9.1⇥10�31 kg).

The large dielectric constant of the STO substrate and the rela-
tively low carrier density of the LAO/STO 2DESmakes it possible to
use a back-gate voltage Vg to modulate the 2DES carrier density (by
0.5–1⇥1011 cm�2 V�1, refs 36,39) and electronic properties. As we
show in Fig. 4a,b, back-gating has a dramatic influence on the spin-
to-charge conversion e�ciency. The detected charge current evolves
from a moderate positive value at negative Vg (charge depletion
regime), to a small positive value at Vg = 0, and then becomes
negative for positive gate voltage, showing a maximum amplitude
around +125 V. This is summarized by the gate dependence of �IEE
displayed in Fig. 4c, from which a crossover between positive to
negative spin-to-charge conversion is clearly visible near Vg =0.

The gate dependence of the IEE signal in our samples is highly
non-trivial and probably related to the multiband nature of the
2DES electronic structure, and the possibility to tune the 2DES
across Lifshitz points with the gate39. As pointed out in several
studies39,40, at low carrier density the electrons occupy a single low-
lying band with dxy character, whereas raising the Fermi level EF
through the application of a gate voltage promotes the population
of dxz ,yz bands. The amplitude of ↵R and the associated spin textures
are strongly dependent on the relative energy and the orbital sym-
metry of these bands37,39,41, which provides some grounds on which
we build a tentative interpretation of our results. First-principles
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calculations indicate that, for the low-lying dxy band, ↵R is weak and
has a negative sign, whereas, for the dxz ,yz bands, ↵R is positive and
increases from the band bottom to the avoided crossing point with
dxy (refs 37,39,42). Accordingly, the influence of spin–orbit e�ects
on charge and spin transport strongly depends on the position of
the Fermi level—that is, on the gate voltage. With a carrier density
of ⇠2.6⇥ 1013 cm�2 at Vg = 0, the Fermi levels in our sample sits
just above the bottom of the lowest dxz ,yz band (corresponding to
1.7–1.9⇥1013 cm�2, refs 36,39), and both dxy and dxz ,yz bands are
populated. Assuming that ↵R has an opposite sign for the two popu-
lated bands37, spin-to-charge conversion e�ects tend to compensate
each other, consistent with the low value of j2DC wemeasure atVg =0.

At negative gate voltages, EF decreases, and only the dxy band
with weak ↵R is populated, which is in line with our observation
of an increase in j2DC when increasing Vg from 0 towards negative
voltages, levelling o� at a moderate value, consistent with the weak
energy dependence of the Rashba splitting expected for this band.
At positive gate voltages, EF increases, and eventually reaches the
avoided crossing between dxy and dxz ,yz , where ↵R is the largest39,40,42
and has a sign opposite to that of the dxy band. This maximum
of the Rashba splitting was reported to occur at carrier densities
n ⇡ 3.3 ⇥ 1013 cm�2 (ref. 40), which is accessible with back-gate
voltages on the order of +100 V, consistent with the position of
the maximum at +125 V in Fig. 4c. Beyond that point, the Rashba
splitting decreases39,40. Although, ideally, spin- and angle-resolved
photoemission experiments would have to be performed to ascer-
tain the band structure of the 2DES in ourNiFe/LAO//STO samples,

the above scenario accounts for our observation of an increased j2DC
(in absolute value) at positive gate voltage, and its maximum.

In summary, we have measured a very large spin-to-charge
conversion e�ciency in the 2DES present at the interface between
LaAlO3 and SrTiO3. Conversion occurs through the inverse
Edelstein e�ect arising from the Rashba coupling present at the
interface. Upon application of a gate voltage, the amplitude of the
converted current can be modulated over one order of magnitude,
and even changes sign. This can be interpreted in terms of a
crossover between the occupancy of one to several bands with
di�erent orbital characters and di�erent spin–orbit textures. Our
results suggest that oxide interfaces have a strong potential for
spintronics43, both for the generation or detection of spin currents
through direct22 or inverse Edelstein24,33 e�ects, and for their
electrical modulation, à la Datta & Das44. More generally, our
observation of a very large spin-to-charge conversion e�ciency
at an interface with a moderate Rashba splitting highlights the
importance of a long scattering time, and calls for the design of novel
Rashba interfaces in which confinement and electrical insulation
from metallic layers are carefully engineered.

Methods
Methods and any associated references are available in the online
version of the paper.
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Tunable spin polarization and superconductivity in
engineered oxide interfaces
D. Stornaiuolo1,2*, C. Cantoni3, G. M. De Luca1,2, R. Di Capua1,2, E. Di. Gennaro1,2, G. Ghiringhelli4,
B. Jouault5, D. Marrè6, D. Massarotti1,2, F. Miletto Granozio2, I. Pallecchi6, C. Piamonteze7, S. Rusponi8,
F. Tafuri2,9 and M. Salluzzo2*
Advances in growth technology of oxide materials allow
single atomic layer control of heterostructures. In particular
delta doping, a key materials’ engineering tool in today’s
semiconductor technology, is now also available for oxides.
Here we show that a fully electric-field-tunable spin-polarized
and superconducting quasi-2D electron system (q2DES) can
be artificially created by inserting a few unit cells of delta
doping EuTiO3 at the interface between LaAlO3 and SrTiO3
oxides1,2. Spin polarization emerges below the ferromagnetic
transition temperature of the EuTiO3 layer (TFM =6–8K) and
is due to the exchange interaction between the magnetic
moments of Eu-4f and of Ti-3d electrons. Moreover, in a large
region of the phase diagram, superconductivity sets in from
a ferromagnetic normal state. The occurrence of magnetic
interactions, superconductivity and spin–orbit coupling in the
same q2DES makes the LaAlO3/EuTiO3/SrTiO3 system an
intriguingplatform for the emergenceof novel quantumphases
in low-dimensional materials.

The discovery of a q2DES at the interface between non-magnetic
LaAlO3 (LAO) and SrTiO3 (STO) band insulators has boosted
the expectations in oxide electronics thanks to the extraordinary
functional properties uncovered. An insulator-to-metal transition
can be achieved at room temperature by electric field gating3, and
nanometre-sized devices can be ‘sketched’ by using the biased tip
of an atomic force microscope4. LAO/STO also shows electric-
field-tunable Rashba spin–orbit coupling5,6. A complex phase
diagramhas been revealed for this system, including unconventional
superconductivity7 and magnetism8–14, possibly related to the
presence of strong correlations in quantum-confined 3d-bands15.
The prospect of a magnetic ground state in a q2DES at the interface
of non-magnetic oxides has aroused great interest, as it is potentially
able to open the door to spintronic applications with oxides
and/or to favour the emergence of novel quantum phases. However,
although some studies reported a carrier-controlled ferromagnetism
in La-doped SrTiO3 and in GdTiO3/SrTiO3 heterostructures16, until
now there has been no clear evidence of electric field modulation of
the spin-polarized state in an oxide q2DES (ref. 17).

In this work, we show that an electric-field-tunable spin-
polarized and superconducting q2DES can be created in LAO/STO
heterostructures by introducing a few atomic layers of delta doping

EuTiO3 (ETO), an antiferromagnetic (AF) insulator (TN = 5.5 K)
iso-structural to SrTiO3 (ref. 18).

In Fig. 1a we show atomic-resolution scanning transmission
electron microscopy (STEM) and energy loss spectroscopy (EELS)
chemical maps of a heterostructure composed of two unit cells
(uc) of ETO and 10 uc of LAO, sequentially deposited by pulsed
laser deposition on a TiO2-terminated STO single crystal (see
Methods). The data show that LAO/ETO/STO heterostructures
are characterized by high structural and chemical order (see also
Supplementary Fig. 1 and Supplementary Note 1).

The orbital electronic configuration of the Ti-3d states was
investigated by X-ray linear dichroism (XLD; see Methods). The
data shown in Fig. 1b (blue circles), compared to atomic multiplet
calculations (red line), reveal that LAO/ETO/STO shows an
inversion of the bands compared to bulk STO and the same crystal
field splitting as LAO/STO (ref. 19).

The Ti-3d and Eu-4f magnetism was studied by X-ray magnetic
circular dichroism (XMCD; see Methods) and their magnetic
moments determined using the sum rules, which relate the spin
(mspin) and orbital (morb) moments to the integrals of the XMCD
spectra over the Ti-L2,3 and Eu-M4,5 edges (Fig. 2a–d). In Fig. 2b,c
we plot the Eu mspin measured in grazing incidence conditions
(that is, almost parallel to the interface) as functions of the
magnetic field (µ0H ) and of the temperature (T ). We find that,
instead of being anti-ferromagnetically ordered, the Eu2+ spins order
ferromagnetically below TFM =6–8K owing to the partial filling of
the ETO Ti-3d states20. As a consequence of the filling of the Ti-3d
bands in ETO, some minor fraction of Eu ions (below 5% per unit
cell according to EELS data) are in the non-magnetic Eu3+ oxidation
state (see Supplementary Information). The Eu2+ FM order below
TFM is accompanied by a sizeable Ti XMCD signal (Fig. 2a) even
at very low field (µ0H =0.05 T, Fig. 2b and Supplementary Fig. 2).
The spectral shape of the Ti XMCD is similar to that measured
on other titanates, such as STO/manganite interfaces14,21. Although
features resonating at the main XAS peaks typical of a 3d0 system
largely dominate, the non-null integral of the XMCD in Fig. 2a
provides evidence of a sizeable Ti magnetic moment from ETO and
neighbour STO layers. These results can be explained only by a
spin splitting of the 3d conduction band due to the presence of a
negative exchange interaction acting on itinerant 3dxy electrons and
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Figure 3 | Square resistance and 2D-conductance versus gate voltage. a, Rsq versus T for gate voltages Vg from �60 V to +30 V. Rsq is strongly modulated
by moderate values of the gate voltage (Vg), with larger field e�ect sensitivity compared to LAO/STO. The downturn at Tc =7.5 K is clearly visible in the
data at Vg > 10 V, coinciding with the Eu2+ FM ordering. A Kondo-like regime sets in at Vg <�20 V. b, Rsq versus T on a log–log scale for gate voltages Vg
from �25 V to �60 V, and corresponding fitting curves (red lines) using the Hamman–Kondo-scattering model, which considers Kondo scattering as the
main scattering contribution at low temperatures. From the fit we obtain a Kondo temperature, TK, in the range between 15 K (Vg =�25 V) and 20 K
(Vg =�60 V). c, 2D-conductivity, �2D, versus T at selected positive gate voltages showing reduced scattering (that is, higher conductance) below the
onset of the FM transition TFM.
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xy . b, Gate voltage dependence of the anomalous coe�cient RAN
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xy vanishes above the FM transition. The errors bars in b and c are estimated
from the linear fit of Rxy(µ0H) in the 4 T <µ0H<7 T range. Dashed red lines are guides for eyes. d, Comparison between the low-field nonlinear part of the
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xy —and the out-of-plane Eu magnetization (open circles) extracted from Eu XMCD data at zero gate with the field perpendicular to the interface.

4 NATUREMATERIALS | ADVANCE ONLINE PUBLICATION | www.nature.com/naturematerials

Nature Materials 15, 278 (2016) 

NATUREMATERIALS DOI: 10.1038/NMAT4491 LETTERS

LaO

TiO2

EuO
TiO2

La Ti

Eu

3dz2Ti-L2,3 edge

Atomic multiplet calculations

455

−10

−5

0

XL
D

 (%
 L

3)

5

10

460 465
Photon energy (eV)

470

3dx2−y2

3dxz,yz

3dxy

90 meV

50 meV

a

b

Figure 1 | STEM–EELS analysis and X-ray linear dichroism of
LAO/ETO/STO heterostructures. a, Z-contrast STEM image (left) of
delta-doped LAO(10uc)/ETO(2uc)/STO heterostructure (raw data). The
arrows indicate the sequence of the planes across the TiO2/EuO and
TiO2/LaO interfaces (yellow dashed lines) according to the EELS chemical
map shown on the right. The EELS chemical map is obtained from the
integrated intensity (raw data) of the Ti-L2,3, La-M4,5 and Eu-M4,5 edges
after background subtraction. The colour code in the EELS map is Eu (blue),
Ti (red) and La (green). b, Ti-L2,3 XLD data measured at 2 K (blue circles),
atomic multiplet splitting calculations (red line) and sketch of titanium
3d t2g (3dxy , 3dxz,yz) and eg (3dx2�y2 , 3dz2 ) energy levels deduced from
XLD data.

by the ordering of Ti-3d1
xy magnetic moments (see Supplementary

Information and Supplementary Fig. 2). To evaluate the degree of
spin polarization in LAO/ETO/STO, we estimated the Ti spin and
orbital moment averaged over the X-ray probing depth (3.5 nm).
We find, at saturation, mspin = 0.07µB/Ti (seven times larger than
mspin in LAO/STO from ref. 13) andmorb =�0.045µB/Ti (one order
of magnitude larger than morb in LAO/STO containing oxygen
vacancies14). As the Ti-3d1 electron density in our LAO/ETO/STO
system is much lower than one electron per unit cell, the measured
orbital moment is very large and cannot be attributed to the EuTiO3
film alone. For comparison, in LaTiO3, where all the Ti sites are in
a 3d1 configuration, morb is �0.08µB/Ti (ref. 22). This excludes a
trivial ETO magnetism induced by La-doping, and suggests that a
large fraction of the 3d1 electrons in both ETO and STO contribute
to the measured values (see Supplementary Note 2).

As a further demonstration of a Ti magnetism coming from
both ETO and STO interfacial layers, in Fig. 2d we show the
amplitude of the Ti XMCD,measured at the L3 edge and normalized
to the XAS intensity (XMCDnorm), as a function of the ETO
thickness. In the case of magnetism due to the ETO film alone,
XMCDnorm should increase sharply for each ETO unit cell added,
following one of the theoretical curves of Fig. 2d. In contrast,
the experimental gradual increase of XMCDnorm, with a finite
extrapolated value, is reproduced (black continuous line) taking
into account a magnetic contribution coming also from the STO
interfacial layers (see Supplementary Figs 3–5). We point out that
LAO/STO samples grown in the same conditions (cyan circle in

Fig. 2d) are characterized by a much lower XMCD, showing that
the Ti ferromagnetism of LAO/ETO/STO is strongly connected to
the Eu ferromagnetism. The link between Eu and Ti FM orders is
also demonstrated by the similar magnetic field and temperature
dependences of the Eumspin and of the Timorb (antiparallel to µ0H )
shown in Fig. 2b and c, respectively. All these data together reveal
that, below TFM, a large fraction of the q2DES is spin-polarized at
equilibrium owing to a negativemagnetic exchange interaction with
the orderedmagnetic moments in the system. Themagnetism of the
LAO/ETO/STO system is strikingly di�erent from the LAO/STO
case, where the field-oriented magnetic moment is much lower and
there is no remanence, consistent with super-paramagnetism9 or
with a magnetic order with zero magnetization, similar to the spiral
order proposed in ref. 23.

We find that the ferromagnetism and the spin polarization of
the q2DES are fully tunable by the electric field e�ect, as shown
in Figs 3 and 4 (see Methods). The square resistance (Rsq) of a
LAO(10uc)/ETO(2uc)/STO heterostructure shows a temperature
dependence (Fig. 3) similar to that of standard LAO/STO, except
at low T (Fig. 3a). The general trend, shown in Fig. 3a,b, is that a
negative Vg (carrier depletion) causes a more pronounced upturn
of Rsq, as compared to LAO/STO, and a low-T saturation (Fig. 3b).
In particular, below Vg =�20V, the temperature dependence of Rsq
in LAO/ETO/STO samples can be reproduced only by assuming
Kondo scattering with magnetic centres having spin 1/2, associated
with 3d1 magnetic moments, and a Kondo temperature Tk between
15K and 20K, as shown by the fit in Fig. 3b (full red lines) obtained
using the generalized Hamman–Kondo-scattering model24.

In the accumulation mode (Fig. 3a,c), at positive Vg, a downturn
(upturn) of Rsq (the 2D-conductance �2D) takes place at a
temperature corresponding to the onset of the LAO/ETO/STO
FM transition determined by XMCD measurements. Such striking
coupling between magnetic and transport properties allows us to
conclude that the behaviour is related to reduced scattering in the
ferromagnetically ordered state—that is, when an equilibrium zero-
field spin polarization of the q2DES carriers is established. It is worth
noting that a magneto-resistance hysteresis at low magnetic field is
observed at Vg =+30V, in the FM state, whereas it disappears at
Vg =�30V, in the Kondo regime (see Supplementary Fig. 6).

Additional evidence of a gate-voltage-tunable spin-polarized
q2DES come from the analysis of the magnetic field dependence
of the transverse Hall-e�ect resistance, Rxy , at 1.8 K (Fig. 4). At
gate voltages above Vg =�30V, corresponding to a carrier density
nc of 1.9 ⇥ 1013 cm�2, Rxy versus µ0H (Rxy(µ0H )) exhibits two
nonlinearities with opposite curvatures (Fig. 4a): one at low field
(µ0H ⇡3 T) and another at high field (µ0H >8 T).

The high-field nonlinearity, characterized by a decrease in the
slope of Rxy(µ0H ), can be attributed to multi-band transport, and in
particular to the filling, besides the 3dxy band, of 3dxz ,yz bands above
nc (see Supplementary Fig. 7). A similar nonlinear Hall e�ect has
been observed in LAO/STO at a comparable critical carrier density,
and interpreted as evidence of a Lifshitz transition25.

The low-field nonlinear component, on the other hand, cannot
be attributed to a multiple-carrier contribution (see Supplemen-
tary Information) and has a close resemblance to that shown in
ref. 26 in the case of FM EuTiO3 films. Following ref. 26, the low-
field nonlinearity can be quantified by the value of the anomalous
resistanceRAN

xy , obtained by extrapolating to zero field the linear part
measured between 4 T and 7T (Fig. 4a). We find that RAN

xy depends
on the gate voltage: it is non-zero in a substantial fraction of the gate
voltage range investigated, whereas it becomes null in depletion for
Vg �30V—that is, at and below a carrier density n2D =nc (Fig. 4b).
As shown in Fig. 4c, the temperature dependence of RAN

xy mimicks
that of the XMCD signal (Fig. 2c) and that of �2D (Fig. 3c); in partic-
ular,RAN

xy becomes zero aboveTFM.Moreover, as shown in Fig. 4d, the
low-field nonlinear part of Rxy follows closely the Eu2+ out-of-plane

NATUREMATERIALS | VOL 15 | MARCH 2016 | www.nature.com/naturematerials

© 2016 Macmillan Publishers Limited. All rights reserved

279

NATURE MATERIALS DOI: 10.1038/NMAT4491 LETTERS

0.5

0 5 10

Vg

T (K)

T (K)

15 20

1.0

1

1 10 100

T (K)
5

4 V

30 V
25 V
20 V
15 V
10 V
4 V
1.5 V
0 V

10 V

15 V

20 V

25 V

30 V

−25 V

−4 V
−10 V
−25 V
−35 V
−50 V
−60 V

−35 V

−50 V

−60 V

1510 20
1.5

2D
 (m

S)

2.0

2.5

2

3

4
5

2.5

a

R s
q (

kΩ
/ 

  )

R s
q (

kΩ
/ 

  )

b

c

σ

Figure 3 | Square resistance and 2D-conductance versus gate voltage. a, Rsq versus T for gate voltages Vg from �60 V to +30 V. Rsq is strongly modulated
by moderate values of the gate voltage (Vg), with larger field e�ect sensitivity compared to LAO/STO. The downturn at Tc =7.5 K is clearly visible in the
data at Vg > 10 V, coinciding with the Eu2+ FM ordering. A Kondo-like regime sets in at Vg <�20 V. b, Rsq versus T on a log–log scale for gate voltages Vg
from �25 V to �60 V, and corresponding fitting curves (red lines) using the Hamman–Kondo-scattering model, which considers Kondo scattering as the
main scattering contribution at low temperatures. From the fit we obtain a Kondo temperature, TK, in the range between 15 K (Vg =�25 V) and 20 K
(Vg =�60 V). c, 2D-conductivity, �2D, versus T at selected positive gate voltages showing reduced scattering (that is, higher conductance) below the
onset of the FM transition TFM.
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Figure 4 | Hall-e�ect data as a function of the gate voltage and temperature. a, Rxy versus µ0H measured at 1.8 K for selected gate voltages from �41 V
(n2D = 1.8⇥ 1013 cm�2) to 32 V (n2D =2.9⇥ 1013 cm�2). For Vg >�30 V a negative curvature can be observed at low field (µ0H⇡3 T). The linear
extrapolation to zero field of Rxy (orange dashed line) is the anomalous component RAN

xy . b, Gate voltage dependence of the anomalous coe�cient RAN
xy .

c, Temperature dependence of RAN
xy measured at Vg =+32 V, showing that RAN

xy vanishes above the FM transition. The errors bars in b and c are estimated
from the linear fit of Rxy(µ0H) in the 4 T <µ0H<7 T range. Dashed red lines are guides for eyes. d, Comparison between the low-field nonlinear part of the
Rxy data measured for various gate voltages in the FM phase—that is, Rxy corrected by the linear contribution H(dRxy/dH) at 6 T and normalized to
RAN
xy —and the out-of-plane Eu magnetization (open circles) extracted from Eu XMCD data at zero gate with the field perpendicular to the interface.
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Figure 3 | Square resistance and 2D-conductance versus gate voltage. a, Rsq versus T for gate voltages Vg from �60 V to +30 V. Rsq is strongly modulated
by moderate values of the gate voltage (Vg), with larger field e�ect sensitivity compared to LAO/STO. The downturn at Tc =7.5 K is clearly visible in the
data at Vg > 10 V, coinciding with the Eu2+ FM ordering. A Kondo-like regime sets in at Vg <�20 V. b, Rsq versus T on a log–log scale for gate voltages Vg
from �25 V to �60 V, and corresponding fitting curves (red lines) using the Hamman–Kondo-scattering model, which considers Kondo scattering as the
main scattering contribution at low temperatures. From the fit we obtain a Kondo temperature, TK, in the range between 15 K (Vg =�25 V) and 20 K
(Vg =�60 V). c, 2D-conductivity, �2D, versus T at selected positive gate voltages showing reduced scattering (that is, higher conductance) below the
onset of the FM transition TFM.
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xy measured at Vg =+32 V, showing that RAN

xy vanishes above the FM transition. The errors bars in b and c are estimated
from the linear fit of Rxy(µ0H) in the 4 T <µ0H<7 T range. Dashed red lines are guides for eyes. d, Comparison between the low-field nonlinear part of the
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Other conducting oxide interfaces

resistance is linear only for negative VG, and not for
positive VG [Fig. 2(a)]. In the latter case, two distinct
slopes are evidenced at low and high fields, respectively,
suggesting a multiband transport scenario. In Fig. 2(a), the
Hall resistance at high magnetic field has been fitted with a
two-band model:

RHall ¼
B

e

n1!
2
1

1þ!2
1B

2 þ n2!
2
2

1þ!2
2B

2

½ n1!1

1þ!2
1B

2 þ n2!2

1þ!2
2B

2$2 þ ½ n1!
2
1B

1þ!2
1B

2 þ n2!
2
2B

1þ!2
2B

2$2
; (1)

where n1 and n2 are the 2D electron densities, and !1

and !2 the corresponding mobilities, with the constraint
1=Rs¼en1!1þen2!2. As reported in Figs. 2(b) and 2(c),
low and constant mobility!1 carriers (hereafter referred as
LMC) are present for all gate biases, whereas a few highly
mobile electrons (hereafter referred to as HMC) with a
mobility !2 increasing linearly with bias, show up for
positive VG only, as also observed by Kim et al. [13]. As
expected for electrostatic doping, the total number of
carriers ntotal ¼ n1 þ n2 rises monotonically with VG

(from 3 to 7% 1013 cm&2).
Such gate voltage dependent behaviour has been mea-

sured in all our samples, as for example the one reported in
Fig. 3 (sample B), whose total carrier density is slightly
higher (from 6 to 10% 1013 cm&2). The dependence of
ntotal with VG has been confirmed by measuring the ca-
pacitance CðVGÞ between the back gate and the 2DEG and
integrating it over the voltage range to obtain the electro-
static sheet carrier density

nSðVGÞ ¼ nSðVG ¼ &200 VÞ þ 1

eA

Z VG

&200
CðVÞdV; (2)

where A is the area of the capacitor. As shown in Fig. 3(a),
nS superimposes perfectly on nHall at negative voltage, as
expected since there is only one type of carrier. At positive

voltage, it matches ntotal extracted from the two-band
model analysis of high-field measurements. The sigmoid
shape of the total number of carriers at low temperature is
characteristic of the dielectric constant "R of the SrTiO3

substrate, which is highly nonlinear and strongly tempera-
ture dependent below )50 K as SrTiO3 undergoes a tran-
sition to a quantum paraelectric phase [14,15]. At higher
temperatures, CðVGÞ is constant, the total number of car-
riers rises linearly with VG and equals the Hall number of
carriers in the entire voltage range (ntotal ¼ nHall), indicat-
ing that no HMC are present in the 2DEG. As seen in
Fig. 3(b), the mobility is also constant at this temperature,
with the same value as the one measured at low tempera-
ture and negative VG. When lowering the temperature
below 50 K, the low-field Hall mobility rises up by more
than an order of magnitude at VG ¼ 200 V, and the low-
field Hall carrier density departs from the integrated ca-
pacitance measurements for VG > 0 only. This is a strong
indication that the two-band scenario is intrinsically re-
lated to the nonlinear variation of the SrTiO3 dielectric
constant "R in the quantum paraelectric regime.
To model the 2DEG properties, we have solved

the coupled Schrödinger and Poisson equations self
consistently, taking into account the dependence of "R
with VG and the continuity of the potential in the whole
sample. Indeed, the gate voltage not only controls the total
number of carriers in the 2DEG, but also the profile of the
conduction band in the substrate. As opposed to previous
calculations [16–18], we do not use a wedge-shape poten-
tial to model the confining potential of the 2DEG at the
interface, since it cannot provide a continuous solution
with the bulk band bending. Details of the calculations
are given in Part III of the Supplemental Material [19]. The
self consistent potential profile, as depicted for different
VG in Figs. 4(a)–4(c) for sample A, is made of a deep

0.0 0.1 0.2 0.3 0.4
0

1

2

3

150V

-70V

-10V

-200V

-150V

0V
10V

30V20V

40V
60V

100V

R
S

(k
Ω

/
)

T (K)

200V

b

-200 -150 -100 -50 0 50 100 150 200
0

1

2

3

R
s

R
S

(k
Ω

/
)

V
G

(V)

c

0.00

0.05

0.10

0.15

0.20

T
C

T
C

(K
)

0.0 0.4 0.8 1.2 1.6 2.0 2.4
R

S
(kΩ/ )

-50 0 50 100 150 200

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

T
(K

)

V
G

(V)

IN
S

U
L

A
T

O
R

SUPERCONDUCTOR

a

T
c

FIG. 1 (color online). Superconducting
transition as a function of gate voltage
for sample A (XX direction). (a) Sheet
resistance of sample A in color scale as a
function of temperature and gate voltage
from &50 V to þ200 V; the supercon-
ducting transition temperature (defined
as a 15% drop in sheet resistance) is
superimposed as a white dashed line
(see Part I of the Supplemental
Material [19] for a discussion on the Tc

criterion). (b) Sheet resistance as a func-
tion of temperature for selected gate
voltages. (c) Sheet resistance at
450 mK (left scale) and superconducting
transition temperature (right scale) as a
function of gate voltage (see Part II of
the Supplemental Material [19] for the
YY direction).
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Abstract
Transition metal oxides show a great variety of quantum electronic behaviours where correlations often have an important role. The
achievement of high-quality epitaxial interfaces involving such materials gives a unique opportunity to engineer artificial structures
where new electronic orders take place. One of the most striking result in this area is the recent observation of a two-dimensional
electron gas at the interface between a strongly correlated Mott insulator LaTiO  and a band insulator SrTiO . The mechanism
responsible for such a behaviour is still under debate. In particular, the influence of the nature of the insulator has to be clarified. In
this article, we show that despite the expected electronic correlations, LaTiO /SrTiO  heterostructures undergo a superconducting
transition at a critical temperature T onset~300 mK. We have found that the superconducting electron gas is confined over a typical
thickness of 12 nm and is located mostly on the SrTiO  substrate.
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