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Mott transition 
Localization of itinerant electrons by correlations 

The proximity to a Mott insulator 
strongly affects the properties of a 
system: 
-  strong spectral weight transfer 
-  formation of local moments 
-  large mass enhancement/low   
coherence temperature  

Limelette et al. Science 302, 89 (2003) 

The Mott insulating state has an 
extensive entropy: instable to 
ordered phases at low T 

Cuprates have been modeled in terms of 
proximity to a Mott insulating state 

                                                              Luca de’ Medici - LPS Orsay 



Correlations in Iron superconductors 

Iron superconductors show in general no Mott insulating state  

LETTERS NATUREMATERIALS DOI: 10.1038/NMAT3120
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Figure 1 |Ordered magnetic moments and mass enhancements in

iron-based compounds. a, The DFT+DMFT calculated and

experimental
6–13

iron magnetic moments in the SDW and DSDW states.

Also shown is the calculated fluctuating moment in the paramagnetic (PM)

state. b, The DFT+DMFT-calculated mass enhancementm∗/mband of the

iron 3d orbitals in the paramagnetic state and the low-energy effective

mass enhancement obtained from optical spectroscopy experiments
16–19

and (angle-resolved) photoemission spectroscopy experiments
20–24

.

and Fermi-surface shape, which together conspire to produce the

magnetic orderings shown in Fig. 1a.

The quasiparticle mass shown in Fig. 1b is quite moderate in

the phosphorus 1111 compound on the right-hand side of Fig. 1b,

but correlations are significantly enhanced in arsenic 122 and

1111 compounds. Note, however, that enhancement is not equal

in all orbitals, but it is significantly stronger in the t2g orbitals,

that is, xz , yz , and xy . The correlations get even stronger in

111 compounds, such as LiFeAs and NaFeAs, and finally jump

to significantly larger values of the order of five in selenides

KFe2Se2 and CsFe2Se2. Finally, the mass enhancement of the xy
orbital in FeTe exceeds a factor of seven when compared with

the band mass, which is typical for heavy-fermion materials,

but is rarely found in transition-metal compounds. We showed

only a lower bound for this mass as the end point of an arrow

in Fig. 1b, because the quasiparticles are not yet well formed

at the studied temperature T = 116K. Note the strong orbital

differentiation in FeTe, with an xz/yz mass of five and an eg
mass enhancement of only three. This orbital differentiation signals

that the material is in the vicinity of an orbital-selective Mott

transition, as proposed previously for other iron pnictides
15
, where

the xy orbital is effectively insulating while other orbitals remain

metallic. In Fig. 1b we also show the mass enhancement extracted

from optics
16–19

and angle-resolved photoemission spectroscopy

(ARPES) (refs 20–24) measurements, and find a good agreement

between our theory and experiment when available. The effective

mass extracted from ARPES and optics should be compared with
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Figure 2 | Structure, orbital occupation and probability of selected atomic

states of iron. a, The Fe–X (X= P, As, Se and Te) distance and X–Fe–X

angle in iron-based compounds, where the two X atoms are in the same ab
plane. Note this angle is different from the X–Fe–X angle where the two X

atoms are in different ab planes. b, The orbital occupation of the xy orbital
and the average values for the eg orbitals and all five orbitals. c, The
probability of selected atomic configurations of iron where N(S) is the total
number (spin) of iron 3d electrons in the atomic configuration.

that of the t2g orbitals, which contribute most of the spectral

weight at low energy.

The large mass enhancement in Hund’s metals is due to an

orbital blocking mechanism. If the Hund’s coupling is very large,

only the high-spin states have a finite probability in the atomic

histogram. The atomic high-spin ground state has a maximum

possible spin S = 2, and is orbitally a singlet, which does not

allow mixing of the orbitals and leads to orbital blocking, that is,

�gs|dα
†dβ |gs�= 0 when α �=β, where |gs� is the atomic ground state

in the 3d6
configuration and α is the iron orbital index. In the

localized limit and in the absence of crystal-field effects, it is possible

to derive a low-energy effective Kondo model, which has Kondo

coupling for a factor of (2S+ 1)
2
smaller than a model without

Hund’s coupling
25
. As the Kondo temperature TK depends on the

Kondo coupling I0 exponentially (TK ∝ exp(−1/I0)), this results
in an enormous mass enhancement of the order of exp(((2S+
1)

2−1)/I0) when compared with the systemwith negligible Hund’s

coupling (see also Supplementary Information).

Having established why heavy quasiparticles form in iron

pnictides and chalcogenides, we can now study how the key

parameters of the crystal structure control the strength of

correlations and other physical properties, keeping the same on-site

Coulomb interaction matrix. The Fe–pnictogen distance, shown in

2 NATUREMATERIALS | ADVANCE ONLINE PUBLICATION | www.nature.com/naturematerials

Yin et al., Nat Mat 10, 932 (2011) Moderate to strong mass enhancements 
Correlated physics 

DFT + Dynamical mean-field theory 

small, the electron is almost entirely localized at a lattice
site and moves only virtually, at short durations compati-
ble with the Heisenberg uncertainty principle. On the
other hand, when it is large, the electron can move
throughout the crystal. 

We thus obtain a simple local picture for the competi-
tion between itinerant and localized tendencies underly-
ing the rich phenomena that correlated materials exhibit.
The mapping of the lattice model onto an impurity model—
the basis of the dynamical mean-field theory—simplifies
the spatial dependence of the correlations among electrons
and yet accounts fully for their dynamics—that is, the local
quantum fluctuations missed in static mean-field treat-
ments like the Hartree–Fock approximation. 

Besides its conceptual value of providing a quantum
analog of the classical mean field, the mapping of a lattice
model onto the Anderson impurity model has had great
practical impact. Applications of DMFT have led to a lot of
progress in solving many of the problems inherent to
strongly correlated electron systems, such as the Mott
metal–insulator transition, doping of the Mott insulator,
phase separation, and the competition of spin, charge, and
orbital order. 

The potential for system-specific modeling of materi-
als using DMFT was recognized early on.7 But actual im-
plementation required combining ideas from band theory
and many-body theory.8 Vladimir Anisimov’s group in Eka-
terinburg, Russia, and one of us (Kotliar) first demon-
strated the feasibility of this approach using a simplified
model of a doped three-dimensional Mott insulator, 
La1⊗xSrxTiO3. The electrons in that material are divided
into two sets: weakly correlated electrons, well described
by a local-density approximation (LDA) that models the ki-
netic energy of electron hopping, and strongly correlated
(or more localized) electrons—the titanium d orbitals—
well described using DMFT. The one-body part of the
Hamiltonian is derived from a so-called Kohn–Sham
Hamiltonian. The on-site Coulomb interaction U is then
added onto the heavy d and f orbitals to obtain a model
Hamiltonian. DMFT (or more precisely, “LDA + DMFT”) is
then used to solve that Hamiltonian. 

Just as the Kohn–Sham equations serve as a reference
system from which one can compute the exact density of a

solid, the Anderson impurity model serves as a reference
system from which one can extract the density of states of
the strongly correlated electrons. The parallel between
DFT and DMFT is best seen in the functional approach to
DMFT,9 outlined in box 2. It constructs the free energy of
the system as a function of the total density and the local
Green function. Finding the extrema of the functional
leads to a self-consistent determination of the total energy
and the spectra. These and related efforts to combine
many-body theory with band-structure methods are an ac-
tive area of research.10,11

The metal–insulator transition
How does an electron change from itinerant to localized be-
havior within a solid when a control parameter such as
pressure is varied? The question gets at the heart of the
Mott transition problem, which occurs in materials as var-
ied as vanadium oxide, nickel selenium sulfide, and layered
organic compounds.1,11 Those materials share similar high-
temperature phase diagrams, despite having completely
different crystal structures, orbital degeneracies, and band
structures: In each, a first-order phase transition separates
a high-conductivity phase from a high-resistivity phase. At
low temperatures, in contrast, the materials exhibit very
different ordered phases: Organics are superconducting,
vanadium oxide forms a metallic and an antiferromagnetic
insulating phase, and nickel selenium sulfide forms a broad
region of itinerant antiferromagnetism. 

The Mott transition is central to the problem of mod-
eling strongly correlated electrons because it addresses di-
rectly the competition between kinetic energy and corre-
lation energy—that is, the wavelike and particlelike
character of electrons in the solid. Indeed, systems near
the Mott transition display anomalous properties such as
metallic conductivities smaller than the minimum pre-
dicted within a band picture, unconventional optical con-

56 March 2004    Physics Today http://www.physicstoday.org
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Figure 2. The density of states (DOS) of electrons in a 
material varies as a function of the local Coulomb interac-
tions between them. This series illustrates how the spectral

features—as measured by photoemission or tunneling 
experiments, say—evolve in the dynamical mean-field 

solution of the Hubbard model at zero temperature and
half filling (the same number of electrons as lattice sites).

U is the interaction energy and W is the bandwidth of
noninteracting electrons. (a) For the case in which elec-

trons are entirely independent, the DOS is assumed to
have the form of a half ellipse with the Fermi level EF, lo-
cated in the middle of the band, characteristic of a metal.

(b) In the weakly correlated regime (small U), electrons
can be described as quasiparticles whose DOS still resem-

bles free electrons. The Fermi liquid model accounts for
the narrowing of the peak. (c) In strongly correlated met-

als, the spectrum exhibits a characteristic three-peak struc-
ture: the Hubbard bands, which originate from local

“atomic” excitations and are broadened by the hopping of
electrons away from the atom, and the quasiparticle peak
near the Fermi level. (d) The Mott metal–insulator transi-

tion occurs when the electron interactions are sufficiently
strong to cause the quasiparticle peak to vanish as the

spectral weight of that low-frequency peak is transferred to
the high-frequency Hubbard bands. 
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Hund’s rules: atoms 

Hund’s Rules 

In open shells: 

1.  Maximize total spin S 
2.  Maximize total angular 

momentum T 
(3. Dependence on J=T+S,  
Spin-orbit effects) 

Aufbau 
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Janus Bifrons 
In ancient Roman religion and 
mythology, Janus is the god of 
beginnings and transitions, 
then also of gates, doors, 
doorways, endings and time. 
Most often he is depicted as 
having two heads […] 

The two faces of Hund’s coupling in metals 

Strong correlations far from a Mott insulator!! 

Multi band Hubbard model 

J is ‘Janus-faced’ (has two contrasting effects):  
•  lowering of coherence Temp (away from single-filling)  
•  enhancement of the Mott gap (away from half-filling)    

LdM, J. Mravlje, A. Georges, PRL 107, 256401 (2011) 

small, the electron is almost entirely localized at a lattice
site and moves only virtually, at short durations compati-
ble with the Heisenberg uncertainty principle. On the
other hand, when it is large, the electron can move
throughout the crystal. 

We thus obtain a simple local picture for the competi-
tion between itinerant and localized tendencies underly-
ing the rich phenomena that correlated materials exhibit.
The mapping of the lattice model onto an impurity model—
the basis of the dynamical mean-field theory—simplifies
the spatial dependence of the correlations among electrons
and yet accounts fully for their dynamics—that is, the local
quantum fluctuations missed in static mean-field treat-
ments like the Hartree–Fock approximation. 

Besides its conceptual value of providing a quantum
analog of the classical mean field, the mapping of a lattice
model onto the Anderson impurity model has had great
practical impact. Applications of DMFT have led to a lot of
progress in solving many of the problems inherent to
strongly correlated electron systems, such as the Mott
metal–insulator transition, doping of the Mott insulator,
phase separation, and the competition of spin, charge, and
orbital order. 

The potential for system-specific modeling of materi-
als using DMFT was recognized early on.7 But actual im-
plementation required combining ideas from band theory
and many-body theory.8 Vladimir Anisimov’s group in Eka-
terinburg, Russia, and one of us (Kotliar) first demon-
strated the feasibility of this approach using a simplified
model of a doped three-dimensional Mott insulator, 
La1⊗xSrxTiO3. The electrons in that material are divided
into two sets: weakly correlated electrons, well described
by a local-density approximation (LDA) that models the ki-
netic energy of electron hopping, and strongly correlated
(or more localized) electrons—the titanium d orbitals—
well described using DMFT. The one-body part of the
Hamiltonian is derived from a so-called Kohn–Sham
Hamiltonian. The on-site Coulomb interaction U is then
added onto the heavy d and f orbitals to obtain a model
Hamiltonian. DMFT (or more precisely, “LDA + DMFT”) is
then used to solve that Hamiltonian. 

Just as the Kohn–Sham equations serve as a reference
system from which one can compute the exact density of a

solid, the Anderson impurity model serves as a reference
system from which one can extract the density of states of
the strongly correlated electrons. The parallel between
DFT and DMFT is best seen in the functional approach to
DMFT,9 outlined in box 2. It constructs the free energy of
the system as a function of the total density and the local
Green function. Finding the extrema of the functional
leads to a self-consistent determination of the total energy
and the spectra. These and related efforts to combine
many-body theory with band-structure methods are an ac-
tive area of research.10,11

The metal–insulator transition
How does an electron change from itinerant to localized be-
havior within a solid when a control parameter such as
pressure is varied? The question gets at the heart of the
Mott transition problem, which occurs in materials as var-
ied as vanadium oxide, nickel selenium sulfide, and layered
organic compounds.1,11 Those materials share similar high-
temperature phase diagrams, despite having completely
different crystal structures, orbital degeneracies, and band
structures: In each, a first-order phase transition separates
a high-conductivity phase from a high-resistivity phase. At
low temperatures, in contrast, the materials exhibit very
different ordered phases: Organics are superconducting,
vanadium oxide forms a metallic and an antiferromagnetic
insulating phase, and nickel selenium sulfide forms a broad
region of itinerant antiferromagnetism. 

The Mott transition is central to the problem of mod-
eling strongly correlated electrons because it addresses di-
rectly the competition between kinetic energy and corre-
lation energy—that is, the wavelike and particlelike
character of electrons in the solid. Indeed, systems near
the Mott transition display anomalous properties such as
metallic conductivities smaller than the minimum pre-
dicted within a band picture, unconventional optical con-
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Figure 2. The density of states (DOS) of electrons in a 
material varies as a function of the local Coulomb interac-
tions between them. This series illustrates how the spectral

features—as measured by photoemission or tunneling 
experiments, say—evolve in the dynamical mean-field 

solution of the Hubbard model at zero temperature and
half filling (the same number of electrons as lattice sites).

U is the interaction energy and W is the bandwidth of
noninteracting electrons. (a) For the case in which elec-

trons are entirely independent, the DOS is assumed to
have the form of a half ellipse with the Fermi level EF, lo-
cated in the middle of the band, characteristic of a metal.

(b) In the weakly correlated regime (small U), electrons
can be described as quasiparticles whose DOS still resem-

bles free electrons. The Fermi liquid model accounts for
the narrowing of the peak. (c) In strongly correlated met-

als, the spectrum exhibits a characteristic three-peak struc-
ture: the Hubbard bands, which originate from local

“atomic” excitations and are broadened by the hopping of
electrons away from the atom, and the quasiparticle peak
near the Fermi level. (d) The Mott metal–insulator transi-

tion occurs when the electron interactions are sufficiently
strong to cause the quasiparticle peak to vanish as the

spectral weight of that low-frequency peak is transferred to
the high-frequency Hubbard bands. 
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DFT+ ’cheap’  mean fields 

Report ongoing Gutzwiller calculations for the Pnictides

Nicola Lanatà and Hugo Strand

(Dated: March 25, 2012)

(Rough personal notes, not for publication). Report preliminary calculations.

I. PRELIMINARY RESULTS

A. Numerical results for FeSe

I have first assumed J/U = 0.224, that is the ratio taken from the paper of Markus. The corresponding numerical

results are shown In Fig. 1. Considering that it seems that there is not a commonly accepted value for J/U , I have

considered also the smaller ratio J/U = 0.15, see Fig. 2.

As expected, the dxy band is the most correlated, but also the other t2g bands (dxz and dyz), which are degenerate

by symmetry, are strongly correlated.

Although the Gutzwiller approximation generally overestimates Mott critical points (sometimes even by a 20%), it

is clear that FeSe is also far from an orbital-selective Mott phase, and not only far from the conventional Mott phase.

Furthermore, we can say that FeSe is indeed janus (as we wanted to show). Let us characterize the janus phase by

the property that the functions Zα(U) is convex. From our data we see that the second derivative of Zα(U) vanishes

at U ∼ 3, which is below Uphysical.

I think that the behavior of the orbital fillings, which is supplemented by the corresponding renormalized crystal

fields, is very interesting. In particular, it really seems that the crystal fields of the xz, yz and z2 orbitals almost cross

each other.

In order to better understand the behavior of the crystal fields of the xz, yz and z2 orbitals, I have plotted also

their “order of correlation” for both the ratios of J/U considered above, see Fig. 3.

At the moment I do not understand all the aspects of this behavior. It is evident that this must be an effect driven

FIG. 1: Quasi particle weights Z, orbital populations and renormalized crystal fields vs U for FeSe. J/U = 0.224.

LaFeAsO,  J/U=0.25 

R. Yu and Q. Si,  ArXiv:1202.6115  N. Lanatà, H. Strand, G. Giovannetti, LdM and M. 
Capone (unpublished) 

Slave-spins: 
LdM, A. Georges and S. Biermann, 
PRB 72, 205124 (2005) 
S. R. Hassan and LdM,  PRB 81, 
35106 (2010) 

FeSe,  J/U=0.224 

LDA+Gutzwiller 

LDA+Slave Spins 
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Orbital selective physics 



•  Coexisting itinerant and localized 
conduction electrons 
•  Metallic resistivity and free-moment 
magnetic response 
•  non Fermi-liquid physics of the intinerant 
electrons 

Possibly relevant for:  
Ca2-xSrxRuO4, BaVS3, LiV2O4,  
α-Fe, Fe-Superconductors, … 

Two-orbital Hubbard model with different bandwidths 

Orbital-selective Mott transition (OSMT)                                                               Luca de’ Medici - LPS Orsay 

Anisimov et al., Eur. Phys. J. B 25, 191 (2002) 
Koga et al., Phys. Rev. Lett. 92, 216402 (2004) 
    For a review:  
 M. Vojta J. Low Temp. Phys. 161, 203 (2010) 

LdM, A. Georges and S. Biermann, PRB 72, 205124 (2005) 

J favors the OSMT 



OSMT in systems with the same bandwidth 

LdM, S.R. Hassan, M. Capone, X. Dai, PRL102, 126401 (2009) 

3 bands of the same width 

Crystal-field (one band up)  
+ Hund’s coupling 

OSMT region widens with J 
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OSMT in systems with the same bandwidth 

LdM, S.R. Hassan, M. Capone, X. Dai, PRL102, 126401 (2009) 

3 bands of the same width 

Crystal-field (one band up)  
+ Hund’s coupling 

OSMT region widens with J 

Is it the remaining 
degeneracy, which 
plays the role of a 
larger bandwidth? 

                                                              Luca de’ Medici - LPS Orsay 

6 electrons in 5 bands 

LdM, S.R. Hassan, M. Capone, 
JSC 22, 535 (2009) 



OSMT in a 3-band model with equal bandwidths and a symmetric crystal field splitting 

Crucial: Hund’s coupling 
suppresses the orbital 
fluctuations, rendering the 
orbitals independent from 
one-another 

Hund’s coupling acts as 
a band-decoupler 

Δ 

U 

Δ Δ 

LdM, S.R. Hassan, M. Capone, X. Dai, PRL102, 126401 (2009) 
LdM, Phys. Rev. B 83, 205112 (2011) 
Werner and Millis, Phys. Rev. Lett.99, 126405 (2007) 



Non Fermi-liquid properties of the OSMP 

Metallic phase 

OSMP U 

Δ Δ 



Report ongoing Gutzwiller calculations for the Pnictides

Nicola Lanatà and Hugo Strand

(Dated: March 25, 2012)

(Rough personal notes, not for publication). Report preliminary calculations.

I. PRELIMINARY RESULTS

A. Numerical results for FeSe

I have first assumed J/U = 0.224, that is the ratio taken from the paper of Markus. The corresponding numerical

results are shown In Fig. 1. Considering that it seems that there is not a commonly accepted value for J/U , I have

considered also the smaller ratio J/U = 0.15, see Fig. 2.

As expected, the dxy band is the most correlated, but also the other t2g bands (dxz and dyz), which are degenerate

by symmetry, are strongly correlated.

Although the Gutzwiller approximation generally overestimates Mott critical points (sometimes even by a 20%), it

is clear that FeSe is also far from an orbital-selective Mott phase, and not only far from the conventional Mott phase.

Furthermore, we can say that FeSe is indeed janus (as we wanted to show). Let us characterize the janus phase by

the property that the functions Zα(U) is convex. From our data we see that the second derivative of Zα(U) vanishes

at U ∼ 3, which is below Uphysical.

I think that the behavior of the orbital fillings, which is supplemented by the corresponding renormalized crystal

fields, is very interesting. In particular, it really seems that the crystal fields of the xz, yz and z2 orbitals almost cross

each other.

In order to better understand the behavior of the crystal fields of the xz, yz and z2 orbitals, I have plotted also

their “order of correlation” for both the ratios of J/U considered above, see Fig. 3.

At the moment I do not understand all the aspects of this behavior. It is evident that this must be an effect driven

FIG. 1: Quasi particle weights Z, orbital populations and renormalized crystal fields vs U for FeSe. J/U = 0.224.

Back to realistic calculations (ab-initio +MF) 

LaFeAsO,  J/U=0.25 

R. Yu and Q. Si,  ArXiv:1202.6115  

N. Lanatà, H. Strand, G. Giovannetti, LdM and M. Capone (unpublished) 

FeSe,  J/U=0.224 
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U(eV) 5

FIG. 1. Ground-state phase diagram of the five-orbital model
at n = 6.0. The solid curve with symbols shows the boundary
between the metallic and Mott insulating phases. The dotted
line shows a crossover in the metallic phase where the system
changes from a weakly correlated metal to a strongly corre-
lated metal. The dashed line indicates a low-spin to high-spin
transition in the Mott insulating phase. The atomic config-
urations corresponding to the low-spin and high-spin Mott
states are illustrated on the right side.

study the five-orbital Hubbard model for iron pnicitdes.
We take the tight-binding parameters as those proposed
in Ref. 50 for the parent LaOFeAs. The interaction part
of the Hamiltonian is as given in Eq. (3). For simplic-
ity, here we consider only the density-density interactions
and drop the spin-flip and pair-hopping terms in Eq. (3).
The results with the full interactions are qualitatively
similar41.
Fig. 1 shows the ground-state phase diagram at elec-

tron filling n = 6 of the five-orbital model in the J-
U plane. We find a single transition from a metal to
an insulator. At J = 0, Uc ≈ 13.1 eV. In this case,
we have also independently determined USR

c ≈ 11.0 eV
from the slave-rotor mean-field theory51. For a model
with M -fold-degenerate orbitals, the ratio Uc/USR

c =
(M +1)/M .1,43 This relation approximately holds in the
five-orbital model, in which we find Uc/USR

c ≈ 1.19. It
can be understood by the fact that in this model, the
largest crystal field splitting (∆ ≈ 0.5 eV) is relatively
small compared to the full bandwidth (D ≈ 4.0 eV), so
the orbitals are nearly degenerate.
A non-zero Hund’s rule coupling strongly affects the

MIT and the nature of both the insulating and metallic
states. In the insulating phase, we find that the degen-
erate xz and yz orbitals are always at half filling, and
hence in a Mott insulating state; while the x2 − y2 or-
bital is fully occupied, in a band insulating state. The
transition is therefore an orbital selective MIT.41 Due to
the interplay of J and crystal field splitting ∆, the other
two orbitals can be either in a Mott insulating (J > ∆),
or in a band insulating state (J < ∆). Accordingly, the

FIG. 2. (a): Evolution of the quasiparticle spectral weight
with U at n = 6.0 and J/U = 0.1. (b): Same as (a) but at
J/U = 0.25. The inset shows the difference of free energies
(∆f) between three competing states for the same model pa-
rameters, with fm, fMI, and fOS respectively denote the free
energies of the metallic, Mott insulating, and orbital selective
Mott states.

five-orbital model can accommodate either a high-spin
(S = 2) or a low-spin (S = 1) Mott state, as illustrated
in Fig. 1. These two states are separated by a low-spin-
to-high-spin transition inside the insulating phase.

In the models at half filling, Uc decreases monotoni-
cally with increasing J/U . But the phase diagram of the
five-orbital model shows a significant difference: as J/U
is increased from zero, Uc first decreases for J/U ! 0.1,
but then increases with J/U for J/U " 0.1. We can
understand this by estimating and comparing the Mott
gaps in the four- and five-orbital models in two limiting
cases: 0 < J # ∆ and J $ ∆. The Mott gap GM mea-
sures the distance between the upper and lower Hubbard
bands in a Mott insulator. It can be approximated by
GM ≈ GA − D; here GA = En+1 + En−1 − 2En is the
excitation gap in the atomic limit, and En is the energy
of the atomic configuration with n electrons. A reason-
able estimate of Uc can be obtained from GA ∼ D. For
0 < J # ∆, the configuration for the undoped com-
pound is the S = 1 low-spin state. For this configu-
ration, GA = U + J in both the four- and five-orbital
models. Hence when J/U is small, in both models we

Proximity to an OSMT 
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(Rough personal notes, not for publication). Report preliminary calculations.

I. PRELIMINARY RESULTS

A. Numerical results for FeSe

I have first assumed J/U = 0.224, that is the ratio taken from the paper of Markus. The corresponding numerical

results are shown In Fig. 1. Considering that it seems that there is not a commonly accepted value for J/U , I have

considered also the smaller ratio J/U = 0.15, see Fig. 2.

As expected, the dxy band is the most correlated, but also the other t2g bands (dxz and dyz), which are degenerate

by symmetry, are strongly correlated.

Although the Gutzwiller approximation generally overestimates Mott critical points (sometimes even by a 20%), it

is clear that FeSe is also far from an orbital-selective Mott phase, and not only far from the conventional Mott phase.

Furthermore, we can say that FeSe is indeed janus (as we wanted to show). Let us characterize the janus phase by

the property that the functions Zα(U) is convex. From our data we see that the second derivative of Zα(U) vanishes

at U ∼ 3, which is below Uphysical.

I think that the behavior of the orbital fillings, which is supplemented by the corresponding renormalized crystal

fields, is very interesting. In particular, it really seems that the crystal fields of the xz, yz and z2 orbitals almost cross

each other.

In order to better understand the behavior of the crystal fields of the xz, yz and z2 orbitals, I have plotted also

their “order of correlation” for both the ratios of J/U considered above, see Fig. 3.

At the moment I do not understand all the aspects of this behavior. It is evident that this must be an effect driven

FIG. 1: Quasi particle weights Z, orbital populations and renormalized crystal fields vs U for FeSe. J/U = 0.224.
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FIG. 1. Ground-state phase diagram of the five-orbital model
at n = 6.0. The solid curve with symbols shows the boundary
between the metallic and Mott insulating phases. The dotted
line shows a crossover in the metallic phase where the system
changes from a weakly correlated metal to a strongly corre-
lated metal. The dashed line indicates a low-spin to high-spin
transition in the Mott insulating phase. The atomic config-
urations corresponding to the low-spin and high-spin Mott
states are illustrated on the right side.

study the five-orbital Hubbard model for iron pnicitdes.
We take the tight-binding parameters as those proposed
in Ref. 50 for the parent LaOFeAs. The interaction part
of the Hamiltonian is as given in Eq. (3). For simplic-
ity, here we consider only the density-density interactions
and drop the spin-flip and pair-hopping terms in Eq. (3).
The results with the full interactions are qualitatively
similar41.
Fig. 1 shows the ground-state phase diagram at elec-

tron filling n = 6 of the five-orbital model in the J-
U plane. We find a single transition from a metal to
an insulator. At J = 0, Uc ≈ 13.1 eV. In this case,
we have also independently determined USR

c ≈ 11.0 eV
from the slave-rotor mean-field theory51. For a model
with M -fold-degenerate orbitals, the ratio Uc/USR

c =
(M +1)/M .1,43 This relation approximately holds in the
five-orbital model, in which we find Uc/USR

c ≈ 1.19. It
can be understood by the fact that in this model, the
largest crystal field splitting (∆ ≈ 0.5 eV) is relatively
small compared to the full bandwidth (D ≈ 4.0 eV), so
the orbitals are nearly degenerate.
A non-zero Hund’s rule coupling strongly affects the

MIT and the nature of both the insulating and metallic
states. In the insulating phase, we find that the degen-
erate xz and yz orbitals are always at half filling, and
hence in a Mott insulating state; while the x2 − y2 or-
bital is fully occupied, in a band insulating state. The
transition is therefore an orbital selective MIT.41 Due to
the interplay of J and crystal field splitting ∆, the other
two orbitals can be either in a Mott insulating (J > ∆),
or in a band insulating state (J < ∆). Accordingly, the

FIG. 2. (a): Evolution of the quasiparticle spectral weight
with U at n = 6.0 and J/U = 0.1. (b): Same as (a) but at
J/U = 0.25. The inset shows the difference of free energies
(∆f) between three competing states for the same model pa-
rameters, with fm, fMI, and fOS respectively denote the free
energies of the metallic, Mott insulating, and orbital selective
Mott states.

five-orbital model can accommodate either a high-spin
(S = 2) or a low-spin (S = 1) Mott state, as illustrated
in Fig. 1. These two states are separated by a low-spin-
to-high-spin transition inside the insulating phase.

In the models at half filling, Uc decreases monotoni-
cally with increasing J/U . But the phase diagram of the
five-orbital model shows a significant difference: as J/U
is increased from zero, Uc first decreases for J/U ! 0.1,
but then increases with J/U for J/U " 0.1. We can
understand this by estimating and comparing the Mott
gaps in the four- and five-orbital models in two limiting
cases: 0 < J # ∆ and J $ ∆. The Mott gap GM mea-
sures the distance between the upper and lower Hubbard
bands in a Mott insulator. It can be approximated by
GM ≈ GA − D; here GA = En+1 + En−1 − 2En is the
excitation gap in the atomic limit, and En is the energy
of the atomic configuration with n electrons. A reason-
able estimate of Uc can be obtained from GA ∼ D. For
0 < J # ∆, the configuration for the undoped com-
pound is the S = 1 low-spin state. For this configu-
ration, GA = U + J in both the four- and five-orbital
models. Hence when J/U is small, in both models we
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Angle-resolved Photoemission Data (Shen’s group Stanford) 
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AxFe2-ySe2 (A=K,Rb) 



Angle-resolved Photoemission Data (Shen’s group Stanford) 
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 dxy spectral weight diminishes with temperature. 

 dxz/dyz spectral weight does not diminish in the same temperature window. 

temperature-induced  Orbital-Selective 
Mott Transition 

AxFe2-ySe2 (A=K,Rb) 



Other experimental evidences 

•  EPR-NMR, Arçon et al., Phys. Rev. B 82, 140508 (2010)  
3

FIG. 3. 125K and 77K Knight shifts versus (a) bulk suscep-
tibility, χB||c and (b) χEPR with temperature as an implicit
parameter.

or FeSe0.92.18 Interestingly, the ratio, δ125ν1/2/δ
77ν1/2 ≈

3.2 is significantly larger than that of the corresponding
gyromagnetic ratios, 125γ/77γ = 1.65, which is consistent
with differences in the p− d hybridization between FeTe
and FeSe.20

The room temperature NMR spectra are strongly
shifted to higher frequencies with respect to the reference.
The Knight shifts are 125K = 1.038(2)% and 77K =
0.692(2)% for 125Te and 77Se nuclei, respectively. The
resonances shift considerably to lower frequencies with
decreasing temperature (Fig. 2c): ∆125K = −0.524%
and ∆77K = −0.316% between 300 and 20 K. A simi-
lar decrease of 77K has been reported for Fe1.01Se and
Fe1.04Se0.33Te0.67.16–18 However, the Knight shifts, nK
(n = 77, 125) do not scale with the bulk spin suscep-
tibility over the entire temperature range (Fig. 3a).
NMR data thus provide direct evidence that the local
and bulk spin susceptibilities are different in the investi-
gated sample. On the other hand, comparing nK with
χEPR, which also measures the local spin susceptibil-
ity, reveals excellent linear scaling (Fig. 3b). If we ex-
press the temperature-dependent spin part of the Knight

shift as nK(T ) =
nAB||c

NAµB
χEPR, we derive the coupling

constants, 125AB||c = −5.0(5) kOe/µB and 77AB||c =
−3.9(8) kOe/µB. Since we scale nK with the local rather
than the bulk spin susceptibility, the coupling constants
are different from those extracted for Fe1.04Se0.33Te0.67
only from low temperature (< 100 K) data.17

The scaling of nK with the local rather than with the
bulk spin susceptibility is a strong indication for the co-
existence of coupled localized and itinerant states at the
atomic scale. In the case of two coupled spin components,
there are generally three contributions to the spin part
of the Knight shift, nKS =n Kc+nKl+nKex. Here nKc

stands for the coupling of Te/Se nuclei to the itinerant
electrons via hyperfine coupling interaction and should
be only weakly temperature dependent, nKl describes
the interaction with the localized states, and nKex is the
additional Knight shift arising from the spin-density po-
larization due to the interaction between the localized

and itinerant states. nKex should be negative in sign,21

as it is indeed observed. It is intriguing that the strong
temperature dependence of nK can be simulated with
the expression nK ∝ (1− (T/T ∗)) log (T ∗/T ) , which has
been applied to a number of Kondo lattice materials.22

Here T ∗ is the correlated Kondo temperature and is a
measure of the intersite localized state interactions.22 Ex-
cellent agreement with the experimental data for both
nuclei (Fig. 2b) is obtained with the same T ∗ ∼ 800 K,
which falls within the 50-80 meV range of the crossover
energy between quasiparticle states and excitations with
local character.13

The most important experimental finding of this work
is that in FeSe0.42Te0.58 intrinsic states with localized
character may form, coexist and couple with itinerant
states. The coupling between the two electronic compo-
nents governs the normal as well as the superconduct-
ing properties. It is suggested that in such strongly
correlated systems this coupling plays a vital role in
suppressing magnetism and promoting high-temperature
superconductivity.23 Therefore, in order to test the sup-
pression of spin fluctuations we turn to the spin-lattice
relaxation time, nT1 data. Fig. 4a shows the fre-
quency dependence of 1/77T1T for 77Se NMR spectra
at selected temperatures. It is evident that 1/77T1T
substantially varies over the 77Se NMR line and the
ratio between largest and shortest 1/77T1T measured
for the low- and high-frequency spectral shoulders can
be as large as 4 (at 50 K). Therefore, a simple two
relaxation-times model earlier applied17,18 to FeSe0.92
and Fe1.04Se0.33Te0.67 oversimplifies the experimental sit-
uation and may even lead to erroneous conclusions. All
1/77T1T values fall on nearly the same universal Knight
shift-dependent curve described by the Korringa relation,
77T1T 77K2

S = !

4πkB

γ2

e

γ2
Se

β. Here γe and γSe are the electron

and nuclear gyromagnetic ratios and 77KS is obtained
from 77KS =77 K −77 Korb, where 77Korb = 0.24(3)%
is a temperature-independent orbital shift. Deviations
from this universal dependence, mostly visible at high
temperatures, indicate the presence of another weaker
relaxation channel, for which 77T−1

1 = const. might sug-
gest relaxation via localized moments. A phenomenolog-
ical parameter, β characterizes the extent of spin fluctua-
tions and has been recently studied in the context of the
normal state properties of iron-based superconductors.19

Since we obtain β = 1.0(1), we conclude that AF spin
fluctuations are not strongly enhanced. Another indica-
tion for this comes from the validity of Korringa rela-
tion over a broad temperature interval (Fig. 4b). This
is in striking contrast to FeSe, which clearly shows en-
hancement of AF spin fluctuations towards Tc.16 Appar-
ently these spin fluctuations become strongly suppressed
upon Te substitution and are only visible again after the
application of pressure.24 This is fully consistent with
the present picture of localized states. Namely high T ∗

suggests strong local Kondo effects where local magnetic
moments become screened and unconventional supercon-

FeSe0.42Te0.58 
Knight shift scales with 
local (EPR) and not bulk 
susceptibility 
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•  Magnetoresistance , Yuan H-Q et al. ArXiv:1102.5476 

Magnetic transition 
insensitive to large 
magnetic fields: magnetism 
of local origin. 
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•  Neutrons, Xu et al, Phys. 
Rev. B 84, 052506 (2011) 

FeSe0.65Te0.35 
Integrated magnetic 
spectral weigth up to 
12meV shows little 
change with T 
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FIG. 3. (Color online) Contour intensity maps showing the
fitted magnetic scattering intensity versus h̄ω and Q at different
temperatures: (a) 4 K, (b) 25 K, (c) 100 K, and (d) 300 K.

outward from Q0, as shown in Fig. 3(c). The saddle point
at 5 meV actually disappears, and the dispersion becomes
clearly incommensurate and almost vertical. There is little
change between 100 and 300 K.

In Figs. 4(a) and 4(b), we plot the intensities, integrated
along Q = (1 − K,K,0), of the magnetic scattering and the
spurious peak. The effect of the resonance in the superconduct-
ing phase is observable up to h̄ω ∼ 10 meV. The plot of the
spurious-peak intensity shows signs of temperature activation,
and is peaked near 5 meV; in any case, its scale is generally
small compared to the magnetic signal.

The magnetic response in the normal state shows little
temperature dependence and the main spectral weight is

FIG. 4. (Color online) (a) Q-integrated (integrated only in
one dimension, along the transverse direction) magnetic intensity,
obtained based on the fit described in the text, plotted vs temperature.
(b) Average squared magnetic moment per Fe site vs temperature, for
spectral weight integrated over 0 < h̄ω < 12 meV. (c) Q-integrated
intensity for the spurious peak around (0.25,0.75,0), plotted vs
temperature.

always located at higher energies (6 meV). Compared to that
in the superconducting state, the low-energy spectral weight
(below the gap) does appear to increase in the normal state
when the “resonance” near 6.5 meV disappears, but remains
almost unchanged with further heating for T up to 300 K. This
is consistent with the system having no static magnetic order
at low temperature, and therefore no shift of spectral weight
from the elastic channel into those at low-energy transfers
upon heating. The lack of temperature dependence for the
magnetic excitation spectrum in the normal state for T between
25 and 300 K, suggests a large energy scale associated with the
magnetic response. We also note that the dispersion changes
from a near hour-glass shape at low temperatures (T = 4 K and
25 K) to a “waterfall” shape at high temperatures (T = 100 K
and 300 K). This change in dispersion is qualitatively similar
to the behavior reported for underdoped YBa2Cu3O6+x ,24 but
occurs at temperatures well within the normal state, and its
origin is not entirely understood.

Our key result is obtained by integrating the magnetic signal
over Q and h̄ω. The measured inelastic magnetic scattering
intensity is proportional to the dynamic spin correlation func-
tion S(Q,ω) = χ ′′(Q,ω)/(1 − e−h̄ω/kBT ), which follows the
“sum rule” that

∫
BZ

dQ
∫ +∞
−∞ Sαβ (Q,ω)dω = 1

3v∗ δαβ〈M2〉/g2,
where v∗ is the volume of the Brillouin zone. By integrating
the normalized spectral weight up to h̄ω ∼ 12 meV, we can
obtain a lower bound of the magnetic moment per Fe. For
the Q integration, we assume the peak width along the
longitudinal direction is the same as transverse direction and
that the response is uniform along L, based on results from
previous measurements.7,10 For energy, we integrated over
the interval 0 meV ! h̄ω ! 12 meV, using the low-energy
extrapolation indicated by the dashed lines in Fig. 4(a).
From this integral, we obtain a spectral weight of 〈M2〉LE =
0.07(3)µ2

B per Fe. The temperature dependence of this quantity
is negligible, as shown in Fig. 4(c). Similar behavior showing
little temperature dependence of the integrated spectral weight
is also evidenced in the AFM insulator La2CuO4

33 where
magnetism is dominated by local moments.

The moment we have evaluated is only a small fraction
of the total moment per site, considering that previous
measurements have shown significant spectral weight all the
way up to a few hundred meV.8 Nevertheless, such a large
low-energy magnetic response is already an order of magnitude
larger than what is expected from a simple itinerant picture.
For example, taking the density of states34 at the Fermi energy
of ∼ 1.5 states/eV from a nonmagnetic LDA calculation for
FeSe, the corresponding bare susceptibility, or 〈M2〉LE derived
from electrons near the Fermi level can be estimated to be no
more than of order 0.001 µ2

B per Fe within an excitation energy
range of 12 meV. Even including a mass enhancement factor of
2 to 3 as observed by photoemission,35,36 the resulting spectral
weight is still at least an order of magnitude smaller than our
observation. One could in principle fine-tune the interaction
strength to bring the magnon pole to a very low energy to
enhance the spectral weight, but then it will surely generate
a strong temperature dependence of the spectral weight,37

in drastic contrast to our observation. The observed lack of
temperature dependence suggests that electronic states over a
large energy range contribute to the effective moment, which is
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FIG. 2: (color online) Laser ARPES data of BaK with several
dopings: E-k plots taken at a cut along or close to the high-
symmetry line in momentum space measured in the SC state
at low temperature (T ∼ 7K) with circularly-polarized light.
The energy distribution curves (EDCs) corresponding to these
E-k plots where (a), (b) and (c) display the inner, middle and
outer band EDCs respectively and their symmetrized coun-
terparts are displayed in panels (d), (e) and (f). The black
bars indicate the position of an additional peak observed at
higher binding energies compared to the SC peak. The x=0.4
data were taken from ref. [15].

It becomes clear from Fig. 3 that by moving away from
the OP region, the orbital-independent SC gaps have be-
come strongly orbital dependent. The most striking fea-
ture is the abrupt drop in the outer FS sheet gap size
in the heavily OD region (for x ! 0.6) while the inner
and middle FS gaps roughly scale with Tc. Indeed, this
is accompanied by an abrupt change in the FS topology
at x ∼ 0.6 as we show in Fig. 4. Using a He discharge
source with hν = 21.218 eV we show the FS maps of x ∼

0.5 and 0.6 in panels a1 and a2 of Fig. 4 respectively with
the corresponding magnified images around the X point
in panels b1 and b2. The cuts taken near the X point
show that while a small electron pocket still exists around
the X point in x ∼ 0.5 (cut c1) similar to OP BaK [32],
only hole-like bands reach EF and form propeller-like FS
in x ∼ 0.6 (cut c2). This can be clearly observed in the
magnified E-k plots and their corresponding MDC sec-
ond derivative plots respectively displayed in panels d1,
e1 for cut c1 and panels d2, e2 for cut c2 where an elec-

tron band clearly crosses EF near the X point for x ∼

0.5 but not for x ∼ 0.6. Also, this is consistent with
the observation of an intensity at the X point in panels
a1 and b1 (x ∼ 0.5) but not in panels a2 and b2 (x ∼

0.6). Therefore, it can be concluded that the collapse of
the outer FS gap to negligibly-small values for x ! 0.6
is probably a consequence of the disappearance of the
counter electron pocket at the X point. Such an inter-
pretation is supported by the fact that this gap survives
up to x ∼ 0.5 (Fig. 3) where the electron pockets at the
BZ corner still exist.
In an attempt to understand this abrupt change in

the gap structure, we illustrate in Fig. 5 the pair scat-
tering process within portions of the FS having similar
orbital character (intra-orbital interactions). While both
X2

− Y 2 and XZ/Y Z orbital components exist at the X
point around OP BaK (Fig. 5(a)), XZ/Y Z rather than
X2

−Y 2 orbitals has dominant contribution at this point
for the heavily OD case (Fig. 5(b)) as expected by the
density functional theory (DFT) calculations [28]. This
is consistent with the disappearance of the electron pock-
ets with dominant X2

− Y 2 orbital character for x ! 0.6
as we observed using He-discharge ARPES. On the other
hand, the SC gap on the inner and middle hole FS sheets,
with dominant XZ/Y Z orbital character, has finite val-
ues for all doping levels investigated here and roughly
scales with Tc (Fig. 3). This may be a consequence of
the survival of the inter-band pair scattering related to
these sheets through channel (1) (Fig. 5). As for the UD
region down to x ∼ 0.2, the SC gap size at the outer sheet
has finite values, unlike the heavily OD case, because the
electron pockets exit at the X point and the intra-orbital
interactions conditions are satisfied.

60

50

40

30

20

10

0

Tc (K)

1.00.80.60.40.20.0
x

5

4

3

2

1

0

G
ap

 s
ize

 (m
eV

)

 Tc
 inner
 middle
 outer

FIG. 3: (color online) Doping dependence of the SC gap size
(left y-axis) in BaK compound on the different hole-like bands
around the BZ center determined from the data displayed in
Fig. 2 and the SC transition temperature Tc (right y-axis).
The x=0.4 data were taken from ref. [15].

Our results browse the importance of intra-orbital in-
teractions for superconductivity in BaK compound and
highlight the different roles of X2

− Y 2 and XZ/Y Z or-
bitals as illustrated in Fig. 5. Obviously, we observe a di-
minishing role of the X2

− Y 2 compared to the XZ/Y Z
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FIG. 5: (Color online) Schematic phase diagram for FeSe and
LaFeAsO. Solid curve: spin freezing transition indicating the
boundary between Fermi-liquid and non-Fermi-liquid phases.
Vertical bar at half-filling: Mott insulating phase.

On the basis of these results we arrive at the phase
diagram depicted in Fig. 5. FeSe is located well inside
the non-Fermi-liquid phase, whereas FeAsLaO lies on the
Fermi-liquid side of the spin-freezing transition. Both
systems exhibit ‘parent’ Mott phases in the limit n = 5.
We finally discuss the role of spin-flip and pair-

exchange interactions. In Ref. [19] it was shown that
the omission of these terms in the many-body impurity
treatment leads to a significant shift of the Fermi-liquid
to non-Fermi-liquid phase boundary to ∼ 1 eV smaller
〈U〉. Thus, for FeSe bad-metallic behavior would become
even stronger. Since FeAsLaO, however, lies very close
to the phase boundary, this approximation has severe
consequences. Instead of a Fermi-liquid characterized by
moderate effective mass enhancement, this compound is
then also bad-metallic, in conflict with experiments.
The present work is based on a consistent combination

of single-particle Hamiltonian, constrained RPA interac-
tion parameters, and DMFT many-electron calculations
within a 5× 5 d electron basis. It would be interesting to
compare the spin freezing transition obtained within this
scheme to analogous formulations within a pd electron
basis, such as the one used in Ref. [21].
In summary, we have evaluated the effect of local cor-

relations in FeSe, using accurate single-particle proper-
ties and constrained RPA results for the orbital depen-
dent Coulomb and exchange matrices, combined with
ED/DMFT. The finite scattering rates derived from the
3d components of the self-energy are shown to be linked
to the formation of local moments. Thus, FeSe is bad-
metallic, in agreement with experimental findings. Spin
freezing ceases for large electron doping, giving rise to
Fermi-liquid behavior. In contrast, hole doping enhances
bad-metallicity. Applying the same scheme to FeAsLaO
we find that, as a result of the more efficiently screened
Coulomb interactions, local moment formation is con-
fined to hole doping n < 6. Thus, FeAsLaO and FeSe

seem to be located on opposite sides of the Fermi-liquid
to non-Fermi-liquid spin freezing transition.
A. L. likes to thank M. Aichhorn, R. Arita, E. Gull, K.

Haule, A. Millis and Ph. Werner, for fruitful discussions.
The calculations were carried out on the Jülich Juropa
computer. This research was supported in part by the
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FIG. 2: (color online) Laser ARPES data of BaK with several
dopings: E-k plots taken at a cut along or close to the high-
symmetry line in momentum space measured in the SC state
at low temperature (T ∼ 7K) with circularly-polarized light.
The energy distribution curves (EDCs) corresponding to these
E-k plots where (a), (b) and (c) display the inner, middle and
outer band EDCs respectively and their symmetrized coun-
terparts are displayed in panels (d), (e) and (f). The black
bars indicate the position of an additional peak observed at
higher binding energies compared to the SC peak. The x=0.4
data were taken from ref. [15].

It becomes clear from Fig. 3 that by moving away from
the OP region, the orbital-independent SC gaps have be-
come strongly orbital dependent. The most striking fea-
ture is the abrupt drop in the outer FS sheet gap size
in the heavily OD region (for x ! 0.6) while the inner
and middle FS gaps roughly scale with Tc. Indeed, this
is accompanied by an abrupt change in the FS topology
at x ∼ 0.6 as we show in Fig. 4. Using a He discharge
source with hν = 21.218 eV we show the FS maps of x ∼

0.5 and 0.6 in panels a1 and a2 of Fig. 4 respectively with
the corresponding magnified images around the X point
in panels b1 and b2. The cuts taken near the X point
show that while a small electron pocket still exists around
the X point in x ∼ 0.5 (cut c1) similar to OP BaK [32],
only hole-like bands reach EF and form propeller-like FS
in x ∼ 0.6 (cut c2). This can be clearly observed in the
magnified E-k plots and their corresponding MDC sec-
ond derivative plots respectively displayed in panels d1,
e1 for cut c1 and panels d2, e2 for cut c2 where an elec-

tron band clearly crosses EF near the X point for x ∼

0.5 but not for x ∼ 0.6. Also, this is consistent with
the observation of an intensity at the X point in panels
a1 and b1 (x ∼ 0.5) but not in panels a2 and b2 (x ∼

0.6). Therefore, it can be concluded that the collapse of
the outer FS gap to negligibly-small values for x ! 0.6
is probably a consequence of the disappearance of the
counter electron pocket at the X point. Such an inter-
pretation is supported by the fact that this gap survives
up to x ∼ 0.5 (Fig. 3) where the electron pockets at the
BZ corner still exist.
In an attempt to understand this abrupt change in

the gap structure, we illustrate in Fig. 5 the pair scat-
tering process within portions of the FS having similar
orbital character (intra-orbital interactions). While both
X2

− Y 2 and XZ/Y Z orbital components exist at the X
point around OP BaK (Fig. 5(a)), XZ/Y Z rather than
X2

−Y 2 orbitals has dominant contribution at this point
for the heavily OD case (Fig. 5(b)) as expected by the
density functional theory (DFT) calculations [28]. This
is consistent with the disappearance of the electron pock-
ets with dominant X2

− Y 2 orbital character for x ! 0.6
as we observed using He-discharge ARPES. On the other
hand, the SC gap on the inner and middle hole FS sheets,
with dominant XZ/Y Z orbital character, has finite val-
ues for all doping levels investigated here and roughly
scales with Tc (Fig. 3). This may be a consequence of
the survival of the inter-band pair scattering related to
these sheets through channel (1) (Fig. 5). As for the UD
region down to x ∼ 0.2, the SC gap size at the outer sheet
has finite values, unlike the heavily OD case, because the
electron pockets exit at the X point and the intra-orbital
interactions conditions are satisfied.
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FIG. 3: (color online) Doping dependence of the SC gap size
(left y-axis) in BaK compound on the different hole-like bands
around the BZ center determined from the data displayed in
Fig. 2 and the SC transition temperature Tc (right y-axis).
The x=0.4 data were taken from ref. [15].

Our results browse the importance of intra-orbital in-
teractions for superconductivity in BaK compound and
highlight the different roles of X2

− Y 2 and XZ/Y Z or-
bitals as illustrated in Fig. 5. Obviously, we observe a di-
minishing role of the X2

− Y 2 compared to the XZ/Y Z
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FIG. 5: (Color online) Schematic phase diagram for FeSe and
LaFeAsO. Solid curve: spin freezing transition indicating the
boundary between Fermi-liquid and non-Fermi-liquid phases.
Vertical bar at half-filling: Mott insulating phase.

On the basis of these results we arrive at the phase
diagram depicted in Fig. 5. FeSe is located well inside
the non-Fermi-liquid phase, whereas FeAsLaO lies on the
Fermi-liquid side of the spin-freezing transition. Both
systems exhibit ‘parent’ Mott phases in the limit n = 5.
We finally discuss the role of spin-flip and pair-

exchange interactions. In Ref. [19] it was shown that
the omission of these terms in the many-body impurity
treatment leads to a significant shift of the Fermi-liquid
to non-Fermi-liquid phase boundary to ∼ 1 eV smaller
〈U〉. Thus, for FeSe bad-metallic behavior would become
even stronger. Since FeAsLaO, however, lies very close
to the phase boundary, this approximation has severe
consequences. Instead of a Fermi-liquid characterized by
moderate effective mass enhancement, this compound is
then also bad-metallic, in conflict with experiments.
The present work is based on a consistent combination

of single-particle Hamiltonian, constrained RPA interac-
tion parameters, and DMFT many-electron calculations
within a 5× 5 d electron basis. It would be interesting to
compare the spin freezing transition obtained within this
scheme to analogous formulations within a pd electron
basis, such as the one used in Ref. [21].
In summary, we have evaluated the effect of local cor-

relations in FeSe, using accurate single-particle proper-
ties and constrained RPA results for the orbital depen-
dent Coulomb and exchange matrices, combined with
ED/DMFT. The finite scattering rates derived from the
3d components of the self-energy are shown to be linked
to the formation of local moments. Thus, FeSe is bad-
metallic, in agreement with experimental findings. Spin
freezing ceases for large electron doping, giving rise to
Fermi-liquid behavior. In contrast, hole doping enhances
bad-metallicity. Applying the same scheme to FeAsLaO
we find that, as a result of the more efficiently screened
Coulomb interactions, local moment formation is con-
fined to hole doping n < 6. Thus, FeAsLaO and FeSe

seem to be located on opposite sides of the Fermi-liquid
to non-Fermi-liquid spin freezing transition.
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According to the simple two-band model, the conductivity
can be written as σ =

∑
i σi , where σi = nie

2τi/mi is the
conductivity, ni is the charge carrier density, τi is the relaxation
time, and mi is the mass of the ith band (i = e or h for the
electron and hole bands, respectively). Therefore the resistivity
can be described as

ρ = memh

e2(neτemh + nhτhme)
. (1)

It is known that the parent phase has identical areas of
electron and hole Fermi pockets in the nonmagnetic phase,
therefore we can assume identical charge carrier densities
ne and nh for the two bands (ne ≈ nh ≈ n0). Considering
mh > me, as revealed by ARPES25 and specific heat data,26

and assuming that τe > τh, the conductivity is thus dominated
by the electron band. With electron doping, the term neτemh is
getting much larger than nhτhme, which reduces the resistivity
further. At the optimal doping at about x = 0.08, ne has
increased a lot, perhaps doubled. This reduces the resistivity
to almost its half value. In the case of K-122, the situation is
different. If we still adopt the relation of neτemh " nhτhme,
doping holes will decrease ne but increase nh, in this case,
the resistivity should increase instead of decrease. Actually,
hole doping will decrease ne and increase nh, but more
important it will lower down the mh and 1/τh. In this case, the
resistivity is determined by a balance between the quantities of
neτemh and nhτhme, and shows a weak doping dependence. A
quantitative understanding would require a detailed doping
dependence of ni , τi , and mi (i = e, h). This is beyond
what we can get from a simple resistivity measurement and
analysis. Some calculations indicate that the conductivity for
electrons grows strongly upon electron doping, while the hole
conductivity varies weakly compared to that of the electrons.27

Thus the resistivity of hole-doped Ba1−xKxFe2As2 at 300 K
changes less than that for electron-doped Ba(Fe1−xCox)2As2.
The multiband effect in which one band is strongly coupled
and relatively clean (electron band), while the other band is
weakly coupled and characterized by much stronger impurity
scattering (hole band) will cause anomalous T dependence of
the in-plane resistivity: a convex curve with the tendency to
saturate at high temperatures.28

B. Trace of possible quantum critical points at
the optimal doping

In Fig. 2(a), we present the temperature dependence of
the resistivity ρab(T ) normalized by the room-temperature
resistivity ρab(300 K). From a glance at the data, we can
immediately see that the ρ-T curve in the low-temperature
region changes from a nonlinear to a linear behavior toward
optimal doping. In order to know precisely the evolution of the
resistivity with doping, we fit the data in the low-temperature
region by the equation

ρab = ρ0 + A × T n (2)

with three fitting parameters ρ0, A, and n for each curve. Due
to the saturation in the resistivity at high temperatures and the
anomalies of resistivity induced by the AF/structure transition,
we fit the data from just above Tc to 80 K for all doped samples.
We also did the fitting for the undoped (parent) phase with

FIG. 2. (Color online) (a) Temperature dependence of the in-
plane resistivity normalized by its value at 300 K of Ba1−xKxFe2As2.
The data for each doping are offset vertically by 0.25 for clarity. The
corresponding bars near zero-temperature mark the zero resistance
for each doping level. (b) The fitting parameter n for the undoped and
seven doped samples (see text).

the data from 2 to 100 K. The resulted fitting parameters are
presented in Table I and the exponent n is shown in Fig. 2(b).
The evolution from a power law with exponent n = 2 ± 0.2
for the undoped sample to a linear temperature dependence
at optimal doping can be easily observed in Fig. 2(b), which
may indicate the crossover from a Fermi liquid to non-Fermi
liquid when the quantum critical point is approached. It
was previously pointed out that the exponent n in metals
near an AF quantum critical point (QCP) may be sensitive
to disorder.29 Although in K-122, the impurity scattering
is quite weak, this can be corroborated by the negligible
ρ0 value at the optimal doping. At the optimal doping, the
T -linear resistivity in the low-temperature region may suggest
a quantum critical point. Similar behavior has been observed
in Sr1−xKxFe2As2,30 BaFe2As2−xPx ,31 Ba(Fe1−xCox)2As2,15

etc. It has been pointed out that the quantum fluctuation
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nounced particle-hole asymmetry. However, while the
inverse mass enhancement/velocity renormalization ZK

decreases as doping is decreased, the variation with dop-
ing is much less dramatic and, interestingly, there is very
little particle-hole asymmetry or difference between the
two momentum sectors. We also note that the nodal
quasi-particle residue Z(π/2,π/2) appears to extrapolate
to a non-zero value at n = 1. (A different result was
found using self energy interpolations in superconduct-
ing state CDMFT calculations on 4 site clusters55,56.)
This is inconsistent with the Brinkman-Rice theory but
qualitatively consistent with data on high-Tc materi-
als, where photoemission measurements indicate a zone-
diagonal quasiparticle velocity which is only weakly dop-
ing dependent.13 (Very recent measurements indicate
that if the velocity is measured on very low scales, below
the resolution of the numerics in this paper or of previous
photoemission data a stronger doping dependence of the
velocity is found.57)

Fig. 11 presents the temperature dependence of the
nodal and antinodal scattering rates obtained for the 8-
site cluster for selected densities. To highlight the tem-
perature dependence we plot Σ

′′

/T . While the temper-
ature range accessible to us is too limited to establish
any specific form of temperature dependence it is clear
that at the higher doping isotropic Fermi liquid regime
(n = 0.70), the scattering rates drop faster than linearly
at low T while at the lower doping (n = 0.80; momen-
tum differentiation regime) the two sectors have different
temperature dependence at low temperature, with the
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FIG. 10: Estimators of quasiparticle weight/velocity renor-
malization factor Z (upper panel) and scattering rate
|Σ′′(K, 0)| obtained from extrapolation of Matsubara axis self
energies for the K = (π, 0) and K = (π/2, π/2) sectors of 8-
site cluster at temperatures T = t/7.5 and t/20, along with
estimates obtained by maximum entropy analytical continu-
ation (a. c.). Vertical dashed lines denote the boundaries
separating the regime consistent with Fermi liquid theory
(βΓK < π) from the regime that is clearly not Fermi liquid.
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FIG. 11: Temperature dependence of |Σ′′(K, 0)| for (π, 0) sec-
tor (dashed lines, black on-line) and (π/2,π/2) sector (solid
lines, red on-line) of 8-site cluster at doping 0.7 (open sym-
bols), 0.75 (light symbols), and 0.8 (filled symbols).

nodal sector scattering rate vanishing more rapidly than
T at low T and the antinodal rate vanishing less rapidly.
At the intermediate doping n = 0.75 on the bound-
ary between the two regimes the behavior is intermedi-
ate. These features are in qualitative agreement with
the momentum-space variation of the electronic mean
free path inferred from angular-dependent magnetore-
sistance experiments7,8. For highly overdoped cuprates
these experiments reveal a scattering rate which is rea-
sonably isotropic around the Fermi surface and exhibits
a relatively conventional temperature dependence. Be-
low a critical doping a momentum space differentiation
appears, with the antinodal scattering rate being larger
and exhibiting a weaker temperature dependence.

V. SECTOR SELECTIVE REGIME

In this section we discuss in more detail the sector se-
lective regime, which has been characterized in Sec. III by
the existence of a plateau in the nK(µ) curve for the sec-
tors containing (0,π) (and symmetry-related points) and
the absence of such a plateau in the sectors containing
(±π/2,±π/2). We first observe that, as seen for exam-
ple in Fig. 9, the approach to the sector selective phase
in clusters 4∗, 8 and 16 is marked by a rapid increase of
the absolute value of Σ′′

(

(0,π), 0
)

and Σ′′
(

(π/2,π/2), 0
)

,
with Σ′′

(

(0,π), 0
)

being much larger. In the (0,π) sector
the increase is associated with the formation of a pole
in the sector self energy. This pole is responsible for the
sector selective insulating behavior, as discussed in de-
tail in Refs. 38, 39, and 40. However we also see that
as doping is decreased the (π/2,π/2) sector self energy
increases, and in fact becomes large enough that (at least
at the temperatures accessible to us in this study) this
sector is clearly in a non-Fermi liquid regime (although
as seen it is compressible). It is an interesting, but so far
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ter the possibility of distinguishing nodal and antinodal
excitations, and the transition reappears. This, along
with the similar behavior of the 8 and 16 site clusters,
is strong evidence that the sector-selective transition is a
generic phenomenon that appears wherever the momen-
tum patching allows it. It reveals strong momentum dif-
ferentiation and the formation of an antinodal pseudogap
at low hole-doping.

A different perspective on the (0,π) sector gap is pro-

vided by the plots as a function of the total density shown
in Fig. 5. We see that in the 4∗, 8 and 16 site clusters
the partial density in the (0,π) sector remains locked at
n(0,π) = 1/2 for a range of densities, while the density
in other sectors changes. This behavior, that for some
range of doping the antinodal patch remains incompress-
ible while the other patches accommodate the dopants,
is observed only on the hole-doped side (for the parame-
ters U/t, t′/t studied here) and defines the sector selective
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nounced particle-hole asymmetry. However, while the
inverse mass enhancement/velocity renormalization ZK

decreases as doping is decreased, the variation with dop-
ing is much less dramatic and, interestingly, there is very
little particle-hole asymmetry or difference between the
two momentum sectors. We also note that the nodal
quasi-particle residue Z(π/2,π/2) appears to extrapolate
to a non-zero value at n = 1. (A different result was
found using self energy interpolations in superconduct-
ing state CDMFT calculations on 4 site clusters55,56.)
This is inconsistent with the Brinkman-Rice theory but
qualitatively consistent with data on high-Tc materi-
als, where photoemission measurements indicate a zone-
diagonal quasiparticle velocity which is only weakly dop-
ing dependent.13 (Very recent measurements indicate
that if the velocity is measured on very low scales, below
the resolution of the numerics in this paper or of previous
photoemission data a stronger doping dependence of the
velocity is found.57)

Fig. 11 presents the temperature dependence of the
nodal and antinodal scattering rates obtained for the 8-
site cluster for selected densities. To highlight the tem-
perature dependence we plot Σ

′′

/T . While the temper-
ature range accessible to us is too limited to establish
any specific form of temperature dependence it is clear
that at the higher doping isotropic Fermi liquid regime
(n = 0.70), the scattering rates drop faster than linearly
at low T while at the lower doping (n = 0.80; momen-
tum differentiation regime) the two sectors have different
temperature dependence at low temperature, with the
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FIG. 10: Estimators of quasiparticle weight/velocity renor-
malization factor Z (upper panel) and scattering rate
|Σ′′(K, 0)| obtained from extrapolation of Matsubara axis self
energies for the K = (π, 0) and K = (π/2, π/2) sectors of 8-
site cluster at temperatures T = t/7.5 and t/20, along with
estimates obtained by maximum entropy analytical continu-
ation (a. c.). Vertical dashed lines denote the boundaries
separating the regime consistent with Fermi liquid theory
(βΓK < π) from the regime that is clearly not Fermi liquid.
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nodal sector scattering rate vanishing more rapidly than
T at low T and the antinodal rate vanishing less rapidly.
At the intermediate doping n = 0.75 on the bound-
ary between the two regimes the behavior is intermedi-
ate. These features are in qualitative agreement with
the momentum-space variation of the electronic mean
free path inferred from angular-dependent magnetore-
sistance experiments7,8. For highly overdoped cuprates
these experiments reveal a scattering rate which is rea-
sonably isotropic around the Fermi surface and exhibits
a relatively conventional temperature dependence. Be-
low a critical doping a momentum space differentiation
appears, with the antinodal scattering rate being larger
and exhibiting a weaker temperature dependence.

V. SECTOR SELECTIVE REGIME

In this section we discuss in more detail the sector se-
lective regime, which has been characterized in Sec. III by
the existence of a plateau in the nK(µ) curve for the sec-
tors containing (0,π) (and symmetry-related points) and
the absence of such a plateau in the sectors containing
(±π/2,±π/2). We first observe that, as seen for exam-
ple in Fig. 9, the approach to the sector selective phase
in clusters 4∗, 8 and 16 is marked by a rapid increase of
the absolute value of Σ′′

(
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and Σ′′
(
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,
with Σ′′

(
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being much larger. In the (0,π) sector
the increase is associated with the formation of a pole
in the sector self energy. This pole is responsible for the
sector selective insulating behavior, as discussed in de-
tail in Refs. 38, 39, and 40. However we also see that
as doping is decreased the (π/2,π/2) sector self energy
increases, and in fact becomes large enough that (at least
at the temperatures accessible to us in this study) this
sector is clearly in a non-Fermi liquid regime (although
as seen it is compressible). It is an interesting, but so far
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Conclusions:  

Hund’s coupling crucial influence makes Iron Superconductors:  
•  Correlated, but away from the n=6 Mott insulating state (Janus effect) 
•  Acting as a “band-decoupler” through the suppression of orbital fluctuations  

favors orbital selectivity:  
      Fe-SC are in proximity of an Orbital-Selective Mott Phase 
•  OSMT scenario as a proximity to the n=5 Mott insulator?  
      FeSC are like cuprates? 

Experimental support for OSMT physics in Fe-SC 
EPR-NMR: Arçon et al.,  Phys. Rev. B 82, 140508 (2010) 
Neutrons: Xu et al, Phys. Rev. B 84, 052506 (2011),  
Magnetoresistance: Yuan H-Q et al. ArXiv:1102.5476 
ARPES BaK-122: Malaeb et al. ArXiv:1204.0326  ARPES AxFe2-ySe2 : Ming Yi et al (unpublished, 2012) 

Scenarios for magnetism and superconductivity in Fe-SC based on OSMT 
A. Hackl and M. Vojta, New J. Phys.11, 055064 (2009),  
Kou et al. Europhys. Lett. 88 17010 (2009), You Y-Z et al., Phys. Rev. Lett.107, 167001 (2011) 

LdM, S.R. Hassan, M. Capone, X. Dai, PRL 102, 126401 (2009) 
LdM, S.R. Hassan, M. Capone, JSC 22, 535 (2009) 
LdM, PRB 83, 205112 (2011) 

                                                              Luca de’ Medici - LPS Orsay 


