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1. Yablo on negative existentials

Explain, Millian: How are these true, and what are they about?

(1) Holmes doesn’t exist.

(2) Vulcan doesn’t exist.

Kripke [2011]: “I wish I knew exactly what to say" (71). Maybe: no
propositions are expressed, but these are yet somehow ways of deny-
ing that there exist true propositions of certain forms.

Stalnaker [1977, 1978]: These express true propositions. There isn’t
a big semantic problem getting that result. ‘Holmes’ doesn’t refer;
a fortiori its referent is not in the extension of ‘exists’ (at any world);
so it’s (necessarily) true that it’s not so that Holmes exists. (1) is
tantamount to: nothing there is is Holmes. Denying existence is
not the same as ascribing a property of non-existence; there is no
property of nonexistence.

Yablo [2020]: Good—it’s right that (1) is in a sense a claim about
everything.1 This begins to give a handle on why we find Holmes 1 “To the extent that we have an analysis

of n does not exist, it is the one given
long ago by Stalnaker: everything
has lx¬(x = n). It is the same analysis
whether we are talking about Neptune
or Vulcan." (94)

exists false, rather than broken: it mischaracterizes us. But we have
a lingering problem about the difference in cognitive significance
between (1) and (2):

To learn that Holmes does not exist gives us one sort of information
about everything. To learn that Vulcan does not exist tells us some-
thing quite different. Holmes exists thus apparently misdescribes ev-
erything in one way, while Vulcan exists misdescribes it in another.
(88)

Yablo observes that there seem to be distinct bodies of nontrivial
knowledge frameable with the help of these two empty names:

You might think it a priori, for instance, that Holmes, if he exists, is not
a black and white dog born in 2005. (92)

I appear to know that if Holmes exists, he lived in the 19th century,
and hence that he is not one of us, since none of us was alive back
then. (92)

I appear to know that if Vulcan exists, then there are planets closer to
the Sun than Mercury. (92)
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Yablo introduces the notion of an indicative implication:

n exists indicatively implies Q relative to knowledge state i just in case
i supports If n exists, then Q.

Idea: “One learns n does not exist by learning that some such indica-
tive implication is false" (93). More generally:

... the cognitive cash value of n does not exist lies in its indicative im-
plications. These will typically be different for distinct empty names.
(93)

E.g., (2) conveys that everything has the property:

lx if Vulcan exists, then x ≠ Vulcan2 2 What makes the information distinc-
tive is that the properties militating
against an identification of o with Vul-
can, if Vulcan exists, are nothing like
the properties militating against an
identification with Holmes, if Holmes
exists. (94)

At one point, Yablo writes:

“But what is your semantics for indicative conditionals?” I am tired of
ducking this question... (93)

This story leans in important part on states of what I call iffy knowl-
edge—states described via knowledge ascriptions embedding indica-
tive (epistemic) conditionals (A knows that if P, then Q).

My question: How do these ascriptions in general work—what do
they say? Yablo’s discussion focuses attention in particular on cases
where:

A knows that ¬P

A knows that if P, then Q

For me these raise an immediate question: if A’s knowledge state
rules out P, what could we mean by A knows that if P, then Q, if the
embedded if is epistemic, not counterfactual?

I will make a suggestion, but I want to come at it by first consider-
ing some puzzles about these ascriptions. Inter alia the puzzles nudge
in the Ramseyan direction Yablo favors.

2. Puzzles of iffy knowledge

2.1 Cafe

My two favorite cafes are across the street from one another. I want
to take you to one of them but don’t care which, so I pick one at
random and off we go. Sitting in the cafe, I can say (3) but not (4):

(3) If we weren’t at this cafe, we’d be at the one across the street.

(4) ??If we’re not at this cafe, we’re at the one across the street.
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Now Bill glances into our cafe but fails to spot us. He then goes
looking for us in the cafe across the street. I might explain as follows:
“I told him we’d be in this cafe or that one, so..."

(5) Bill knows that we’re either at this cafe or at the one across the street.

I also could have said:

(6) Bill knows that if we’re not at this cafe, we’re at the one across the street.

But this is puzzling:

i. Failure of entailment? Apparently, (6) � (4). We can take (6) for
granted without being under any rational pressure to accept (4).

ii. Failure of factivity? (6) doesn’t seem to presuppose the condi- Philosophers often use factive to talk
about a category of attitudes. Linguists
usually use it to pick out a category of
presupposition triggers. I’m using it in
the latter way.

tional it embeds. In general, it’s hard to understand what it would
be to presuppose this conditional.

2.2 Marbles

We randomly put a marble under one of three cups—A, B, and C. It
ends up under cup A. We make Jane guess where it is, telling her it is Thanks here to discussion with Kai von

Fintel.under one of the cups. She guesses C. We say “Nope, it’s not under
C. It’s either under A or B. Guess again!" We can say:

(7) Jane knows that if it’s not under A, it’s under B.

But we wouldn’t be disposed to say this is true:

(8) If it’s not under A, it’s under B.

—though, since it’s under A, I think we can agree:

(9) It’s under A or B.

2.3 Epistemic Sly Pete

We can turn this now into something like a Sly Pete-style case.3 Let 3 Gibbard [1981]. See also Stalnaker
[2014], Perl [forthcoming].Carl play the game too, in isolation from Jane. The marble is still

under A. We make Carl guess. He picks B. “Nope, it’s not under B.
It’s either under A or C. Guess again!"

(10) Carl knows that if it’s not under A, it’s under C.

Perhaps surprisingly, speakers judge the following to be an accept-
able description of the situation:

(11) Jane knows that if it’s not under A, it’s under B, and Carl knows
that if it’s not under A, it’s under C.
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***

Like Yablo, we’re talking about cases where it is known or assumed
that P is false, and yet someone is said to know if P, then Q. But I am
keying into these points:

• We can accept A knows that if P, then Q without accepting if P, then Q.4 4 KA(P → Q) � P → Q

• We can accept A knows that if P, then Q and B knows that if P, then ¬Q.5 5 KA(P → Q)∧KB(P → ¬Q) � �
• It can be true that A knows B knows that if P, then Q, even when it

would be wrong to say that A knows that if P, then Q.6 6 KAKB(P → Q) � KA(P → Q)
This draws out a kind of relativity in iffy knowledge.

These data are not super easy to understand on the hypothesis that
iffy knowledge ascriptions relate their subjects to conditional proposi-
tions. I’ll cut to a better idea.

3. A basic Ramseyan picture of iffy knowledge

(10) Carl knows that if it’s not under A, it’s under C.

Represent Carl’s epistemic state as a set of worlds. A candidate pro-
cedure for interpreting (10), along the Ramseyan lines Yablo favors:

Take Carl’s epistemic state, and temporarily add to it the infor- Ramsey [1931]. I’m pursuing the
essentially dynamic or local-context-
based semantic implementation of the
idea as in, e.g., Gillies [2004], Yalcin
[2007].

mation that it’s not under A. Ask: Does the resulting state of
information nonvacuously entail that it’s under C? If so, then
(10) is true.

Here we consider Carl’s epistemic state as ’temporarily updated’ by
the antecedent. This picture suggests what we want is something
like:

Basic Ramsey truth-condition for iffy knowledge. This is the sort of picture one naturally
gets in dynamic/local context-based
approaches to modals, conditionals, and
attitudes.

(10) is true just in case there are worlds where the marble is not
under A among Carl’s epistemic alternatives, and all of these
are worlds where it is under C.

Pair this with a matching picture of what it is to accept an indicative Cf. Stalnaker [1975], Heim [1983],
Gillies [2004], etc.conditional in conversation:

Conversational acceptance condition for indicatives.

An indicative conditional is accepted/presupposed relative
to the context set of a conversation just in case there are open The context set of a conversation is the

set of possibilities compatible with
what is being presupposed by the
interlocutors.

antecedent worlds in the context set, and all of these are worlds
where the consequent is true.

This package can predict the entailment failures noted. E.g., we can
take (10) for granted in conversation without also taking for granted
the conditional it embeds.
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4. Problem: indicatives are not mighty

The story just told kept insisting that if a state of information i ac-
cepts f → y, then i must leave f-worlds open.7 Call this antecedent 7 See Stalnaker [1975], von Fintel [1998],

Yalcin [2007], Gillies [2009],Starr [2014],
Willer [2014].

compatibility. It’s motivated by the thought that we don’t want:

Triviality 1. ¬f � f → y

Inter alia this would trivialize the sort of iffy knowledge Yablo relies
upon to distinguish the cognitive significance of (1) and (2). Given:

(12) Steve knows that Holmes doesn’t exist.

We don’t want to get close to deriving, e.g.,

(13) Steve knows that if Holmes exists, there are planets closer to the
Sun than Mercury.

The basic Ramseyan story I’ve sketched does block this. But it leads
to a different sort of trivialization, owing to its support for:

Triviality 2. ¬f, f → y � �
Triviality 2 would be supported by Mighty indicatives:

Mighty indicatives. f → y ��f

—which is assumed on many theories (including Yalcin [2007]). If
this is right:

Epistemic contradiction. ¬f,�f � �
Then Mighty indicatives implies Triviality 2.

But Ciardelli [2020] persuades me that Mighty indicatives is wrong.
Consider e.g.:

(14) A: Shakespeare wrote Hamlet.

B: Agreed. But if he didn’t, did someone else?

A: Well, obviously. But I’m sure it was Shakespeare.

Arguably it’s common ground here that Shakespeare wrote Hamlet,
and that if he didn’t, someone else did. But it’s not common ground
that it might be someone else who wrote it.8 8 Another example from Ciardelli:

“If we win this match, we might win
the World Cup. But that’s not gonna
happen."

Ciardelli does not directly discuss knowledge ascription, but the fail-
ure of Mighty indicatives is if anything more obvious in epistemic
contexts, and particularly so in connection with Yablo’s kind of exam-
ples. These are both true:
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(15) Steve knows that Holmes doesn’t exist.

(16) Steve knows that if Holmes exists, he’s not one of us.

But we don’t we want the latter to make for an easy step to:

(17) Steve knows that Holmes might exist.

5. The Ramsey picture of iffy knowledge, graded

Idea: it must be that a state of knowledge fixes not just a set of
worlds, but something more structured, like a Lewisian system of
spheres—a set of worlds plus some ordering.9 9 E.g.: A graded knowledge state is a

pair s = �Ds,≤ s� where Ds ⊆ W and ≤s
is a total pre-ordering over Ds. Best(s)
is the set of ≤s-minimal elements in Ds.
See Grove [1988], Lewis [1973], Ciardelli
[2020].

We could say: there’s the elite “best" epistemic alternatives, which
settle your outright factual knowledge, and which settle what you
know might be the case. But the alternatives to this elite class are not
all on epistemic par. And iffy knowledge ascriptions can be ways of
expressing things about how things are with an agent’s less-than-elite
epistemic alternatives.

This is just to extend Ciardelli’s proposal about conversational states
to knowledge states. So here’s an adjusted picture, illustrating with:

(18) Steve knows that if Shakespeare wrote Hamlet, someone else did.

Graded Ramsey truth-condition for iffy knowledge.

(18) is true just in case when we update Steve’s knowledge state
with the information that Shakespeare wrote Hamlet—when
we restrict attention to the (as it happens, non-best) epistemic
alternatives where that is so—the best of these are worlds where
someone else did.

Now we finally have a basic picture of how nontrivial iffy knowledge
that if P, then Q is possible, even when ¬P is known. Much remains
to be explored about the epistemology of this iffy knowledge.10 10 The project is continuous with Moss

[2018].
Alas, on the semantics side of things, the Millian of course still has
a serious problem with (16): on that view its antecedent looks either
impossible, or not propositional at all. This threatens to trivialize the
robust iffy knowledge Yablo points to. As he says:

Names have got to make a non-referential contribution in indicative
conditionals, or else the Ramsey test is completely confused. Though
not a semantic contribution if Mill is right, it is a contribution neverthe-
less. (93)

It remains to work out that non-referential contribution. Maybe it
will help to have seen how iffy possibilities might not even be epis-
temically possible.
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