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Le phénomène des oscillations de baryons

Les oscillations acoustiques de baryons (BAO, 
baryon acoustic oscillations) sont devenues ces 
dernières années une des méthodes d’étude de 
l’énergie noire.

Elles ont la même origine que les fluctuations du 
fond diffus cosmologique, mais laissent une 
empreinte dans la matière, au lieu du 
rayonnement électromagnétique.



Le phénomène des oscillations de baryons

Suivons l’évolution d’une surdensité adiabatique 
(identique pour toutes les espèces considérées, 
neutrinos, baryons, photons, matière noire — CDM) 
dans le plasma primordial.



État initial



Les neutrinos s’échappent.
La matière noire attire la matière via
la gravitation : le pic s’élargit.
Le fluide baryons+photons est 
collisionnel et soumis à la pression :
onde sonore sphérique ~ 0.57 c





Recombinaison: les photons s’échappent (=> 
Silk damping)
La vitesse du son diminue



Les photons se sont échappés
La vitesse du son est nulle : le pic de 
baryons, parvenu à 150 Mpc de la fluctuation 
originale, est gelé.



Matière noire et baryons s’attirent via
la gravité



Maintenant





Pour chaque pic de densité des fluctuations 
primordiales :

— le pic original est préservé (grâce à la matière 
noire !)

— on retrouve une surdensité de matière sur une 
coquille située à ~150 Mpc (mesuré par CMB).

Dans l’univers plus récent, on devrait donc 
observer un pic dans la fonction de corrélation des 
fluctuations de matière, à une séparation de 150 
Mpc.



Contraste très exagéré !



Le phénomène des oscillations de baryons fournit 
un étalon de distance de ~150 Mpc, grâce auquel 
on va pouvoir mesurer l’histoire de l’expansion de 
l’Univers.



Premières détections : 2005

SDSS: Eisenstein et al. 2005
2dF: Cole et al. 2005



La détection des BAO dans SDSS

1. sélectionner des galaxies 
lumineuses rouges (LRG) dans le 
relevé photométrique SDSS par 
leur couleur.

2. prendre des spectres de 
~45000 LRG avec le 
spectrographe de SDSS, pour 
mesurer leur décalage vers le 
rouge (redshift) donc leur 
distance.

3. Estimer la fonction de 
corrélation à deux points (en 
utilisant des catalogues simulés 
comme référence, et l’estimateur 
de Landy-Szalay (DD-2DR
+RR)/RR.
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Fig. 4.— The g∗ − r∗ versus r∗ − i∗ color-color diagram for galaxies with 18.5 < r∗ < 19.5 from SDSS. The
red solid lines show the selection region for Cut I LRGs. The three lines overlaid with an arrow indicates
that the location of the line cutting across the galaxy locus is a function of r∗ apparent magnitude; fainter
galaxies must be redder to pass the cut. The displayed lines correspond to r∗ = 17.5, 18.0, and 18.5, left to
right. The blue short-dashed lines show the (magnitude-independent) selection region for Cut II LRGs. The
long-dashed line shows the locus of a passively-evolving old population as a function of redshift (appendix
B); the bend in the locus occurs at z ≈ 0.40. The galaxy sample is the same as in Figure 3.

post-spectroscopic cuts. These are described in § 4.1.

2.3.2. Cut II (z ! 0.4)

Cut II is used to select LRGs at z > 0.4 by identifying galaxies that have left the low-redshift locus in
the g∗ − r∗ vs. r∗ − i∗ plane. At these redshifts, we can distinguish 4000Å break strength from redshift, so
we can isolate intrinsically red galaxies. The difficulty is avoiding interlopers, either from z " 0.4 galaxies
that scatter up in color from the low-redshift locus or from late-type stars, which are far more numerous.

We adopt r∗Petro = 19.5 as our flux limit because fainter objects would not reliably yield sufficient signal-
to-noise ratio in the spectra. Unfortunately, the luminosity threshold in Cut I would predict r∗Petro > 19.5
at the redshifts of interest in Cut II. Therefore, Cut II is simply a flux-limited sample with no attempt to
produce a fixed luminosity cut across the (narrow) range of redshift probed.

The selection imposed is

r∗Petro < 19.5, (9)

c⊥ > 0.45 − (g∗ − r∗)/6, (10)

g∗ − r∗ > 1.30 + 0.25(r∗ − i∗). (11)

µr∗,Petro < 24.2, (12)

r∗psf − r∗model > 0.5, (13)
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Fig. 2.— The large-scale redshift-space correlation function of the
SDSS LRG sample. The error bars are from the diagonal elements
of the mock-catalog covariance matrix; however, the points are cor-
related. Note that the vertical axis mixes logarithmic and linear
scalings. The inset shows an expanded view with a linear vertical
axis. The models are Ωmh2 = 0.12 (top, green), 0.13 (red), and
0.14 (bottom with peak, blue), all with Ωbh2 = 0.024 and n = 0.98
and with a mild non-linear prescription folded in. The magenta
line shows a pure CDM model (Ωmh2 = 0.105), which lacks the
acoustic peak. It is interesting to note that although the data ap-
pears higher than the models, the covariance between the points is
soft as regards overall shifts in ξ(s). Subtracting 0.002 from ξ(s)
at all scales makes the plot look cosmetically perfect, but changes
the best-fit χ2 by only 1.3. The bump at 100h−1 Mpc scale, on the
other hand, is statistically significant.

two samples on large scales is modest, only 15%. We make
a simple parameterization of the bias as a function of red-
shift and then compute b2 averaged as a function of scale
over the pair counts in the random catalog. The bias varies
by less than 0.5% as a function of scale, and so we conclude
that there is no effect of a possible correlation of scale with
redshift. This test also shows that the mean redshift as a
function of scale changes so little that variations in the
clustering amplitude at fixed luminosity as a function of
redshift are negligible.

3.2. Tests for systematic errors

We have performed a number of tests searching for po-
tential systematic errors in our correlation function. First,
we have tested that the radial selection function is not in-
troducing features into the correlation function. Our selec-
tion function involves smoothing the observed histogram
with a box-car smoothing of width ∆z = 0.07. This cor-
responds to reducing power in the purely radial mode at
k = 0.03h Mpc−1 by 50%. Purely radial power at k = 0.04
(0.02)h Mpc−1 is reduced by 13% (86%). The effect of this
suppression is negligible, only 5× 10−4 (10−4) on the cor-
relation function at the 30 (100) h−1 Mpc scale. Simply
put, purely radial modes are a small fraction of the total
at these wavelengths. We find that an alternative radial
selection function, in which the redshifts of the random

Fig. 3.— As Figure 2, but plotting the correlation function times
s2. This shows the variation of the peak at 20h−1 Mpc scales that is
controlled by the redshift of equality (and hence by Ωmh2). Vary-
ing Ωmh2 alters the amount of large-to-small scale correlation, but
boosting the large-scale correlations too much causes an inconsis-
tency at 30h−1 Mpc. The pure CDM model (magenta) is actually
close to the best-fit due to the data points on intermediate scales.

catalog are simply picked randomly from the observed red-
shifts, produces a negligible change in the correlation func-
tion. This of course corresponds to complete suppression
of purely radial modes.

The selection of LRGs is highly sensitive to errors in the
photometric calibration of the g, r, and i bands (Eisenstein
et al. 2001). We assess these by making a detailed model
of the distribution in color and luminosity of the sample,
including photometric errors, and then computing the vari-
ation of the number of galaxies accepted at each redshift
with small variations in the LRG sample cuts. A 1% shift
in the r − i color makes a 8-10% change in number den-
sity; a 1% shift in the g − r color makes a 5% changes in
number density out to z = 0.41, dropping thereafter; and
a 1% change in all magnitudes together changes the num-
ber density by 2% out to z = 0.36, increasing to 3.6% at
z = 0.47. These variations are consistent with the changes
in the observed redshift distribution when we move the
selection boundaries to restrict the sample. Such photo-
metric calibration errors would cause anomalies in the cor-
relation function as the square of the number density vari-
ations, as this noise source is uncorrelated with the true
sky distribution of LRGs.

Assessments of calibration errors based on the color of
the stellar locus find only 1% scatter in g, r, and i (Ivezić
et al. 2004), which would translate to about 0.02 in the
correlation function. However, the situation is more favor-
able, because the coherence scale of the calibration errors
is limited by the fact that the SDSS is calibrated in regions
about 0.6◦ wide and up to 15◦ long. This means that there
are 20 independent calibrations being applied to a given
6◦ (100h−1 Mpc) radius circular region. Moreover, some
of the calibration errors are even more localized, being
caused by small mischaracterizations of the point spread
function and errors in the flat field vectors early in the
survey (Stoughton et al. 2002). Such errors will average
down on larger scales even more quickly.

The photometric calibration of the SDSS has evolved



BAO photométriques : se passer de spectrographe

Les BAO peuvent être trouvées 
dans des catalogues utilisant des 
redshifts photométriques (photo-
z), moins précis, mais plus 
économes en temps de télescope.

La précision ~0.05(1+z) dilue 
l’effet le long de la ligne de visée : 
la mesure est 2-D, dans des 
coquilles successives.

Padmanabhan et al. 2006 : 600k 
LRG

Ho et al. 2011 : 900k LRG

cf. DES (en cours), LSST
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kmin kmax ∆2
0 δ σδ

0.005 0.010 2.8639E-04 2.2986E+00 8.7243E-01
0.010 0.025 4.4282E-03 1.0989E+00 1.1675E-01
0.025 0.040 2.1702E-02 8.9660E-01 8.2658E-02
0.040 0.060 5.3956E-02 9.1448E-01 5.8324E-02
0.060 0.075 1.0630E-01 1.0612E+00 6.0193E-02
0.075 0.090 1.5237E-01 9.3736E-01 6.0019E-02
0.090 0.130 2.3303E-01 1.0118E+00 3.2957E-02
0.130 0.200 4.4947E-01 1.0281E+00 5.4245E-02
0.200 0.300 8.5115E-01 1.2406E+00 5.0454E-02

Table 2. The 3D real space power spectrum (for bins B1). The
bands are step functions defined by kmin < k < kmax, the fiducial
power spectrum by ∆2

0, and the estimated power spectrum and
errors by δ and σδ . Note that the full covariance matrix must be
used for any detailed fitting to these data, since different data
points are anti-correlated.

kmin kmax ∆2
0 δ σδ

0.007 0.013 7.6073E-04 2.0776E+00 7.1312E-01
0.013 0.020 3.6199E-03 9.4449E-01 2.8597E-01
0.020 0.035 1.4566E-02 9.7928E-01 8.9388E-02
0.035 0.050 3.7910E-02 7.7955E-01 7.3753E-02
0.050 0.065 7.4435E-02 9.9163E-01 6.6288E-02
0.065 0.080 1.2342E-01 9.4425E-01 5.6484E-02
0.080 0.095 1.6452E-01 9.7427E-01 6.3003E-02
0.095 0.150 2.7896E-01 9.6809E-01 2.5155E-02
0.150 0.250 5.9607E-01 1.0969E+00 4.4514E-02
0.250 0.350 1.1610E+00 1.1772E+00 5.1480E-02

Table 3. Same as Table 2 except for bins B2.
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Figure 21. (Top) The change in the the recovered power spec-
trum relative to the error, after marginalizing over a constant
multiplicative bias, for different cosmologies/ prior power spec-
trum shapes. (Bottom) The ratio of the errors relative to the
fiducial case for the same set of cosmologies/ prior power spectra.
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Figure 22. The ratio of the measured power spectrum to the
linear CDM power spectrum for our fiducial cosmology (without
baryons). As above, the solid and dashed lines represent binnings
B1 and B2 respectively. Also shown is the same ratio for the
nonlinear prescription, and the “no-wiggle” fit to the power spec-
trum. The difference in χ2 between these two models is shown for
the two binnings. Also note the baryonic suppression of power on
large scales, and the rise in power due to nonlinear evolution on
small scales

lar power spectra make no use of radial information, the 3D
power spectrum we obtain is a real space power spectrum on
small scales, avoiding the complications of nonlinear redshift
space distortions. Note that on length scales much larger
than the redshift slice thickness, redshift space distortions
cannot be neglected; however, the linear approximation dis-
cussed in Sec. 3.1.1 will be valid on these scales.

• Large Scale Power: Fig. 20 shows evidence for power
on very large (k < 0.02hMpc−1) scales. Marginalizing over
bands on smaller scales, the significance of the detection
on scales k < 0.01hMpc−1 is ∼ 2σ, increasing to 5.5σ for
k < 0.02hMpc−1. Note that these scales start to probe
the power spectrum at the turnover scale set by matter-
radiation equality.

• Baryonic Oscillations: Fig. 22 shows the 3D power spec-
trum divided by a fiducial linear CDM power spectrum with
zero baryonic content. The baryonic suppression of power on
large scales, and the rise of power due to nonlinear evolution
is clearly seen. We also see evidence for baryonic oscillations
on small scales for both binnings, although we note that
the power spectrum estimates are anti-correlated, making a
visual goodness-of-fit difficult to estimate.

To estimate the significance of these oscillations, we com-
pare the best fit model obtained in the next section, with a
version of the same power spectrum that has the baryonic os-
cillations edited out (Eisenstein & Hu 1998). The difference
in χ2 for these two models suggests a detection confidence
of ∼ 2.5σ or ∼ 95%, assuming approximately Gaussian er-
rors. A similar result is obtained in the next section from
cosmological parameter fits to the baryon density.

c⃝ 0000 RAS, MNRAS 000, 000–000
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In detail, we assume DA,fid(z), given by the fiducial
cosmology, and set

DA(z) = αDA,fid(z). (14)

That is, we fix the shape of the DA(z) to be the same as
DA,fid(z) and measure the amplitude of DA(z).

4.4. Clustering evolution of lumious galaxies

In generating the template Cm,zi(ℓ), we need to make
a prior assumption on the evolution of the galaxy bias of
LGs and the linear growth rate (Eq. 9). We consider two
extreme cases of the galaxy clustering evolution: first, we
assume that the overall clustering, b2D2, does not change
with redshift, which we call as ‘con-cluster’. Second, we
assume that the bias does not change with redshift, which
we call as ‘con-bias’. The two cases make little difference
in the final best fit of α, mainly because the expected true
redshift distribution sharply peaks within ±σzph , com-
pared to the galaxy clustering evolution. Note that, by
marginalizing over Bzi at each photometric redshift bin
zi, we take into account the evolution of galaxy clustering
across different redshift bins whether we use ‘con-cluster’
and ‘con-bias’. As a default, we fix b = 2 inside Cm,zi(ℓ)
(i.e., ‘con-bias’, and therefore the best fit Bzi can be ap-
proximately interpreted as b2(zi).

5. TESTING THE METHOD

Before applying our fitting method to the real data, we
want to validate, using mock catalogs, that our fitting
method returns an accurate estimate of the BAO scale.
In other words, we want to check that neither our process
of deriving optimal quadratic estimators of band powers
nor our fitting method biases the measured BAO scale.

5.1. N-body mocks

As explained in Paper I in detail, we generate mock
catalogs of our imaging data making use of the 20
CMASS mocks constructed by White et al. (2011). We
call these ‘N-body photoz-mocks’. The cosmology used
for generating these mocks is the same as our fiducial cos-
mology. The comoving volume of the original CMASS
mock is [1.5h−1 Gpc]3 and, to build N-body photoz-
mocks, we extract an octant of a spherical shell between
r = 1.33h−1 Gpc(z = 0.5) and 1.45h−1 Gpc(z = 0.55)
from the origin (one corner of a simulation box) and
project galaxies along the radial direction without in-
troducing photometric redshift errors. For simplicity, we
do not include redshift distortions, which will be visi-
ble only on very large scales (Figure 2), nor the effect
of the mask in generating these mocks. The resulting
power spectrum of the projected field has a BAO feature
that is quite similar to that expected for CMASS2(i.e.,
0.5 < z < 0.55). Each of the resulting N-body photoz-
mocks spans a π/2 rad2 (= 5157 deg2) and contains
∼ 125, 000 galaxies. While the number of galaxies is
smaller than CMASS2, the amplitude of power spectrum
is boosted overall by almost the same factor due to the
thinner redshift slice: the signal-to-noise ratio per mode
of each mock is therefore similar to CMASS2. (see Fig-
ure 4). Therefore the photoz-mocks serve as reasonable
mocks for the observed power spectrum.
We repeat the procedure by placing an origin at eight

different corners of each simulation box and generate

Fig. 4.— The red circles with error bars show a power spectrum
averaged over 20 N-body mocks for the same line of sight. The
black points show the power spectrum of CMASS2. The dotted
lines in the top panel show the shot noise contribution in both
cases. The solid line in the bottom panel show the expected BAO
feature.

Fig. 5.— The data points show the best fit α− 1 for the N-body
photoz-mocks for different lines of sight. For each line of sight, the
power spectrum is averaged over 20 N-body photoz-mocks. Note
that the different lines of sight are correlated.

eight sets (i.e., eight lines of sight) of 20 imaging mocks,
i.e., a total of 160 mocks. Note that the eight lines of
sight from each simulation box share a portion of volume
and therefore are not independent of each other. We gen-



BAO photométriques

Il est possible de faire une mesure 3D si la précision des 
photo-z est meilleure que  σz ~ 0.003(1+z).

Certains projets (PAU) tentent d’obtenir cette résolution 
en utilisant de nombreux (~40) filtres très étroits (~ 10 
nm).

Physics of the Accelerating Universe (PAU)
http://www.pausurvey.org



Reconstruction du régime linéaire

À bas z, les effets non linéaires deviennent importants.

Ils estompent le pic, ce qui diminue la précision de 
mesure.

Il est possible d’annuler une partie de ces effets via une 
« reconstruction » du régime linéaire. 

Il faut reconstruire le champ de vitesse (dans le régime 
linéaire) à partir de la carte des fluctuations de matière, 
puis « remonter le temps » en modifiant la position des 
galaxies mesurées. 



Figure 11 The effects of non-linear clustering on the BAO. (Left) Redshift-space matter correlation
function at four different redshifts from the simulations of Seo and Eisenstein (2005). (Right) Real-
space matter power spectra at four different redshifts from the simulations of Seo et al. (2008),
divided by a smooth power spectrum so as to reveal the acoustic oscillations. The input linear
theory is shown by the dashed line. The effects of non-linear structure formation broaden the
acoustic peak in the correlation function. In the power spectrum, this corresponds to a damping
of the higher harmonics. Importantly, the boost of broad-band power at late times visible in the
power spectrum plot corresponds largely to correlations at scales much smaller than the acoustic
peak.

measurement provided one is using a suitable template-fitting method. However, it does degrade
the precision of the measurement for a given survey volume, as it is harder to centroid a broader
feature.

To change the acoustic scale itself, one needs instead to move pairs systematically closer or
systematically further away. This is a much weaker effect than the rms motion of particles, as it
depends on the density variations in 150 Mpc spheres, which are percent level. Moreover, pairs of
overdensities fall toward each other and pairs of underdensities fall away from each other, and both
situations count equally toward a two-point statistic, causing a partial cancellation.

Padmanabhan and White (2009) compute the change in the acoustic peak location at second-
order in gravitational perturbation theory. Crocce and Scoccimarro (2008) have done similar cal-
culations in renormalized perturbation theory. Both calculations reveal a second-order term of
the form dξ/dr, which corresponds to moving the acoustic peak. Padmanabhan and White (2009)
compute the size of this effect to be around 0.25% at z = 0.

N-body simulations reveal a similar story. Seo et al. (2010b) measure the shift in the acoustic
scale in a large volume of simulations and detect a shift from α = 1 of 0.3% ± 0.015% at z = 0.0,
with a scaling in redshift proportional to the square of the linear growth function as expected for a
second order effect (left panel of figure 12). Padmanabhan and White (2009) validate their analytic
calculation with a similar set of simulations.

Redshift-space distortions have further effects on the BAO signal beyond the extra broadening
from the large-scale peculiar velocity. Small-scale velocities, e.g., the Finger of God effect, blurs
the measurement of clustering along the line of sight, thereby broadening the acoustic peak. More-
over, the peculiar velocities create anisotropy in the broadband clustering, which must be carefully
accounted for when extracting the acoustic scale (§4.3.4).

Linear bias, with galaxy density contrast δg = bδm, changes the amplitude of ξ(r) or P (k) but

53

Effect of non-linear clustering, from Weinberg et al. 2012



Figure 13 A pedagogical illustration of how reconstruction can improve the measurement of the
acoustic scale; this figure is from Padmanabhan et al. (2012). Each panel shows a thin slice of a
cosmological density field. (Top Left) At early times, the density is nearly constant. We mark a
set of points at the origin in blue and a ring of points at 150 Mpc in heavy black. We measure the
distances between the black points and the centroid of the blue point; the rms of these distances
is represented by the Gaussian in the inset. (Top Right) At later times, structure has formed (in
this calculation, simply by the Zel’dovich approximation), and the points have moved. The red
circle shows the initial radius of the ring, centered on the current centroid of the blue points. The
fact that the black points no longer fall on the red ring indicates that the acoustic peak has been
broadened. The inset shows that the new rms of the radial distance (solid line) is larger than the
original (dashed line). (Bottom Left) Arrows show the Zel’dovich displacements responsible for the
structure that has formed. The idea of reconstruction is to estimate these displacements and move
the particles back. (Bottom Right) We illustrate this by smoothing the density field by a 10h−1

Mpc filter and moving the particles back. Because the displacement field is imperfectly estimated,
small-scale structure remains. But the black points now fall closer to the red ring, so that the
rms of the radial distance is close to the initial (inset). The actual reconstruction algorithm of
Padmanabhan et al. (2012) is more complex, but this example shows the basic opportunity.

provide in its millions of galaxies extensive opportunities to constrain even very general bias models
accurately enough to predict the acoustic scale shift to within 10-20% of its value, sufficient to bring
the systematic error below the statistical error.

4.3.3. Reconstruction

By broadening and shifting the BAO feature in ξ(r), non-linear gravitational evolution de-
grades BAO precision and introduces a possible systematic. Is it possible to remove these effects
by “running gravity backwards” to reconstruct the linear density field? The Zel’dovich (1970) ap-
proximation — in which particles follow straight line trajectories in comoving coordinates at the
rate predicted by linear perturbation theory — captures important aspects of non-linear evolution

55

Padmanabhan et al. 2012
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Figure 4. The LasDamas galaxy correlation function, averaged over the 160 simulations, as a function of the separation perpendicular
(?) and parallel (||) to the line of sight. The correlation functions have been scaled by r2 to highlight the BAO feature. The top panels
show the unreconstructed correlation functions, while the bottom panels show the reconstructed correlation functions; the left and right
panels are real and redshift space respectively. The BAO feature is visible as a ring at ⇠110Mpc/h in the top left panel. Redshift space
distortions destroy the isotropy of the correlation function (top right). Reconstruction both sharpens the BAO feature (highlighted in
the bottom left panel) and restores the isotropy (bottom right) of the correlation function on the BAO scale.

Figure 5. [left]The angle averaged correlation function in real space, before [red circles] and after [blue squares] reconstruction and
averaging over the 160 LasDamas simulations. The reconstruction algorithm assumes the default parameters described in the text.
The acoustic feature is clearly sharpened after reconstruction. [right] Same as the left panel, except in redshift space. Also shown
for comparison is the average reconstructed real-space correlation [dashed line]. In addition to sharpening the acoustic feature, the
reconstruction algorithm also reduces the e↵ects of redshift-space distortions on the correlation function.

c� 0000 RAS, MNRAS 000, 000–000

Padmanabhan et al. 2012
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Fig. 2.— The matter power spectrum after reconstruction by
the linear-theory density-velocity relation, with the density field
Gaussian filtered. The bottom panel shows the real-space power
spectrum; the top panel shows the spherically averaged redshift-
space power spectrum. The black solid line shows the input power
spectrum at z = 49; it has been displaced in the top panel for
clarity. The blue short-dashed line shows the matter power spec-
trum at z = 0.3; one can see that acoustic peaks have been lost.
In the bottom panel, the red dot-dashed line and magenta long-
dashed line show the effects of reconstruction for 20h−1 Mpc and
10h−1 Mpc Gaussian filtering, respectively. In the top panel, both
lines show 10h−1 Mpc filtering; the red dot-dashed line is without
finger of God compression, while the magenta long-dashed line in-
cludes compression. The increase of power at large wavenumbers
is essentially irrelevant to the quality of the acoustic signature; one
would in practice marginalize over these broadband changes.

When one predicts the large-scale displacement field,
one is also predicting the large-scale velocity field
and hence the correction for large-scale peculiar ve-
locities in redshift space. This is important because
Eisenstein et al. (2006) find that redshift space distor-
tions degrade the radial measurement of the acoustic
peak. On large scales, the real-space displacements of
particles are in the same direction as their peculiar ve-
locity distortion, so the degradation of the acoustic peak
is worse in redshift space than in real space. Reconstruc-
tion can fix this.

However, there are also redshift-space distortions from
small-scale peculiar velocities, i.e., fingers of God. Clus-
ters of galaxies appear as long cigars along the line of
sight in redshift space. For the purposes of determining
bulk flows, one should simply compress these fingers of
God back to some approximation of their real-space loca-
tion. Without this step, the fingers of God get stretched
out further by the reconstruction, degrading the acous-
tic signature. To show that finger-of-God compression
can help the reconstruction, we have identified clusters
in redshift space with an anisotropic friends-of-friends al-
gorithm and moved all cluster particles to the center of
mass of the cluster. The correlation function that results
from running our reconstruction on the compressed den-
sity field is shown in Figure 4. One sees a modest but
useful improvement.

The simple reconstruction described above has not
fully restored the linear acoustic scale, particularly when
beginning from redshift space. We expect that more so-

Fig. 3.— The real-space matter correlation function after recon-
struction by the linear-theory density-velocity relation, with the
density field Gaussian filtered. The black solid line shows the cor-
relation function at z = 49. The blue short-dashed line shows it
at z = 0.3; the acoustic peak has been smeared out. The red
dot-dashed and magenta long-dashed lines show the effects of re-
construction for 20h−1 Mpc and 10h−1 Mpc Gaussian filtering, re-
spectively. Even this very simple reconstruction recovers nearly all
of the linear acoustic peak.

Fig. 4.— The redshift-space matter correlation function after
reconstruction by the linear-theory density-velocity relation, with
the density field Gaussian filtered. The black solid line shows the
correlation function at z = 49. The blue short-dashed line shows
the redshift-space correlation function at z = 0.3; the acoustic peak
has been smeared out. The black dotted line shows the real-space
correlation function for comparison. The red dot-dashed line line
shows the effects of reconstruction for a 10h−1 Mpc Gaussian filter-
ing; the magenta long-dashed line is the result when one compresses
the fingers of God prior to the reconstruction. These reconstruc-
tions significantly improve the acoustic peak.

phisticated reconstruction methods will produce further
improvements. The small end of the range of the scales of
interest are in the quasi-linear regime, and our assump-
tion of linear theory for both the continuity equation and
the redshift distortions is only a first approximation here.

We use a Fisher matrix calculation to estimate how
much the reconstruction has improved the recovery of
the acoustic scale. Our calculation is based on the meth-
ods in Seo & Eisenstein (2003) but with the derivatives
multiplied by a Gaussian filtering that is tuned to match
the pair-wise Lagrangian displacement (Eisenstein et al.
2006) and that visually reproduces the smearing of the
acoustic peak. We focus here on the spherically-averaged
acoustic scale; we will present anisotropic results (i.e.,
separate estimates for the angular diameter distance and
the Hubble parameter) in a future paper. We find that

Eisenstein et al. 2007

z=49

z=0.3

real space
reconstructed

reconstructed with FOG compression
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Analyses anisotropes

Le pic BAO se manifeste à la fois le long de la ligne de 
visée (relié à H(z)), et transversalement (ce qui mesure 
DA(z)).

Une analyse isotrope mesure

Une analyse 3D compare par nature H(z) et DA(z), et 
inclut donc un test d’Alcock-Paczinsky.

Il est nécessaire de prendre en compte l’effet Kaiser 
(distorsions de redshift, RSD).

Les RSD fournissent également de l’information sur la 
croissance des structures.

8 L. Anderson et al.

necessary, as we find the pattern of seeing in the SGC has signif-
icant angular clustering and thus the systematic induces spurious
clustering into SGC measurements. The w

see

weights have negli-
gible impact on measurements of the NGC clustering (and, indeed,
the DR9 SGC clustering); there is negligible large-scale power in
the pattern of the seeing in the NGC data. The best-fit coefficients
for the seeing weights we find and apply to the DR10 CMASS data
are A

see

= 1.034, B
see

= 2.086 and �
see

= 0.731 and for DR11
A

see

= 1.046, B
see

= 2.055 and �
see

= 0.755. We find no trend
in the relationship between galaxy density and seeing as a function
of redshift. This implies that weighting based on Eq. 20 removes
from the CMASS density field any dependency on seeing in its full
3D space.

3 ANALYSIS CHANGES COMMON TO ISOTROPIC AND
ANISOTROPIC CLUSTERING SINCE DR9

We analyse the BAO feature and fit for distances using the 2-
point function in both configuration space (the correlation func-
tion, ⇠) and in Fourier space (the power spectrum, P ). In Section
4 we present the analysis techniques we use to obtain spherically
averaged P and ⇠ and extract isotropic distance scale measure-
ments. In Section 5, we present the analysis techniques we use
measure the distance scale along and perpendicular to the line-of-
sight using Multipoles and Wedges in configuration space. In this
section, we detail the changes common to both the isotropic and
anisotropic clustering analysis since DR9. These include changes
in: (i) density-field reconstruction, (ii) mock catalogs, and (iii) es-
timation of errors on these measurements by analyzing mock cata-
logues.

3.1 Reconstruction

The statistical sensitivity of the BAO measurement is limited by
non-linear structure formation. Following Eisenstein et al. (2007a)
we apply a procedure to reconstruct the linear density field. This
procedure attempts to partially reverse the effects of non-linear
growth of structure and large-scale peculiar velocities from the
data. This is accomplished using the measured galaxy density field
and Lagrangian theory relations between density and displacement.
Reconstruction reduces the anisotropy in the clustering, reverses
the smoothing of the BAO feature due to second-order effects, and
significantly reduces the expected bias in the BAO distance scale
that arises from these same second-order effects. Reconstruction
thus improves the precision of our BAO scale measurements while
simplifying our analyses.

We apply reconstruction to both the LOWZ and CMASS sam-
ples. Briefly, we use the galaxy density field, applying an assumed
bias for the galaxies, in order to estimate the matter density field
and solve for the displacement field. A correction is applied to ac-
count for the effect of linear redshift space distortions. Full details
of the reconstruction algorithm we apply can be found in Padman-
abhan et al. (2012) and Anderson et al. (2012). Compared to Ander-
son et al. (2012), we have increased the number of points in the ran-
dom catalogues used both when estimating the displacement field,
and when sampling this field to give the shifted field (see Eisen-
stein et al. 2007a; Padmanabhan et al. 2012; Anderson et al. 2012,
for definitions). Internal tests have shown that the results can be bi-
ased if the number of points in the random catalogue is too small.
Given the large separation between the data in the NGC and SGC,
we continue to run reconstruction on these two regions separately.

3.2 Mock catalogs

To create mock galaxy catalogs for LOWZ and CMASS samples
we use the the PTHalos methodology described in Manera et al.
(2013a) assuming the same fiducial cosmology as the data analy-
sis. The mocks reproduce the monopole and quadrupole correla-
tion functions from the observed galaxies, and are randomly down-
sampled to have the same mean n(z) as a fitted 10-node spline to
the sample n(z). This achieves a smooth redshift distribution for
the mean of the mocks. We mask each mock to the area of the ob-
served samples, simulate close-pair completeness (fiber collisions)
and randomly downsample to the overall sky completeness based
on regions defined by the specific tiling geometry of the data.

To analyse the DR10 and DR11 CMASS samples, 600 mock
CMASS galaxy catalogs were used with a slightly updated method
as described in Manera et al. (2014). For the LOWZ sample, 1000
mock LOWZ catalogs were created (again assuming the same fidu-
cial cosmology) using a new incarnation of the PTHalos method-
ology (Manera et al. 2014) that includes a redshift dependent halo
occupation distribution. The redshift dependence is fit to the data
based jointly on the observed clustering and the observed n(z).

The analysis presented in this paper uses an earlier version of
the mocks than the ones that will be publicly released in Manera et
al. (2014). The differences are small and include an early estimate
of the redshift distribution, a small difference in the way redshifts
are assigned to random points, and lower intra-halo peculiar ve-
locities. The mock catalogs are used to test our methodology and
estimate covariance matrices. We expect these differences to have
negligible statistical and systematic effects, especially when taking
the approximate nature of the PTHalos methodology into account.
Our systematic error budget is discussed further in Section 9.1.

3.3 Covariance matrices

For each clustering metric we measure on the data, we also mea-
sure on the each mock galaxy catalog. We use the distribution of
values to estimate the sample covariance matrices that we use in
the fitting. We use 600 mock catalogs for CMASS and 1000 for the
LOWZ analysis. As the same underlying simulation was used to
construct NGC and SGC versions of each mock catalog, we care-
fully combine a total measurement for each mock by using NGC
and SGC measurements from different boxes. The full procedure
we adopted is described in detail in Percival et al. (2014), which
focuses on understanding the error in the derived covariance ma-
trix. Percival et al. (2014) also includes how we propagate errors in
the covariance matrix through to the parameter errors for all results
presented in this paper.

4 MEASURING ISOTROPIC BAO POSITIONS

The BAO position in spherically averaged 2-point measurements is
fixed by the projection of the sound horizon at the drag epoch, rd,
and provides a measure of

DV (z) ⌘
⇥
cz(1 + z)2DA(z)

2H�1

(z)
⇤
1/3

, (21)

where DA(z) is the angular diameter distance and H(z) is the
Hubble parameter. Matching our DR9 analysis (Anderson et al.
2012) and previous work on SDSS-II LRGs (Percival et al. 2010),
we assume that the enhanced clustering amplitude along the line-
of-sight due to redshift-space distortions does not alter the relative
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(a) The monopole (left) and quadrupole (right) we expect to measure in the presense of anisotropic clustering
according to Equations (26) & (27) for a linear theory based model including the Kaiser effect. The Kaiser effect
gives rise to the BAO bump near 110h−1Mpc in the quadrupole. One can see that the monopole is insensitive to
ϵ. However, ϵ works to change the position of the line-of-sight and transverse BAO features in opposing directions
with the line-of-sight having a more prominent shift. The differential nature of these shifts moves the quadrupole
BAO, compounding with any isotropic shifts. Hence, we expect the quadrupole to be sensitive to an anisotropic
BAO signal.

(b) Variation of monopole (left) and quadrupole (right) models including the Kaiser effect and a full non-linear
treatment of FoG and anisotropic Σnl. The solid black line in this and the similar plots following always corresponds
to the fiducial model parameters Σ⊥ = 6h−1Mpc, Σ∥ = 10h−1Mpc and Σs = 4h−1Mpc with β = 0.35 (center of
the β prior in our fits). The monopole is again affected very little by ϵ. The fiducial quadrupole model picks up a
crest-trough-crest structure at the BAO scale due to the differential broadening of the line-of-sight and transverse
BAO signals by Kaiser, FoG and anisotropic Σnl. We again see that the anisotropic warping parameterized by ϵ
works to shift the location of the quadrupole BAO. In addition, it can adjust the relative amplitude of the crests.
ϵ is the only parameter that can shift the BAO in the quadrupole while leaving the monopole BAO unaffected; the
isotropic shift α changes the BAO position equally in both.

Figure 1. Variation of our models with ϵ for a linear theory based model including the Kaiser redshift-space distortion (a) and a full
non-linear model including FoG and Kaiser redshift-space distortions as well as anisotropic Σnl (b). In these and the following two figures,
we have assumed a cosmology of Ωb = 0.04, Ωm = 0.25, h = 0.7, ns = 1.0 and σ8 = 0.8. ϵ parameterizes the amount of Alcock-Paczynski
anisotropy, which, if there was none, would be equal to 0. The left panel shows the monopole (black), the transverse correlation function
(red) and the radial correlation function (blue), where the difference between these latter two yields a measurement of the quadrupole.
Solid, dashed and dotted lines are defined as in the plot legend of the right panel which shows the quadrupole. Note that the quadrupole
BAO feature is much weaker in the more realistic non-linear model.

However, in order to model actual observations with fidelity,
we must also account for the FoG effect and non-linear struc-
ture growth. This section details a plausible model that in-
cludes all of these effects and will be used in our fitting
procedure described in §3.3 to measure α and ϵ.

In Fourier space we can write the following template for
the 2D non-linear power spectrum

Pt(k, µ) = (1 + βµ2)2F (k, µ,Σs)Pdw(k, µ) (28)

(Fisher et al. 1994) where

F (k, µ,Σs) =
1

(1 + k2µ2Σ2
s)2

(29)

(Park et al. 1994) corresponds to a streaming model for the
FoG effect and the (1+βµ2)2 term corresponds to the Kaiser
model for large-scale redshift-space distortions. Here Σs is
the streaming scale and is typically ∼ 3− 4h−1Mpc.

Xu et al. 2013

quadrupole

ε: mesure de l’anisotropie

On peut décomposer le signal en multipoles.
Symétrie : ordres impairs sont nuls.
Deux premiers termes : monopole et quadrupole.



Monopole et 
quadrupole,
Andersen et al. 2014



Effets systématiques

Erreurs d’étalonnage photométrique : peut agir sur la 
fonction de sélection et biaiser la fonction de 
corrélation. Problème bien identifié, sous contrôle, et 
qui agirait surtout sur de plus grandes échelles.

Distorsions de redshift : effets bien connus, comme 
l’effet Kaiser, les “fingers of  God”;

Effets non linéaires : pris en compte par la 
reconstruction.

Le signal BAO est très propre, sans effets systématiques 
non maîtrisés.



Limitations intrinsèques : nombre de modes

Les BAO mesurent une échelle de 150 Mpc.

Dans la coquille observable dans une gamme de 
redshifts données, il y a un nombre fini de modes 
mesurables.

Les BAO sont limitées par la statistique disponible, une 
fois données une combinaison de traceurs et de gamme 
de redshift.



SDSS

Sloan Digital Sky Survey 
(I, II, III, IV en cours)

Télescope grand champ, diamètre 
2.5-m à Apache Point 
Observatory, NM

Caméra d’imagerie (ugriz) de SDSS-I 
(2000-2005, 8000 sq deg) et SDSS-II 
(2006-2008, 10000 sq deg)



Spectroscopie SDSS

SDSS-I et II: spectrographe avec 840 fibres

SDSS-I: 675 000 galaxies, 90 000 quasars. 
Première détection des BAO dans 50 000 LRG

SDSS-II: 860 000 galaxies, 105 000 quasars
BAO avec des photo-z, 600 000 galaxies à z~0.5



SDSS-III & BOSS

Mise à niveau du spectrographe : 1000 fibres, 
couverture spectrale étendue, transmission optique 
améliorée.

BOSS (baryon oscillations spectroscopy survey) est un 
relevé dédié à l’étude des BAO

— dans un échantillon plus vaste de galaxies

— dans la forêt Lyman alpha des quasars



SDSS,
relevé principal



SDSS-I + SDSS-II 
LRG, 8000 deg2 
(fin en 2008)
10-4 galaxies/Mpc3

SDSS,
relevé principal



SDSS-III LRG
10,000 deg2

5x densité
2x volume

SDSS-I + SDSS-II 
LRG, 8000 deg2 
(fin en 2008)
10-4 galaxies/Mpc3

SDSS,
relevé principal



BAO dans la forêt Lyman alpha
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La forêt Lyman-α donne accès à la densité d’hydrogène neutre le 

long de la ligne de visée d’un quasar.

Assez de quasars : mesure 3D des BAO.

Mesure de l’échelle BAO à z ~ 2.5 (époque non dominée par 

l’énergie noire dans les modèles classiques)





BAO dans la forêt Lyman alpha

Les candidats quasars sont sélectionnés à partir de leurs 
couleurs (dans SDSS ou d’autres relevés), ou de leur 
variabilité.

La sélection a une faible efficacité (mêmes couleurs que 
les étoiles A et F) : 30 à 50% sont vraiment des quasars.

Ensuite : spectroscopie des cibles, sélection automatique 
et inspection visuelle pour sélectionner les quasars et 
déterminer leur redshift, et identifiers BAL et DLA.



Ajustement du continuum Ly-α

Lee et al. 2012

Source de distorsions dans la fonction de corrélation. 
Pris en compte dans l’analyse.
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the BOSS galaxy samples to the latest dataset from the ongoing
BOSS.

This paper concentrates on the DR11 data set, comprised of
SDSS-III observations through May 2013, which is scheduled for
public release in December 2014 together with the final SDSS-
III data release (DR12). The DR10 data set, comprised of obser-
vations through June 2012, is already public (Ahn et al. 2013).
We provide the DR10 large scale structure samples, including the
masks, weights, and random catalogs needed for clustering anal-
yses, through the SDSS-III Science Archive Server. To facilitate
community comparisons to our results, in this paper we also present
several of our key analyses for the DR10 subset of our data sample.

Five companion papers present extensions to the methodol-
ogy, testing, and data sets beyond those applied previously to the
DR9 data:

(i) Ross et al. (2014) split the DR10 CMASS sample (see section
2) into red and blue galaxies, showing that consistent cosmological
measurements result from both data sets.

(ii) Vargas-Magana et al. (2013) investigates the different pos-
sible systematics in the anisotropic fitting methodologies, showing
that we achieve unbiased results with fiducial fitting methodology.

(iii) Manera et al. (2014) describes the production of mock cata-
logues, used here to determine errors and test our analysis methods.

(iv) Percival et al. (2014) presents a method to propagate errors
in the covariance matrices determined from the mocks through to
errors on the final measurements.

(v) Tojeiro et al. (2014) presents measurements made at z =

0.32 from the low-redshift “LOWZ” BOSS sample of galaxies
which we now include in our constraints.

We also have produced a series of companion papers present-
ing complementary cosmological measurements from the DR10
and DR11 data:

(i) Beutler et al. (2013) presents a fit to the CMASS power spec-
trum monopole and quadrupole, measuring Redshift-Space Distor-
tions (RSD).

(ii) Samushia et al. (2014) fits the CMASS correlation function
monopole and quadrupole, measuring Redshift-Space Distortions
(RSD) using a streaming model.

(iii) Chuang et al. (2013b) fits CMASS correlation function
monopole and quadrupole using quasi-linear scales (e.g. above
50h�1Mpc) to extract single-probe measurements. For the LOWZ
sample, they include smaller scales with Finger-of-God modeling.

(iv) Sánchez et al. (2013b) fits LOWZ and CMASS correlation
function monopole and wedges (Kazin et al. 2012) with a model
inspired by renormalised perturbation theory.

The layout of this paper is as follows. We introduce the data
and the catalogue in the next section. The catalogue construction
is similar to that described in Anderson et al. (2012) for DR9,
and so we focus primarily on the differences and improvements in
Section 3. We present the analysis methods for our isotropic and
anisotropic measurements in Sections 4 and 5, respectively. We
then present the isotropic results in Section 6 and the anisotropic
results in Section 7. Our systematic error assessment and final dis-
tance measurements are presented in Section 8 and these measure-
ments are placed in a cosmological context in Section 9. We con-
clude in Section 10.

Throughout the paper we assume a fiducial ⇤CDM+GR, flat
cosmological model with ⌦m = 0.274, h = 0.7, ⌦bh

2

= 0.0224,
ns = 0.95 and �

8

= 0.8, matching that used in Anderson et al.
(2012, 2014). Note that this model is different from the current

best-fit cosmology; however these parameters allow us to translate
angles and redshifts into distances and provide a reference against
which we measure distances. The BAO measurement allows us to
constrain changes in the distance scale relative to that predicted by
this fiducial model.

2 THE DATA

2.1 SDSS-III BOSS

We use data included in data releases 10 (DR10;Ahn et al. 2013)
and 11 (DR11; to be publicly released with the final BOSS data
set) of the Sloan Digital Sky Survey (SDSS; York et al. 2000). To-
gether, SDSS I, II (Abazajian et al. 2009), and III (Eisenstein et
al. 2011) used a drift-scanning mosaic CCD camera (Gunn et al.
1998) to image over one third of the sky (14 555 square degrees)
in five photometric bandpasses (Fukugita et al. 1996; Smith et al.
2002; Doi et al. 2010) to a limiting magnitude of r ' 22.5 us-
ing the dedicated 2.5-m Sloan Telescope (Gunn et al. 2006) located
at Apache Point Observatory in New Mexico. The imaging data
were processed through a series of pipelines that perform astromet-
ric calibration (Pier et al. 2003), photometric reduction (Lupton et
al. 2001), and photometric calibration (Padmanabhan et al. 2008).
All of the imaging was re-processed as part of SDSS Data Release
8 (DR8; Aihara et al. 2011).

BOSS is designed to obtain spectra and redshifts for 1.35
million galaxies over a footprint covering 10 000 square degrees.
These galaxies are selected from the SDSS DR8 imaging and are
being observed together with 160 000 quasars and approximately
100 000 ancillary targets. The targets are assigned to tiles of diam-
eter 3

� using a tiling algorithm that is adaptive to the density of
targets on the sky (Blanton et al. 2003). Spectra are obtained using
the double-armed BOSS spectrographs (Smee et al. 2013). Each
observation is performed in a series of 900-second exposures, in-
tegrating until a minimum signal-to-noise ratio is achieved for the
faint galaxy targets. This ensures a homogeneous data set with a
high redshift completeness of more than 97 per cent over the full
survey footprint. Redshifts are extracted from the spectra using the
methods described in Bolton et al. (2012). A summary of the survey
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Figure 1. Histograms of the galaxy number density as a function of redshift
for LOWZ (red) and CMASS (green) samples we analyse. We also display
the number density of the SDSS-II DR7 LRG sample in order to illustrate
the increase in sample size provided by BOSS LOWZ galaxies.
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Figure 15. As Figure 15, but for the DR11 LOWZ correlation function
transformed as defined by Eq. 46 with a = 0.39 and b = 0.04. As before,
these error bars are nearly independent, with a worst case of 12 per cent
and an r.m.s. of 3.4 per cent in the off-diagonal elements of the reduced
covariance matrix.

Figure 16. The CMASS BAO feature in the measured reconstructed power
spectrum of each of the BOSS data releases, DR9, DR10, and DR11. The
data are displayed with points and error-bars and the best-fit model is dis-
played with the curves. Both are divided by the best-fit smooth model. We
note that a finer binning was used in the DR9 analysis.

In the case of the acoustic peak, this leads to the data being more
constraining than it appears! This effect is of no consequence for
the formal analysis—one simply uses the covariance matrix when
fitting models—but it is a challenge for pedagogy.

The correlations of estimators can be avoided by adopting a
new basis, i.e., choosing new estimators that are linear combina-
tions of the original correlation function bins. Such transformations
are extensively discussed in Hamilton & Tegmark (2000). There
are an infinite number of choices of bases that will produce diago-
nal covariance matrices. The pedagogical challenge is that the new

Figure 17. The BAO feature in the measured power spectrum of the DR11
reconstructed CMASS (top) and LOWZ (bottom) data. The data are dis-
played with black circles and the best-fit model is displayed with the curve.
Both are divided by the best-fit smooth model.

estimators now represent a mixture of all scales and hence it is not
clear how to plot the measurements.

Here, we present a hybrid approach in which one adopts a
simply-defined estimator with compact support as a function of
scale, but chooses the estimator so that the covariances are sig-
nificantly suppressed. In particular, Hamilton & Tegmark (2000)
noted that transformations based on the symmetric square root of
the Fisher matrix had surprisingly compact support for their power
spectrum analysis. When we formed this matrix for the DR11
CMASS correlation function, we found that the first and second
off-diagonal terms are nearly constant and that subsequent off-
diagonals are small. This suggests that a basis transform of the pen-
tadiagonal form

X(si) =
xi � a (xi�1

+ xi+1

)� b (xi�2

+ xi+2

)

1� 2a� 2b
(46)

will approach a diagonal form. Here, xi = s2i ⇠0(si) and si is the
bin center of measurement bin i. We introduce the 1 � 2a � 2b
factor so as to normalize X such that it returns X = x for constant
x. For the first two and last two bins, the terms beyond the end of
the range are omitted and the normalization adjusted accordingly.

We find that for DR11 CMASS after reconstruction, values
of a = 0.3 and b = 0.1 sharply reduce the covariances between
the bins. The reduced covariance matrices for ⇠(r) and X(r) are
shown in Figure 13. The bins near the edge of the range retain some
covariances, but the off-diagonal terms of the central 10⇥ 10 sub-
matrix of the reduced covariance matrix have a mean and r.m.s. of
0.008 ± 0.044, with a worst value of 0.11. For display purposes,
this is a good approximation to a diagonal covariance matrix, yet
the definition of X(s) is well localized and easy to state. For com-
parison, the reduced covariance matrix of s2⇠

0

has typical first off-
diagonals values of 0.8 and second off-diagonals values of 0.6.

We display this function in Figure 14. One must also trans-
form the theory to the new estimator: we show the best-fit BAO
models with and without broadband marginalization, as well as the

c� 2014 RAS, MNRAS 000, 2–39

BAO in SDSS-III BOSS galaxies 17

Figure 11. DR11 CMASS clustering measurements (black circles) with ⇠(s) shown in the left panels and P (k) in the right panels. The top panels show the
measurements prior to reconstruction and the bottom panels show the measurements after reconstruction. The solid lines show the best-fit BAO model in each
case. One can see that reconstruction has sharpened the acoustic feature considerably for both ⇠(s) and P (k).

Figure 12. Plot of �2 vs. ↵, for reconstructed data from DR10 (blue), and DR11 (black) data, for P (k) (left) and ⇠(s) (right). The dashed lines display the �2

for a model without BAO, which we compute by setting ⌃NL ! 1 in Eqs. (23) and (26). In the ⇠(s) case, this limiting template still depends on ↵, so the
�2(↵) is not constant. Our P (k) model has no dependence on ↵ in this limit. The DR11 detection significance is greater than 7� for P (k) and 8� for ⇠(s).
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Figure 21. The distance-redshift relation from the BAO method on galaxy
surveys. This plot shows DV (z)(rs,fid/rd) versus z from the DR11
CMASS and LOWZ consensus values from this paper, along with those
from the acoustic peak detection from the 6dFGS (Beutler et al. 2011) and
WiggleZ survey (Blake et al. 2011; Kazin et al. 2014). The grey region
shows the 1� prediction for DV (z) from the Planck 2013 results, assum-
ing flat ⇤CDM and using the Planck data without lensing combined with
smaller-scale CMB observations and WMAP polarization (Planck Collab-
oration 2013b). One can see the superb agreement in these cosmological
measurements.

9.2 Comparison of BAO and CMB Distance Scales in ⇤CDM

Results from the BAO method have improved substantially in the
last decade and we have now achieved measurements at a wide
range of redshifts. In Fig. 21 we plot the distance-redshift rela-
tion obtained from isotropic acoustic scale fits in the latest galaxy
surveys. In addition to the values from this paper, we include the
acoustic scale measurement from the 6dFGS (Beutler et al. 2011)
and WiggleZ survey (Blake et al. 2011; Kazin et al. 2014). As the
BAO method actually measures DV /rd, we plot this quantity mul-
tiplied by rd,fid. The very narrow grey band here is the predic-
tion from the Planck CMB dataset detailed in Sec. 9.1. In vanilla
flat ⇤CDM, the CMB acoustic peaks imply precise measurements
of ⌦mh2 and ⌦bh

2, which in turn imply the acoustic scale. The
angular acoustic scale in the CMB then determines the distance
to z = 1089, which breaks the degeneracy between ⌦m and h
once the low-redshift expansion history is otherwise specified (e.g.,
given ⌦K , w, and wa). The comparison between low-redshift BAO
measurements and the predictions from the CMB assuming a flat
⇤CDM cosmology therefore allows percent-level checks on the ex-
pansion history in this model over a large lever arm in redshift. One
sees remarkably good agreement between the BAO measurements
and the flat ⇤CDM predictions from CMB observations.

Fig. 22 divides by the best-fit prediction from Planck Collabo-
ration (2013b) to allow one to focus on a percent-level comparison.
In addition to the BAO data from the previous figure, we also plot
older BAO measurements based primarily on SDSS-II LRG data
(Percival et al. 2010; Padmanabhan et al. 2012). This figure also
shows the flat ⇤CDM prediction from the WMAP+SPT/ACT data
set. The predictions from these two data sets are in mild conflict
due to the ⇠ 5 per cent difference in their ⌦mh2 values, discussed
in Section 9.1. One can see that the isotropic BAO data, and the
BOSS measurements in particular, fall between the two predictions
and are consistent with both. Note that the recent revision of Planck
data by Spergel et al. (2013) results in a value of ⌦mh2 that is in
excellent agreement with our isotropic BAO measurements, which

Figure 22. The DV (z)/rd measured from galaxy surveys, divided by
the best-fit flat ⇤CDM prediction from the Planck data. All error bars
are 1�. The Planck prediction is a horizontal line at unity, by construc-
tion. The dashed line shows the best-fit flat ⇤CDM prediction from the
WMAP+SPT/ACT results, including their smaller-scale CMB compilation
(Bennett et al. 2013). In both cases, the grey region shows the 1 � varia-
tion in the predictions for DV (z) (at a particular redshift, as opposed to
the whole redshift range), which are dominated by uncertainties in ⌦mh2.
As the value of ⌦mh2 varies, the prediction will move coherently up or
down, with amplitude indicated by the grey region. One can see the mild
tension between the two sets of CMB results, as discussed in Planck Col-
laboration (2013b). The current galaxy BAO data fall in between the two
predictions and are clearly consistent with both. As we describe in Sec. 7.5,
the anisotropic CMASS fit would yield a prediction for this plot that is 0.5
per cent higher than the isotropic CMASS fit; this value would fall some-
what closer to the Planck prediction. In addition to the BOSS data points,
we plot SDSS-II results as open circles, that from Percival et al. (2010) at
z = 0.275 and from Padmanabhan et al. (2012) at z = 0.35. These data
sets have a high level of overlap with BOSS LOWZ and with each other,
so one should not include more than one in statistical fitting. However, the
results are highly consistent despite variations in the exact data sets and dif-
ferences in methodology. We also plot results from WiggleZ from Kazin
et al. (2014) as open squares; however, we note that the distance measure-
ments from these three redshift bins are substantially correlated.

brings Planck predictions of the distance scale at z = 0.32 and
z = 0.57 much closer to BOSS measurements.

Our 68 and 95 per cent constraints in the DA(0.57)(r
fid

d /rd)�
H(0.57)(rd/r

fid

d ) plane from CMASS consensus anisotropic mea-
surements are highlighted in orange in Fig. 23. In grey we overplot
one-dimensional 1- and 2� contours of our consensus isotropic
BAO fit. Also shown in Fig. 23 are the flat ⇤CDM predictions from
the Planck and WMAP CMB data sets detailed in Section 9.1. The
CMB constraints occupy a narrow ellipse defined by the extremely
precise measurement of the angular acoustic scale of 0.06 per cent
(Planck Collaboration 2013b). The extent of the ellipse arises pri-
marily from the remaining uncertainty on the physical cold dark
matter density, ⌦ch

2; Planck narrows the allowed range by nearly
a factor of two compared with WMAP. The CMASS isotropic BAO
constraints are consistent with both CMB predictions shown here.
The anisotropic constraints in particular prefer larger values of
⌦ch

2 (right edge of the WMAP contour) also favored by Planck.
Also evident in this plot is the offset between the best fit anisotropic
constraint on H(0.57)(rd/r

fid

d ) (or ✏) and the flat ⇤CDM predic-
tions from the CMB.

To make the flat ⇤CDM comparison between the CMB
and our BAO measurements more quantitative, we report in Ta-
ble 13 the Planck, WMAP, and eWMAP ⇤CDM predictions for
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Table 13. Comparison of CMB flat ⇤CDM predictions for the BAO distance scale to our BOSS DR11 measurements. We translate the CMB predictions to our
observables of ↵, ✏, ↵k, and ↵?. As the CMB data sets vary notably in the value of ⌦mh2, we report these quantities. We also translate our BOSS distance
measurements to the constraints they imply on ⌦mh2, assuming the flat ⇤CDM model and using the CMB measurements of ⌦bh

2 and the angular acoustic
scale. We stress that this inference of ⌦mh2 is entirely model-dependent and should not be used as a more general result of this paper. However, it does allow
an easy comparison of the CMB and BOSS data sets in the context of ⇤CDM.

dataset z
e↵

↵ ✏ ↵k ↵? ⌦mh2

Planck 0.32 1.040± 0.016 �0.0033± 0.0013 1.033± 0.014 1.043± 0.018 0.1427± 0.0024
WMAP 0.32 1.008± 0.029 �0.0007± 0.0021 1.007± 0.025 1.009± 0.031 0.1371± 0.0044

eWMAP 0.32 0.987± 0.023 0.0006± 0.0016 0.988± 0.020 0.986± 0.025 0.1353± 0.0035

LOWZ 0.32 1.018± 0.021 - - - 0.1387± 0.0036

Planck 0.57 1.031± 0.013 �0.0053± 0.0020 1.020± 0.009 1.037± 0.015 0.1427± 0.0024

WMAP 0.57 1.006± 0.023 �0.0012± 0.0034 1.004± 0.017 1.007± 0.027 0.1371± 0.0044
eWMAP 0.57 0.988± 0.019 0.0010± 0.0027 0.990± 0.013 0.987± 0.021 0.1353± 0.0035

CMASS-iso 0.57 1.0144± 0.0098 - - - 0.1389± 0.0022

CMASS 0.57 1.019± 0.010 �0.025± 0.014 0.968± 0.033 1.045± 0.015 0.1416± 0.0018

Figure 23. Comparison of the 68 and 95 per cent constraints in the
DA(0.57)(rfidd /rd) � H(0.57)(rfidd /rd) plane from CMASS consensus
anisotropic (orange) and isotropic (grey) BAO constraints. The Planck con-
tours correspond to Planck+WMAP polarization (WP) and no lensing. The
green contours show the constraints from WMAP9.

our isotropic and anistropic BAO observables at z = 0.32 and
z = 0.57. All three predictions are in good agreement with
our isotropic measurements. The largest discrepancy between the
Planck ⇤CDM predictions and BOSS measurements is about 1.5�
for the anisotropic parameter ✏ (or the closely related ↵k) at z =

0.57. eWMAP and BOSS disagree at about 1.8� in ✏, which leads
to an approximately 2.2� offset in ↵?.

Our measurements therefore provide no indication that addi-
tional parameters are needed to describe the expansion history be-
yond those in flat ⇤CDM. However, it is also clear from Fig. 22 and
Table 13 that the disagreement between the WMAP+SPT/ACT and
Planck ⇤CDM BAO predictions is comparable to the error on the
BOSS acoustic scale measurement. Under the assumption of a flat

⇤CDM model, our anisotropic measurements show a mild prefer-
ence for the Planck parameter space over WMAP+SPT/ACT. We
are optimistic that the further analysis of the CMB data sets will
resolve the apparent difference.

Since the uncertainties in the ⇤CDM prediction of the BAO
observables from the CMB are dominated by the uncertainty in
⌦ch

2, another way to summarize and compare the BAO measure-
ments across redshift is as a constraint on ⌦mh2 from the flat
⇤CDM model holding the CMB acoustic scale, `A (Eq. 10 of
Planck Collaboration 2013b), and physical baryon density, ⌦bh

2

fixed. These values are given in the ⌦mh2 column of Table 13.
We stress that these inferences depend critically on the assump-
tion of a flat ⇤CDM expansion history. Using this method, the
BOSS inferences are more precise than the CMB and fall between
the WMAP and Planck constraints. The isotropic CMASS analy-
sis yields ⌦mh2

= 0.1389 ± 0.0022, in close agreement with the
LOWZ result of 0.1387 ± 0.0036. Our anisotropic analysis shifts
to a notably larger value, ⌦mh2

= 0.1416 ± 0.0018, closer to the
Planck measurement. This shift in ⌦mh2 between the isotropic and
anisotropic CMASS fits is simply a restatement of the half sigma
shift in ↵ between our isotropic and anistropic fits, discussed in
Sec. 7.5.

For our cosmological parameter estimation, we present
Planck in most cases but show the results for WMAP and
WMAP+SPT/ACT in some cases so that the reader can assess the
differences. For most combinations, the agreement is good. This is
because the BAO data fall between the two CMB results and hence
tend to pull towards reconciliation, and because the low-redshift
data sets dominate the measurements of dark energy in cosmolo-
gies more complicated than the vanilla flat ⇤CDM model.

Fig. 23 and Table 13 illustrate many of the features of the
⇤CDM model fits we present in Table 14. For instance, the ad-
dition of a CMASS BAO measurement to the CMB improves the
constraint on ⌦mh2 by 40 per cent for Planck (with similar im-
provements for the other CMB choices). The central values for
all three reported ⇤CDM parameters shift by one sigma between
isotropic and anisotropic CMASS fits. There are also one sigma
shifts between Planck and WMAP/eWMAP central parameter val-
ues at fixed BAO measurements; taken together, WMAP+CMASS-
iso or eWMAP+CMASS-iso and Planck+CMASS differ in their
central values of ⌦m and H

0

by about 2�. Additionally combin-
ing with other BAO and SN measurements relaxes this tension to
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Figure 27. Constraints in the H
0

–w plane for Planck+DR9,
Planck+CMASS-isotropic, Planck+CMASS (anisotropic), and
Planck+CMASS+LOWZ. This figure shows the degeneracy between
the Hubble constant and the dark energy equation of state, assumed
constant in time. Comparing with the Planck+CMASS-DR9 results (green
contours), we note that the additional volume in CMASS-DR11 did not
help that much (dark contours). However performing an anisotropic BAO
analysis of the same data really improves the constraints (red contours).
The addition of the LOWZ isotropic BAO measurement at lower redshift
(blue contours) has a marginal improvement over the CMASS anisotropic
constraints, but it is a significant improvement over CMASS isotropic (see
Table 14).

notably lower than some recent local measurements. For example,
Riess et al. (2011) finds H

0

= 73.8 ± 2.4 km s�1 Mpc�1 and
Freedman et al. (2012) finds H

0

= 74.3 ± 2.1 km s�1 Mpc�1.
The Riess et al. (2011) value would be decreased by a small re-
calibration of the water maser distance to NGC 4258 (Humphreys
et al. 2013). Efstathiou (2013) warns about possible biases in the
period-luminosity relation fits due to low-metallicity Cepheids and
finds a lower value of H

0

= 70.6± 3.3 km s�1 Mpc�1 using only
NGC 4258 as the primary distance standard, including the maser
recalibration, or H

0

= 72.5± 2.5 km s�1 Mpc�1 using three sets
of primary standards. While we believe that the comparison of these
direct measurements to our BAO results is important, the results are
also affected by the ongoing photometric recalibration of the SDSS
and SNLS SNe data (Betoule et al. 2013). We have therefore not
pursued a more quantitative assessment at this time.

We next discuss how BAO can help constrain additional de-
grees of freedom. In Table 15 we present our results in more general
cosmological models: ⇤CDM, oCDM (adding curvature), wCDM
(adding a equation of state parameter for dark energy), owCDM
(adding both), w

0

waCDM (allowing for time-dependence in the
e.o.s. of dark energy), and ow

0

waCDM (our most general model,
for DETF comparisons). In each case, we begin with the results of
combining our CMASS and LOWZ data with Planck, showing both
isotropic and anisotropic CMASS cases. We then extend the data
combination with anisotropic CMASS to include additional BAO
information from the 6dFGS and Ly↵ forest, as well as SNe results
from the Union 2 compilation. Finally, for the full combination of
BAO and SNe, we vary the CMB measurements between Planck,
WMAP, and eWMAP to explore any dependency on the tensions
between those data sets.

Figure 28. Constraints in the ⌦K–w plane for Planck+CMASS+LOWZ,
Planck+BAO, Planck+BAO+SN, and Planck+SN. The combination of
CMB and SNe (green contours) has a substantial statistical degeneracy in
this parameter space; however, combining CMB and BAO strongly con-
strains the curvature (grey contours for the LOWZ+CMASS results pre-
sented in this paper, and red contours when adding low and high redshift
BAO measurements). This makes the combination of CMB, BAO, and SNe
(blue contours) a powerful one in this parameter space, yielding a fit cen-
tered around the ⇤CDM values of ⌦K = 0 and w = �1.

We find that these datasets can constrain the equation of state
of dark energy to 6 per cent and curvature to 0.2 per cent, al-
though the time evolution of dark energy is still unconstrained.
In the DETF cosmology, we find a Figure of Merit value (inverse
square root of the minor of the covariance matrix containing the co-
variances of w

0

and wa) of 13.5. We find that the anisotropic BAO
measurement from CMASS-DR11 is much more powerful when
constraining the equation of state of dark energy (even when con-
sidering time-evolving dark energy) than its isotropic counterpart.

Fig. 27 shows the constraints in the H
0

–w plane for differ-
ent BAO datasets combined with Planck results. The degeneracy
between both parameters is quite evident, showing that a more neg-
ative value for w can result in a higher estimation for the Hubble
constant. This effect can also be seen in Fig. 24; for the wCDM
model, variations in the distance to intermediate redshift produce
larger variations in the local distance scale. The extent of the error
contours as we vary the choice BAO data set is somewhat compli-
cated, as was illustrated in Fig. 25. The efficacy of a given BAO
distance precision to constrain w degrades as the fit shifts to more
negative values of w; this is because models with w ⌧ �1 have
their dark energy disappear by intermediate redshift, leaving the
BAO and CMB constraints degenerate. The improvement when we
change from the isotropic CMASS results to the anisotropic ones
is partially due to a shift in w toward 0 and partially because of the
rotation of the contours to favor a DA constraint. Overall, this fig-
ure also shows the consistency between the various BOSS results
and the tight constraints on w that the BAO now provides.

We turn next to the owCDM case, attempting to measure a
constant dark energy equation of state in the presence of non-zero
spatial curvature. These constraints are shown in Fig. 28 for sev-
eral combinations of datasets. The allowed region in this parameter
space by the combination CMB+SN is large, due to a substantial
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Fig. 8. ξ(r, µ) averaged over 0.1 < µ < 0.5, 0.5 < µ < 0.8 and
0.8 < µ < 1. The curves give fits (section 5) to the data imposing
concordance ΛCDM cosmology. The BAO peak is most clearly
present in the data for µ > 0.8.

where Pℓ is the ℓ-Legendre polynomial. We ignore the small
and poorly determined ℓ = 4 term. This fit is performed using
a simple χ2 minimization with the nominal variance (equation
12) and ignoring the correlations between bins. This approach
makes the fit slightly sub-optimal. (Later, we will correctly take
into account correlations between r-bins of the monopole and
quadrupole.) We also exclude from this fit the portion µ < 0.1
to avoid residual biases due to correlated sky subtraction across
quasars; this has a negligible impact on the fits and, at any rate,
there is little BAO signal at low µ.

Figure 9 displays the monopole and quadrupole signals
found by the two methods. The two methods are slightly offset
from one another, but the peak structure is very similar. Figure
9 also shows the combination ξ0 + 0.1ξ2 which, because of the
small monopole-quadrupole anti-correlation (section 4.1), is a
better-determined quantity. The peak structure seen in figure 8 is
also present in these figures.

Because of the continuum estimation procedure (sections
3.1 and 3.2), we can expect that the monopole and quadrupole
shown in figure 9 are deformed with respect to the true monopole
and quadrupole. The most important difference is that the mea-
sured monopole is negative for 60 h−1Mpc < r < 100 h−1Mpc
while the true ΛCDM monopole remains positive for all r <
130 h−1Mpc. The origin of the deformation in the continuum es-
timate is demonstrated in appendix A where both the true and es-
timated continuum can be used to derive the correlation function
(figure A.1). As expected, the deformation is a slowly varying
function of r so neither the position of the BAO peak nor its am-
plitude above the slowly varying part of the correlation function
are significantly affected.

4.1. Covariance of the monopole and quadrupole

In order to determine the significance of the peak we must es-
timate the covariance matrix of the monopole and quadrupole.
If the fluctuations δi in equation (3) in different pixels were
uncorrelated, the variance of ξA would simply be the weighted
products of the fluctuation variances. This yields a result that is
∼ 30% smaller than the true correlation variance that we com-
pute below. The reason is, of course, that the δ-pairs are corre-
lated, either from LSS or from correlations induced by instru-
mental effects or continuum subtraction; this effect reduces the
effective number of pairs and introduces correlations between
(r, µ) bins.

Rather than determine the full covariance matrix for ξ(r, µ),
we determined directly the covariance matrix for ξ0(r) and ξ2(r)
by standard techniques of dividing the full quasar sample into
subsamples according to position on the sky. In particular we
used the sub-sampling technique described below. We also tried
a bootstrap technique (e.g. Efron & Gong, 1983) consisting of
substituting the entire set of N subdivisions of the data by N
of these subdivisions chosen at random (with replacement) to
obtain a “bootstrap” sample. The covariances are then measured
from the ensemble of bootstrap samples. Both techniques give
consistent results.

The adopted covariance matrix for the monopole and
quadrupole uses the sub-sampling technique. We divide the data
into angular sectors and calculate a correlation function in each
sector. Pairs of pixels belonging to different sectors contribute
only to the sector of the pixel with lower right ascension. We
investigated two different divisions of the sky data: defining 800
(contiguous but disjoint) sectors of similar solid angle, and tak-
ing the plates as defining the sectors (this latter version does not
lead to disjoint sectors). The two ways of dividing the data lead
to similar covariance matrices.

Each sector s in each division of the data provides a mea-
surement of ξs(r, µ) that can be used to derive a monopole and
quadrupole, ξℓs(r), (ℓ = 0, 2). The covariance of the whole BOSS
sample can then be estimated from the weighted and rescaled co-
variances for each sector:
√

W(r)W(r′)Cov[ξ̂ℓ(r), ξ̂ℓ′ (r′)]
=
〈√

Ws(r)Ws(r′)
[

ξ̂ℓs(r)ξ̂ℓ′s(r′) − ξℓ(r)ξℓ′ (r′)
] 〉

. (18)
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Fig. 16. The contours for (DA/rs, rsH) obtained by fitting the
monopole and quadrupole to (22). The broadband distortions are
eqn. (23, dashed lines) or (24, solid lines). The blue lines are for
method 1 and the red lines for method 2. All contours are for
∆χ2 = 4 except for the interior solid red contour which is for
∆χ2 = 1.

than that in equation (23) both for the fiducial parameters and for
the best fit. For broadband in equation (24), the χ2 for the fidu-
cial model is acceptable for both methods: χ2/DOF = 85.0/80
for method 1 and χ2/DOF = 71.5/80 for method 2.

The contours in the figure are elongated along the direction
for which the BAO peak position stays approximately fixed at
large µ (near the radial direction, where the observations are
most sensitive). The best constrained combination of DA and H
of the form (DζAH

ζ−1/rs) turns out to have ζ ∼ 0.2. This low
value of ζ reflects the fact that we are mostly sensitive to the
BAO peak in the radial direction. At the one standard-deviation
level, the precision on this combination is about 4%. However,
even this combination is sensitive to the tails in the contours.
A more robust indicator of the statistical accuracy of the peak-
position determination comes from fits imposing αt = αr ≡ αiso,
as has generally been done in previous BAO studies with the
exception of Chuang & Wang (2012) and Xu et al. (2012). This
constraint does not correspond to any particular class of cosmo-
logical models. It does however eliminate the tails in the con-
tours in a way that is similar to the imposition of outside data
sets. The two methods and broadbands give consistent results,
as seen in table 1.

We used the sets of mock spectra to search for biases in
our measurement of αiso. The mean value reconstructed for this
quantity on individual mocks is 1.002 ± 0.007, suggesting that
there are no significant biases in the determination of the BAO
scale. Figure 17 shows the values and errors for the individual
mocks along with that for the data. Both the measured value and
its uncertainty for the data is typical of that found for individual
sets of mock spectra.

5.2. Constraints on cosmological models

Our constraints on (DA/rs,Hrs) can be used to constrain the cos-
mological parameters. In a ΛCDM cosmology, apart from the
pre-factors of H0 that cancel, DA/rs and Hrs evaluated at z = 2.3
depend primarily on ΩM through rs and on ΩΛ which, with ΩM ,
determines DA and H. The sound horizon also depends on H0
(required to derive Ωγ from TCMB), on the effective number of
neutrino species Nν (required to derive the radiation density from
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Fig. 17. The measurements of αiso (= αt = αr) for the 15 sets of
mock spectra and for the data (realization=-1). The large errors
for realization 5 and 8 are due to the very low significance of the
BAO peak found on these two sets.
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Fig. 18. Constraints on the matter and dark-energy density
parameters (ΩM,ΩΛ) assuming a dark-energy pressure-density
ratio w = −1. The blue regions are the one and two stan-
dard deviation constraints derived from our contours in figure
16 (method 2, broadband 24) combined with a measurement
of H0 (Riess et al., 2011). Also shown are one and two stan-
dard deviation contours from lower redshift measurements of
DV/rs (also combined with H0) at z = 0.11 [6dF: Beutler et al.
(2011)], z = 0.35 [LRG: Percival et al. (2010)] and z =
0.57 [CMASS: Anderson et al. (2012)]. All constraints use a
WMAP7 (Komatsu et al., 2011) prior on the baryon-to-photon
ratio η but do not otherwise incorporate CMB results.

the photon density), and on the baryon-to-photon number ratio,
η (required for the speed of sound).

Figure 18 shows the ΛCDM constraints on (ΩM,ΩΛ) de-
rived from the contours in figure 16 combined with the most
recent measurement of H0 (Riess et al., 2011). We use the con-
tours for method 2 and the broadband of equation 24 which
gives better fits to the data than the other method and broadband.
The contours also assume Nν = 3 and the WMAP7 value of η
(Komatsu et al., 2011). Also shown are constraints from BAO
measurements of DV/rs (Percival et al., 2010; Anderson et al.,
2012; Beutler et al., 2011).

The Lyα contours are nicely orthogonal to the lower redshift
DV/rs measurements, reinforcing the requirement of dark en-

13

Prior WMAP sur le ratio baryon/photon

N.G. Busca et al.: BAO in the Lyα forest of BOSS quasars

Table 1. Results with the the two methods and two broadbands (equations 23 and 24). Columns 2 and 3 give the χ2 for the fiducial
model and for the model with the minimum χ2. Column 4 gives the best fit for αiso with the constraint (αt = αr ≡ αiso). Column 5
gives Hrs/[Hrs] f id with the 2σ limits in parentheses. Column 6 gives the Hrs/[Hrs] f id deduced by combining our data with that of
WMAP7 (Komatsu et al., 2011) (see section 5.3).

method & χ2
f id/DOF χ2

min/DOF αiso Hrs/[Hrs] f id Hrs/[Hrs] f id
broadband (with WMAP7)

Method 1 (24) 85.0/80 84.6/78 1.035 ± 0.035 0.876 ± 0.049 (+0.188
−0.111) 0.983 ± 0.035

Method 2 (24) 71.5/80 71.4/78 1.010 ± 0.025 0.954 ± 0.077 (+0.152
−0.154) 1.000 ± 0.036

Method 1 (23) 104.3/82 99.9/80 1.027 ± 0.031 0.869 ± 0.044 (+0.185
−0.084) 0.988 ± 0.034

Method 2 (23) 88.4/82 87.7/80 1.004 ± 0.024 0.994 ± 0.111 (+0.166
−0.178) 1.006 ± 0.032
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Fig. 19.As in figure 18 with constraints on the matter density pa-
rameter,ΩM , and dark-energy pressure-density ratio w assuming
ΩM +ΩΛ = 1.

ergy from BAO data. In fact, our measurement is the only BAO
measurement that by itself requires dark energy:ΩΛ > 0.5. This
is because at z = 2.3 the universe is strongly matter dominated
and the

√
ΩM factor in H partially cancels the 1/

√
ΩM in rs,

enhancing the importance of the ΩΛ dependence of H.
Figure 19 shows the constraints on (ΩM ,w; where w is the

dark-energy pressure-density ratio) assuming a flat universe:
Ωk = 0. Our result is the only BAO measurement that by itself
requires negativew. Our limit w < −0.6 requires matter domina-
tion at z = 2.3.

ρde(z = 2.3)
ρm(z = 2.3)

< 0.3
(

ΩΛ/ΩM

0.73/0.27

)

. (25)

5.3. Constraints on H(z)

The contours in figure 16 give the measurements of Hrs given in
table 1. A measurement of the expansion rate deep in the matter-
dominated epoch can be used to demonstrate the deceleration of
the expansion at that time. Unfortunately, our data are not yet
precise enough to do this. To make a more precise measurement
of H(z = 2.3), we must add further constraints to eliminate the
long tails in figure 16. These tails correspond to models where
1/H(z = 2.3) is increased (resp. decreased) with respect to the
fiducial value while DA(z = 2.3) is decreased (resp. increased).
For flat models, this would imply a change in the mean of 1/H
(averaged up to z = 2.3) that is opposite to that of the change
in 1/H(z = 2.3), which requires a functional form H(z) that

strongly differs from the fiducial case. It is possible to construct
models with this property by introducing significant non-zero
curvature.

Because of the importance of curvature, the tails are elim-
inated once WMAP7 constraints (Komatsu et al., 2011) are in-
cluded. This is done in figure 20 within the framework of non-
flat models where the dark-energy pressure-density ratio,w(z), is
determined by two parameters, w0 and wa: w(z) = w0 +waz/(1+
z). As expected, the WMAP7 results in this framework constrain
DA and 1/H to migrate in roughly the same direction as one
moves away from the fiducial model. Combining WMAP7 con-
straints with ours gives the values of H(z = 2.3)rs given in the
last column of table 1. For what follows, we adopt the mean of
methods 1 and 2 that use the more flexible broadband of equation
(24):

H(z = 2.3)rs
[H(z = 2.3)rs] f id

= 0.992 ± 0.035 . (26)

The precision on H is now sufficient to study the redshift evolu-
tion of H(z).

The fiducial model has rs = 152.76 Mpc and H(z = 2.3) =
3.23H0, H0 = 70km s−1Mpc−1. These results produce

H(z = 2.3)rs
1 + z

= (1.036 ± 0.036) × 104 km s−1 . (27)

or equivalently

H(z = 2.3)
1 + z

= (67.8 ± 2.4)km s−1Mpc−1
(

152.76 Mpc
rs

)

. (28)

This number can be compared with the measurements of
H(z) at lower redshift shown in table 2 and figure 21. Other than
those of H0, the measurements that we use can be divided into
two classes: those (like ours) that use rs as the standard of length
and those that use c/H0 as the standard of length.

The comparison with our measurement is simplest with
BAO-based measurements that use rs as the standard of length
and therefore measure H(z)rs (as is done here). The first at-
tempt at such a measurement was made by Gaztañaga et al.
(2009), a result debated in subsequent papers by Miralda-Escudé
(2009), Yoo & Miralda-Escudé (2010), Kazin et al. (2010), and
Cabré & Gaztañaga (2011). Here, we use four more recent mea-
surements. Chuang & Wang (2012) and Xu et al. (2012) studied
the SDSS DR7 LRG sample and decomposed the BAO peak into
radial and angular components, thus extracting directly Hrs and
DA/rs. Blake et al. (2012) and Reid et al. (2012) took a more in-
direct route. They first used the angle-averaged peak position
to derive DV (z)/rs = ((1 + z)2D2

AczH
−1/rs. They then studied
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Fig. 21. Measurements ofH(z)/(1+z) vs z demonstrating the ac-
celeration of the expansion for z < 0.8 and deceleration for z >
0.8. The BAO-based measurements are the filled circles: [this
work: red], [Xu et al. (2012): black] [Chuang & Wang (2012):
blue], [Reid et al. (2012), cyan], and [Blake et al. (2012): green].
The open green circles are from WiggleZ (Blake et al., 2011b)
Alcock-Paczynski data combined with supernova data yielding
H(z)/H0 (without the flatness assumption) plotted here assuming
H0 = 70km s−1Mpc−1. The open blue circle is the H0 measure-
ment of Riess et al. (2011). The open black squares with dashed
error bars show the results of Riess et al. (2007) which were de-
rived by differentiating the SNIa Hubble diagram and assuming
spatial flatness. (For visual clarity, the Riess et al. (2007) point
at z = 0.43 has been shifted to z = 0.48.) The line is the ΛCDM
prediction for (h,ΩM,ΩΛ) = (0.7, 0.27, 0, 73).

BOSS continues to acquire data and will eventually produce
a quasar sample three times larger than DR9. We can thus ex-
pect improved precision in our measurements of distances and
expansion rates, leading to improved constraints on cosmologi-
cal parameters. The Lyα forest may well be the most practical
method for obtaining precise DA(z) and H(z) measurements at
z > 2, thanks to the large number of independent density mea-
surements per quasar. It is reassuring that the first sample large
enough to yield a detection of BAO produces a signal in good
agreement with expectations. In the context of BAO dark energy
constraints, high redshift measurements are especially valuable
for breaking the degeneracy between curvature and the equation
of state history More generally, however, by probing an epoch
largely inaccessible to other methods, BAO in the Lyα forest
have the potential to reveal surprises, which could provide criti-
cal insights into the origin of cosmic acceleration.
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Appendix A: Mock quasar spectra
We have produced mock spectra in order to tune the analysis
procedure and to study statistical uncertainties and systematic
effects in the measured correlation function.

In some galaxy clustering studies (e.g. Anderson et al.
(2012)) the covariance matrix of the measured correlation func-
tion is obtained from mock data sets. In this case, it is crucial to
have very realistic mocks with the right statistics.

In order to do so, we would need to generate several realiza-
tions of hydrodynamical simulations, with a large enough box
to cover the whole survey (several Gpc3) and at the same time
have a good enough resolution to resolve the Jeans mass of the
gas (tenths of kpc). This type of simulations are not possible to
generate with current technology, but luckily in this study the
covariance matrix is obtained from the data itself, and the mock
data sets are only used to test our analysis and to study possible
systematic effects.

In the last few years there have been several methods pro-
posed to generate simplified mock Lyman-α surveys by com-
bining Gaussian fields and nonlinear transformations of the
field (Le Goff et al., 2011; Greig et al., 2011; Font-Ribera et al.,
2012a). In this study we used a set of mocks generated using
the process described in Font-Ribera et al. (2012a), the same
method used in the first publication of the Lyman-α correlation
function from BOSS (Slosar et al., 2011).

The mock quasars were generated at the angular positions
and redshifts of the BOSS quasars. The unabsorbed spectra
(continua) of the quasars were generated using the Principal
Component Analysis (PCA) eigenspectra of Suzuki et al.
(2005), with amplitudes for each eigenspectrum randomly drawn
from Gaussian distributions with sigma equal to the correspond-
ing eigenvalues as published in Suzuki (2006) table 1. A detailed
description will be provided by Bailey et al. (in preparation), ac-
companying a public release of the mock catalogs.

We generated the field of transmitted flux fraction, F, that
have a ΛCDM power spectrum with the fiducial parameters

(ΩM,ΩΛ,Ωbh2, h,σ8, ns)fid

= (0.27, 0.73, 0.0227, 0.7, 0.8, 0.97) (A.1)

where h = H0/100 km s−1Mpc−1. These values produce a fidu-
cial sound horizon of

rs, f id = 152.76 Mpc . (A.2)

Here, we use the parametrized fitting formula introduced by
McDonald (2003) to fit the results of the power spectrum from
several numerical simulations,

PF(k, µk) = b2
δ(1 + βµ

2
k)

2PL(k)DF(k, µk) , (A.3)

where µk = k∥/k is the cosine of the angle between k and the
line of sight, bδ is the density bias parameter, β is the redshift
distortion parameter, PL(k) is the linear matter power spectrum,
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T. Delubac et al.: BAO in the Ly↵ forest of BOSS quasars

Fig. 4. Example of a BOSS quasar spectrum of redshift 2.91
The red and blue lines cover the forest region used here, 104.0 <
�rf < 120.0. This region is sandwiched between the quasar’s
Ly� and Ly↵ emission lines at 400.9 and 475.4 nm The blue
(green) line is the C2 (C3) continuum model, Cq(�), and the red
line is the C1 model of the product of the continuum and the
mean absorption, Cq(�)F̄(z). (See text.)

available DR9 spectra (Lee et al., 2013). Unlike the other two
methods, it does not assume a universal spectral form. Instead,
for each spectrum, it fits a variable amplitude PCA template to
the part redward of the Ly↵ wavelength. The predicted spectrum
in the forest region is then renormalized so that the mean forest
flux matches the mean forest flux at the corresponding redshift.

All three methods use data in the forest region to determine
the continuum and therefore necessarily introduce distortions in
the flux transmission field and its correlation function (Slosar et
al., 2011). Fortunately, these distortions are not expected to shift
the BAO peak position, and this expectation is confirmed in the
mock spectra.

4.2. Weights

We chose the weights wi j so as to approximately minimize the
relative error on ⇠̂A estimated with Eq. (3). The weights should
obviously favor low-noise pixels and take into account the red-
shift dependence of the pixel correlations, ⇠i j(z) / (1+ zi)�/2(1+
z j)�/2, with � ⇠ 3.8 (McDonald et al., 2006). Following Busca et
al. (2013), we used

wi j /
(1 + zi)�/2(1 + z j)�/2

⇠2ii⇠
2
j j

, (6)

where ⇠ii is assumed to have noise and LSS contributions:

⇠2ii =
�2

pipeline,i

⌘(zi)
+ �2

LSS(zi) and zi = �i/�Ly↵ � 1 . (7)

Here �2
pipeline,i is the pipeline estimate of the noise-variance of

pixel i multiplied by (CiF̄i)2, and ⌘ is a factor that corrects for a
possibly inaccurate estimate of the variance by the pipeline. The
two functions ⌘(z) and �2

LSS(z) are determined by measuring the
variance of �i in bins of �2

pipeline,i and redshift.

Fig. 5. The measured correlation functions (continuum C2) in
three angular regions: µ > 0.8 (top), 0.8 > µ > 0.5 (mid-
dle), and 0.5 > µ > 0. (bottom), where µ is the central value
of r
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) bin. The curves show the results
of fits as described in Sect. 5. The full curve is best fit and the
dashed curve is best fit when the parameters ↵

?

and ↵
k

(Eq. 11)
are both set to unity. The irregularities in the fits are due to the
use of (r
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, r
?

) bins rather than (r, µ) bins.

4.3. ⇠(r
?
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) and its covariance

The correlation function ⇠(r
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) was measured for the three
continuum methods. Figure 5 shows the result using the C2
method, averaged for three ranges of µ = r
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?

. (The
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mined by local e↵ects, they would not be expected to be cor-
related between neighboring quasars. The tests with the mock
catalogs that include uncorrelated spectral diversity confirm that
the imprecisions of the continuum estimates do not introduce bi-
ases into the estimates of the BAO peak positions.

Errors introduced by the flux calibration are potentially more
dangerous. The BOSS spectrograph (Smee et al., 2013) is cali-
brated by observing stars whose spectral shape is known. Most
of these objects are F-stars whose spectra contain the Balmer
series of hydrogen lines. The present BOSS pipeline proce-
dure for calibration imperfectly treats the standard spectra in
the neighborhood of the Balmer lines, resulting in calibration
vectors, C(�), that show peaks at the Balmer lines of amplitude
h�C/Ci ⇠ 0.02±0.004, where the ±0.004 refers to our estimated
quasar-to-quasars r.m.s. variation of the Balmer artifacts (Busca
et al., 2013). If uncorrected, these calibration errors would lead
to � ⇠ 0.02 at absorber redshifts corresponding to the Balmer
lines. The subtraction of the mean �-field, h�(�)i in our analysis
procedure removes this e↵ect on average, but does not correct
calibration vectors individually. Because of the relative unifor-
mity of the Balmer feature in the calibration vectors, this mean
correction is expected to be su�cient. In particular, we have veri-
fied that no significant changes in the correlation function appear
when it is calculated taking into account the observed correla-
tions in the Balmer artifacts, �C/C.

To verify this conclusion, we searched for Balmer artifacts in
the measured ⇠(r

k

, r
?

, h�i) where h�i is the mean wavelength of
the pixel pair. If our mean correction is insu�cient, there would
be excess correlations at r

k

= 0 and h�i equal to a Balmer wave-
length. Artifacts would also appear at r

k

and h�i corresponding
to pairs of Balmer lines. For example, the pair [ H� (410 nm), H✏
(397 nm)] would produce excess correlation at the correspond-
ing radial separation 98 h�1Mpc and h�i = 403 nm. A search has
yielded no significant correlation excesses. Additionally, remov-
ing from the analysis pixel pairs near (397,410)nm, dangerously
near the BAO peak, does not generate any measurable change in
the BAO peak position.

7. Cosmological implications

The standard fit values for (↵
k

,↵
?

) from Table 2 combined with
the fiducial values from Table 1 yield the following results:

DH(2.34)
rd

= 9.18 ± 0.28(1�) ± 0.6(2�) (19)

and

DA(2.34)
rd

= 11.28 ± 0.65(1�) +2.8
�1.2(2�) . (20)

The blue shading in Fig. 13 shows the 68.3% and 95.5% likeli-
hood contours for these parameters, which are mildly anticorre-
lated. These constraints can be expressed equivalently as

H(z = 2.34) = (222 ± 7 km s�1 Mpc�1) ⇥
147.4 Mpc

rd

DA(z = 2.34) = (1662 ± 96 Mpc) ⇥
rd

147.4 Mpc
, (21)

where we have scaled by the value rd = 147.4 Mpc from the
Planck+WP model in Table 1.

Our measured values of DH/rd and DA/rd (Eq. 19 and 20)
can be compared with those predicted by the two CMB inspired
flat ⇤CDM models from Table 1: (8.570, 11.76) for Planck+WP

Fig. 13. Constraints on (DA/rd,DH/rd). Contours show 68.3%
(��2 = 2.3) and 95.5% (��2 = 6.2) contours from the Ly↵ forest
autocorrelation (this work, blue), the quasar Ly↵ forest cross-
correlation (Font-Ribera et al., 2014) (red), and the combined
constraints (black). The green contours are CMB constraints cal-
culated using the Planck+WP+SPT+ACT chains (Ade et al.,
2013) assuming a flat ⇤CDM cosmology.

Fig. 14. Constraints on the o⇤CDM parameters (⌦⇤,⌦M) based
on the autocorrelation contours of Fig. 13. The contours show
68.3% and 95.5% confidence levels. The Planck value of ⌦Bh2

is assumed together with a Gaussian prior for H0 = 70.6 ±
3.2 km s�1Mpc�1. The yellow star is the Planck ⇤CDM mea-
surement, the dashed line corresponds to a flat Universe.

and (8.648, 11.47) for WMAP9+ACT+SPT. Figure 13 demon-
strates that our values di↵er by 1.8� from those of the
Planck+WP model. They di↵er from the WMAP9+ACT+SPT
model by 1.6�. We emphasize that, in contrast to the values of
↵
k

and ↵
?

, the constraints quoted in Eq. (19)-(21) are indepen-
dent of the fiducial model adopted in the analysis, at least over a
substantial parameter range. We have confirmed this expectation
by repeating some of our analyses using the Planck+WP param-
eters of Table 1 in place of our standard fiducial model, finding
negligible change in the inferred values of DH/rd and DA/rd.

To illustrate this tension, we show in Fig. 14 values of ⌦M
and ⌦⇤ that are consistent with our measurements. We con-
sider models of⇤CDM with curvature, having four free parame-
ters: the cosmological constant, the matter and the baryon densi-
ties, and the Hubble constant (⌦⇤,⌦M ,⌦Bh2, h). For clarity, we
placed priors on two of them, adopting the Planck value of ⌦Bh2
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mined by local e↵ects, they would not be expected to be cor-
related between neighboring quasars. The tests with the mock
catalogs that include uncorrelated spectral diversity confirm that
the imprecisions of the continuum estimates do not introduce bi-
ases into the estimates of the BAO peak positions.

Errors introduced by the flux calibration are potentially more
dangerous. The BOSS spectrograph (Smee et al., 2013) is cali-
brated by observing stars whose spectral shape is known. Most
of these objects are F-stars whose spectra contain the Balmer
series of hydrogen lines. The present BOSS pipeline proce-
dure for calibration imperfectly treats the standard spectra in
the neighborhood of the Balmer lines, resulting in calibration
vectors, C(�), that show peaks at the Balmer lines of amplitude
h�C/Ci ⇠ 0.02±0.004, where the ±0.004 refers to our estimated
quasar-to-quasars r.m.s. variation of the Balmer artifacts (Busca
et al., 2013). If uncorrected, these calibration errors would lead
to � ⇠ 0.02 at absorber redshifts corresponding to the Balmer
lines. The subtraction of the mean �-field, h�(�)i in our analysis
procedure removes this e↵ect on average, but does not correct
calibration vectors individually. Because of the relative unifor-
mity of the Balmer feature in the calibration vectors, this mean
correction is expected to be su�cient. In particular, we have veri-
fied that no significant changes in the correlation function appear
when it is calculated taking into account the observed correla-
tions in the Balmer artifacts, �C/C.

To verify this conclusion, we searched for Balmer artifacts in
the measured ⇠(r
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, h�i) where h�i is the mean wavelength of
the pixel pair. If our mean correction is insu�cient, there would
be excess correlations at r
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= 0 and h�i equal to a Balmer wave-
length. Artifacts would also appear at r
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and h�i corresponding
to pairs of Balmer lines. For example, the pair [ H� (410 nm), H✏
(397 nm)] would produce excess correlation at the correspond-
ing radial separation 98 h�1Mpc and h�i = 403 nm. A search has
yielded no significant correlation excesses. Additionally, remov-
ing from the analysis pixel pairs near (397,410)nm, dangerously
near the BAO peak, does not generate any measurable change in
the BAO peak position.

7. Cosmological implications

The standard fit values for (↵
k

,↵
?

) from Table 2 combined with
the fiducial values from Table 1 yield the following results:

DH(2.34)
rd

= 9.18 ± 0.28(1�) ± 0.6(2�) (19)

and

DA(2.34)
rd

= 11.28 ± 0.65(1�) +2.8
�1.2(2�) . (20)

The blue shading in Fig. 13 shows the 68.3% and 95.5% likeli-
hood contours for these parameters, which are mildly anticorre-
lated. These constraints can be expressed equivalently as

H(z = 2.34) = (222 ± 7 km s�1 Mpc�1) ⇥
147.4 Mpc

rd

DA(z = 2.34) = (1662 ± 96 Mpc) ⇥
rd

147.4 Mpc
, (21)

where we have scaled by the value rd = 147.4 Mpc from the
Planck+WP model in Table 1.

Our measured values of DH/rd and DA/rd (Eq. 19 and 20)
can be compared with those predicted by the two CMB inspired
flat ⇤CDM models from Table 1: (8.570, 11.76) for Planck+WP

Fig. 13. Constraints on (DA/rd,DH/rd). Contours show 68.3%
(��2 = 2.3) and 95.5% (��2 = 6.2) contours from the Ly↵ forest
autocorrelation (this work, blue), the quasar Ly↵ forest cross-
correlation (Font-Ribera et al., 2014) (red), and the combined
constraints (black). The green contours are CMB constraints cal-
culated using the Planck+WP+SPT+ACT chains (Ade et al.,
2013) assuming a flat ⇤CDM cosmology.

Fig. 14. Constraints on the o⇤CDM parameters (⌦⇤,⌦M) based
on the autocorrelation contours of Fig. 13. The contours show
68.3% and 95.5% confidence levels. The Planck value of ⌦Bh2

is assumed together with a Gaussian prior for H0 = 70.6 ±
3.2 km s�1Mpc�1. The yellow star is the Planck ⇤CDM mea-
surement, the dashed line corresponds to a flat Universe.

and (8.648, 11.47) for WMAP9+ACT+SPT. Figure 13 demon-
strates that our values di↵er by 1.8� from those of the
Planck+WP model. They di↵er from the WMAP9+ACT+SPT
model by 1.6�. We emphasize that, in contrast to the values of
↵
k

and ↵
?

, the constraints quoted in Eq. (19)-(21) are indepen-
dent of the fiducial model adopted in the analysis, at least over a
substantial parameter range. We have confirmed this expectation
by repeating some of our analyses using the Planck+WP param-
eters of Table 1 in place of our standard fiducial model, finding
negligible change in the inferred values of DH/rd and DA/rd.

To illustrate this tension, we show in Fig. 14 values of ⌦M
and ⌦⇤ that are consistent with our measurements. We con-
sider models of⇤CDM with curvature, having four free parame-
ters: the cosmological constant, the matter and the baryon densi-
ties, and the Hubble constant (⌦⇤,⌦M ,⌦Bh2, h). For clarity, we
placed priors on two of them, adopting the Planck value of ⌦Bh2
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SDSS-III sur QSO x Lyman-α
Cross-corrélation entre QSO et forêt Lyman-α
Font-Ribeira et al. 2014
164 017 QSO comme traceurs, 130 820 pour Lyman-α.
Plus de corrélations parasites dues au continuum.

Figure 1: Left panel: Redshift distribution of the 164,017 quasars used as density tracers
(red in NGC, blue in SGC), and of the 130,825 quasars with Ly↵ spectra (green in NGC,
purple in SGC). Right panel: DR11 footprint in J2000 equatorial coordinates with the 66
sub-samples indicated in di↵erent colors.

3 Cross-correlation

In this section we briefly describe the method used to measure the cross-correlation and its
covariance matrix, referring the reader to previous publications for a detailed explanation
([39], [20]), and present the measured cross-correlation.

3.1 Continuum fitting

The first step necessary to estimate the Lya transmitted flux fraction F (�) = e�⌧(�) from a
set of pixels with flux f(�) is estimating the quasar continuum, Cq(�),

F (�) =
f(�)

Cq(�)
. (3.1)

Among various approaches for the determination of the continuum available in the
literature, we use Method 2 in [17], which is also being used for the analysis of the BAO
Lya autocorrelation for DR11 [36]. This method assumes that all quasars have the same
continuum C̄(�

rest

), except for a linear multiplicative function that varies for each quasar:

Cq(�) = (aq + bq�)C̄(�
rest

) , (3.2)

where aq and bq are fitted to match an assumed probability distribution function (PDF), as
explained in [17].

The construction of the continuum is a critical step for those Ly↵ studies focused on
the line of sight power spectrum or in the flux PDF, where errors in the continuum fitting
can systematically bias the results. In three dimensional clustering measurements of Ly↵
absorption, one would expect that the continuum fitting errors in di↵erent lines of sight are
uncorrelated, getting rid of any potential bias in the measurement. However, as noted by [15],
if the continuum of each quasar is rescaled in order to match an external mean transmission

– 4 –

Figure 6: Contours of ��2 = 2.27 and 5.99, corresponding to Gaussian confidence levels
of 68% and 95%, from the Ly↵ auto-correlation analysis from DR9 ([18], in blue), from
the cross-correlation from DR11 (this work, in red) and from the joint analysis (in black).
The green contours show the 68% and 95% contours for the regions of this parameter space
allowed by the Planck results [3] in an open ⇤CDM cosmology.
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Figure 1. The BAO “Hubble diagram” from a world collection of detections. Blue, red, and green points show BAO mea-
surements of DV /rd, DM/rd, and zDH/rd, respectively, from the sources indicated in the legend. These can be compared
to the correspondingly colored lines, which represents predictions of the fiducial Planck ⇤CDM model (with ⌦m = 0.3183,
h = 0.6704, see Section II C). The scaling by

p
z is arbitrary, chosen to compress the dynamic range su�ciently to make error

bars visible on the plot. Filled points represent BOSS data, which yield the most precise BAO measurements at z < 0.7 and
the only measurements at z > 2. For visual clarity, the Ly↵ cross-correlation points have been shifted slightly in redshift;
auto-correlation points are plotted at the correct e↵ective redshift.

On their own, the BAO data in Figure 2 clearly favor a
universe that transitions from deceleration at z > 1 to
acceleration at low redshifts, and this evidence becomes
overwhelming if one imagines the corresponding CMB
measurements o↵ the far left of the plot. We quantify
these points in the following section.

It is tempting to consider a flat cosmology with a con-
stant H/(1 + z) as an alternative model of these data
[66]. Note that although this form of H(z) occurs in
coasting (empty) cosmologies in general relativity, those
models have open curvature and hence a sharply di↵er-
ent DM (z). But even for the flat model, the data are
not consistent with a constant H(z)/(1 + z), first be-
cause the increase in c ln(1 + z)/DM (z) from z = 0.57
to z = 0.0 is statistically significant, and second because
of the factor of two change of this quantity relative to
that inferred from the CMB angular acoustic scale. The
change from z = 0.57 to z = 0 is more significant than
the plot indicates because the data points are correlated;

this occurs because the H
0

value results from normaliz-
ing the SNe distances with the BAO measurements. We
measure the ratio of the values, H

0

DM (0.57)/c ln(1.57),
to be 1.080±0.014 from the combination of BAO and SNe
datasets, a 5.5� rejection of a constant hypothesis and an
indication of the strength of the SNe data in detecting
the low-redshift accelerating expansion.

III. BAO AS AN UNCALIBRATED RULER

A. Convincing Detection of dark energy from BAO
data alone

For quantitative contraints, we start by considering
BAO data alone with the simple assumption that the
BAO scale is a standard comoving ruler, whose length is
independent of redshift and orientation but is not nec-
essarily the value computed using CMB parameter con-

Combinaison des galaxies, Ly-α auto et cross-corrélation
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Les BAO seuls prouvent l’existence de l’énergie noire

12

0.0 0.1 0.2 0.3 0.4 0.5
⌦
m

0.0

0.2

0.4

0.6

0.8

1.0

1.2

⌦
�

Combined BAO
Combined BAO+Planck DM

Figure 3. Constraints from BAO on the parameters of
o⇤CDM models, treating the BAO scale as a redshift-
independent standard ruler of unknown length. Green
curves/contours in each panel show the combined constraints
from galaxy and LyaF BAO, with no CMB information. Black
curves/contours include the measurement of DM (1090)/rd
from the CMB acoustic scale, again with no assumption about
the value of rd except that it is the same scale as the lower red-
shift measurements. This combination of BAO measurements
yields precise constraints on ⌦

⇤

(top panel) and the dimen-
sionless quantity c/(H

0

rd) (bottom panel), and it requires a
low density (⌦m ⇡ 0.29), nearly flat universe (middle panel).
Blue and red curves in the top and bottom panels show the
result of combining the CMB BAO measurement with either
the galaxy or LyaF BAO measurement separately. The dotted
line in the middle panel marks ⌦m + ⌦

⇤

= 1.

Figure 4. Constraints on ⌦m and h in a flat ⇤CDM model
from galaxy BAO (red), LyaF BAO (blue), and the combina-
tion of the two (green), using a BBN prior on !b and standard
physics to compute the sound horizon rd but incorporating
no CMB information. Contours are plotted at 68%, 95%,
and 99.7% confidence (the interior white region of the green
“donut” is 68%). Black contours show the entirely indepen-
dent constraints on ⌦m and h in ⇤CDM from full Planck
CMB chains.

meaningful constraints from either galaxy BAO or LyaF
BAO alone, though this is no longer true if one allows
non-zero curvature and therefore introduces a third pa-
rameter. There is substantial ⌦m � h degeneracy for ei-
ther measurement individually, but both are generally
compatible with standard values of these parameters.
The tension of the LyaF BAO with the Planck ⇤CDM
model manifests itself here as a best fit at relatively low
matter density and high Hubble parameter. Combining
the galaxy and LyaF measurements produces a precise
measurement of both ⌦m and the Hubble parameter com-
ing from BAO alone, independent of CMB data. In com-
bination, we find h = 0.67± 0.013 and ⌦m = 0.29± 0.02
(68% confidence). The small black ellipse in Figure 4
shows the Planck constraints for ⇤CDM, computed from
full Planck chains, which are in excellent agreement with
the region allowed by the joint BAO measurements.

IV. BAO, SNIA, AND THE INVERSE
DISTANCE LADDER

The traditional route to measuring the Hubble con-
stant H

0

is built on a distance ladder anchored in the
nearby Universe: stellar distances to galaxies within
⇠ 20Mpc are used to calibrate secondary indicators, and
these in turn are used to measure distances to galaxies
“in the Hubble flow,” i.e., far enough away that peculiar
velocities are a sub-dominant source of uncertainty when
inferring H

0

= v/d [69]. The most powerful implementa-
tions of this program in recent years have used Cepheid
variables — calibrated by direct parallax, by distance es-
timates to the LMC, or by the maser distance to NGC

(échelle BAO = paramètre libre)
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Figure 8. Constraints on interesting parameter combinations in a variety of dark energy models: ⇤CDM (upper left), o⇤CDM
(upper right), wCDM (middle left), owCDM (middle right), w

0

waCDM (bottom left) and ow
0

waCDM (bottom right). Curves
show 68%, 95%, and 99.7% confidence contours for the data combinations indicated in the legend. In the top panels the red
contours are almost fully obscured by the green contours because the BAO+Planck combination is already as constraining as the
BAO+SN+Planck combination, but for models with freedom in dark energy the SN and BAO constraints are complementary.
The bottom panels, with evolving w(z), display the value of w at z = 0.266, the “pivot” redshift where w is best constrained
by BAO+SN+Planck in the w

0

waCDM model. For our BAO+SN+Planck contours, the white zone interior to the dark green
annulus marks the 68% confidence region, and the outer edge of the dark annulus is 95%.
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Fig. 4.— Left: eBOSS redshift coverage. eBOSS will be the first large-scale structure survey this decade to measure the

expansion of the Universe in the critical range 0.8 < z < 2.2. Right: Fractional constraints on distance to each redshift,

projected for all BAO surveys to be completed this decade.

4. eBOSS: Precision studies of dark energy and dark matter at all redshifts z < 3

eBOSS will study dark matter and dark energy by precisely and accurately constraining the expansion

history of the Universe and the growth of structure for the first time across all redshifts from 0.3 < z < 3.

It will be the first survey this decade to study large-scale structure in the range 0.8 < z < 2.2, and will

provide the first constraints on baryon acoustic oscillations from quasar clustering.

Galactic and extragalactic astronomy have revealed problems in fundamental physics that cannot be

studied in any other way. Over the past century, astronomers have refined their tools for studying galaxies

and determining their distances, revealing first the Hubble Diagram and the expansion of the Universe,

and later the acceleration of that expansion. The source of this acceleration — dubbed “dark energy”

— is a fundamental problem in physics unlike any previous existing one. For this reason, the definitive

discovery of this acceleration using supernova distances won the Nobel Prize in Physics in 2011.

eBOSS relies on the Baryon Acoustic Oscillations (BAO) as a fundamental tool for distance measure-

ment to study this acceleration. In the first 400,000 years of the Universe’s history, it was filled with a

tightly coupled baryon-photon fluid. Small perturbations seeded by inflation drove pressure waves through

this fluid. However, later the baryons and photons decoupled, and these waves stalled. The remnant

waves are revealed in the temperature fluctuations of the cosmic microwave background, from which we

can derive the distance that they traveled. At lower redshift, the waves are revealed as small features in

the very large scale (∼ 150 Mpc) clustering of galaxies. The clustering feature can be measured in redshift

surveys of galaxies, and its scale therefore reveals the distance to that redshift. By measuring the BAO

feature at multiple redshifts and comparing it to the predicted CMB scale, the BOSS survey will achieve

1% precision in the distances to z ∼ 0.3 and 0.65. Because the physics of the BAO is simple, there are few

systematic uncertainties in this measurement, making it the most accurate cosmological distance indicator.

eBOSS will provide the strongest constraints over the widest redshift range available by the time of its

completion. To do so, it is pursuing telescope access on several wide-field telescope facilities to acquire new

photometric images over a wide area (at least 2500 deg2). These deep and wide photometric catalogs will

be a unique resource in their own right for Galactic and extragalactic research, especially when combined

Relevé et analyses en cours…



Dark Energy Survey

Blanco Telescope (4 m) à Cerro Tololo au Chili

520 Mpix DECam camera

Relevé en cours depuis mi-2013

BAO avec photo-z (Δz ~0.08), 300 M galaxies z<1.4.



LSST

Télescope de 8,4 m à Cerro Pachon au Chili

Caméra de 3 milliards de pixels

Photo-z BAO

Début du relevé en 2022
Chapter 15: Cosmological Physics

Figure 15.3: Joint w0–wa constraints from LSST BAO (dashed line), cluster counting (dash-dotted line), super-
novae (dotted line), WL (solid line), joint BAO and WL (green shaded area), and all combined (yellow shaded
area).

15.1.5 Constraining the Mean Curvature

The mean curvature of the Universe has a significant impact on dark energy measurements.
Allowing the curvature parameter ⌦k to float greatly weakens the ability of supernovae to con-
strain wa (Linder 2005b; Knox et al. 2006a). LSST BAO and WL can determine ⌦k to ⇠ 10�3

separately and < 10�3 jointly, and their results on w0 and wa are not a↵ected in practice by
the freedom of ⌦k (Zhan 2006; Knox et al. 2006a). Given its large area, LSST can place a tight
upper limit on curvature fluctuations, which are expected to be small (⇠ 10�5) at the horizon
scale in standard inflation models.

The aforementioned results are obtained either with the assumption of matter dominance at
z & 2 and precise independent distance measurements at z & 2 and at recombination (Knox
2006) or with a specific dark energy EOS: w(z) = w0 + waz(1 + z)�1 (Knox et al. 2006c;
Zhan 2006). However, if one assumes only the Robertson-Walker metric without invoking the
dependence of the comoving distance on cosmology, then the pure metric constraint on curvature
from a simple combination of BAO and WL becomes �(⌦0

k) ' 0.04f�1/2
sky (�z0/0.04)1/2 (Bernstein

2006)1.

Our result for ⌦0
k from LSST WL or BAO alone is not meaningful, but the joint analysis of the

two leads to �(⌦0
k) = 0.017, including anticipated systematics in photometric redshifts and power

spectra for LSST. This is better than the forecast derived from the shear power spectra and
galaxy power spectra in Bernstein (2006) because we include in our analysis more information:
the galaxy–shear power spectra.

1⌦k a↵ects both the comoving distance and the mapping between the comoving distance and the angular diameter
distance, while ⌦0

k a↵ects only the latter.

524



PFS (Sumire) at Subaru

Prime Focus Spectrograph (PFS) : spectrographe à 2400 
fibres, au foyer du Subaru, télescope grand champ de 
8,2 m à Hawaii.

PFS devrait être installé en 2019. BAO 
spectroscopiques, sur 1400 degrés carrés, 4 M galaxies, 
0.8 < z < 2.4.

Synergie prévue avec HSC (HyperSuprime Camera), 
camera d’imagerie actuellement au Subaru.



DESI (ex-BigBOSS)

Dark Energy Spectroscopic Instrument

Télescope de 4 m NOAO Mayall (Kitt Peak, AZ)

20M gal+qso, 800k Ly-α, 14000 degrés carrés

Début en 2019

Figure 1: The power of DESI is in both the precision and the wide range of redshifts it will
cover, making it competitive even with the Euclid space-based mission. Shown are the fractional
error on the BAO distance scale (isotropic dilation factor), as a function of redshift, per unit ln(a)
(in other words, the e↵ect of any arbitrary redshift bin width �z is removed in this plot). Errors
from the Ly↵ forest measurement, which dominate at z > 1.8, are computed following McDonald
& Eisenstein (2007), with a modest but significant additional contribution from cross-correlations
with quasar density. We assume here an optimistic 50 million galaxies for EUCLID.

energy programs; their focus is on the follow-up of GAIA and eRosita objects.
The European EUCLID satellite will launch sometime early in the next decade. It is

also a Stage-IV dark energy experiment. EUCLID is designed to measure weak lensing and
BAO in the redshift range 1.4 to 2.0. The NASA/WFIRST mission is in formulation. In
its current design (using a 2.4-meter mirror, intended for 2022 launch), the BAO survey
would cover a much smaller area than DESI but at much higher sampling density, making
the two experiments complementary. Finally, new experimental techniques, such as BAO
using observations of the 21cm line of neutral hydrogen hold significant future promise, but
their designs do not allow the more revealing broadband power spectrum measurements
of DESI. Such experiments include CHIME and BAOBAB, both of which have pathfinder
instruments under construction. These surveys are summarized in Table 1 and the science
reach for the BAO surveys is illustrated in Figure 1. The power of DESI is in both the
precision and the wide range of redshifts it will cover, making it competitive even with the
Euclid space-based mission.
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Euclid

Télescope spatial de 1,2 m, au point de Lagrange 
Terre-Soleil L2. Champ de 0,5 degré carré. 

Relevé en 2022. 

Imagerie visible (lentilles gravitationnelles), imagerie 
infrarouge (photo-z), spectrographie sans fente dans le 
proche infrarouge (BAO).

50 M gal (Hα), 0.7 < z < 2.1



SKA (Square kilometer array)

Relevé radio à 21 cm, 202x, Afrique du Sud et Australie.

BAO avec ~ 1 milliard de galaxies, or bien via la mesure 
de l’intensité de l’absorption par l’hydrogène.



Au-delà des BAO

La méthode des BAO atteint ses limites statistiques avec 
les relevés prévus (DESI, Euclid, SKA).

Les relevés de matière 3D permettent d’autres analyses :

— distorsions de redshift (RSD) : croissance des 
structures.

— champs de vitesse via reconstruction, corrélation avec 
effet SZ cinétique.

— corrélation avec effet de lentille sur objets d’arrière-
plan et CMB.


