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Gaz unidimensionnels

Une physique très différente de la physique tri- et
bidimensionnelle

Des systèmes modèles de la physique des systèmes à N corps en
interaction : des solutions exactes parfois, des techniques
théoriques et numériques puissantes

Des réalisations dans le monde réel : nano-tubes de carbone,
nano-fils, jonctions Josephson allongées, états de bords de
systèmes bi-dimensionnels, ...

L’apport des atomes froids

Des systèmes aux paramètres bien contrôlés

De nombreux paramètres réglables

Des diagnostiques performants

Systèmes dilués et ultra-froids : interactions modélisées très
simplement
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Gaz ultra-froids unidimensionnels

Obtention d’un gaz unidimensionnel

Degrés de libertés transverses gelés.
T, µ� ~ω⊥ ~ω⊥

Réalisation sur des expériences d’atomes froids

Confinement dipolaire : tubes 1D d’un réseau optique 2D

Micro-piège magnétique : puce atomique

Ce séminaire
Principales caractéristiques des gaz de Bosons 1D homogènes.
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Absence de condensation de Bose-Einstein à 1D

Gaz 1D
nλdB

µ/T

n ' kBT
√

m
~
√

2|µ|

Gaz 3D

µ/T

ρλ3
dB

Pas de condensation de Bose-Einstein à 1D
Physique gouvernée par les interactions.
Fluctuations importantes
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Interactions ponctuelles à 1D

2 particules de masse m. Interaction : V(z1 − z2) = gδ(z1 − z2)

a1D

z1 − z2

ψ

Condition aux limites :
∂zψ(0+)− ∂zψ(0−) = mg

~2 ψ(0)

Cas symmétrique : ∂zψ(0) = −ψ(0)/a1D,
a1D = −2~2/(mg).
Eg = mg2/~2

Probabilité de transmission

ψk(z) = eikz + feik|z|,
energie : E = ~2k2/m
T = |1 + f |2
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Du monde 3D au monde 1D

Confinement transverse : ω⊥, a⊥ =
√

2~/(mω⊥)
Energie < 2~ω⊥

• r � l⊥ : ψ ' φ0(x, y) cos(k(|z| − a1D)
• r � l⊥ : divergence 3D ψ(r) ∝

r→0
(a3D/r − 1)

VOLUME 81, NUMBER 5 P H Y S I C A L R E V I E W L E T T E R S 3 AUGUST 1998

s-wave scattering amplitude for the true 3D finite-range
interatomic potential [approximated in this paper by
the Huang’s pseudopotential (1)] shows a zero-energy
resonance; namely, if the s-wave scattering length a
(the same for both potentials) is much greater than the
effective range r0 of the true potential [11]. Indeed the
3D pseudopotential approximation (1) is valid only for
velocities which are lower than the inverted effective
range (k ø r21

0 ) (see [12]), and therefore requires a
lower bound for the transverse size: a� � k21

� ¿ r0.
This condition and the tight confinement regime criterion
(a� ø jaj) are consistent only in the resonant case:
jaj ¿ r0.

For low velocities the exact scattering amplitude (11)
can be approximated by a scattering amplitude fd

even�kz� �
21��1 1 ikza1D� for a one-dimensional d potential

U1D�z� � g1Dd�z� (13)

of a coupling strength

g1D � 2
h̄2

ma1D
� gjf0,0�0�j2

µ
1 2 C a

a�

∂21

, (14)

where jf0,0�0�j2 � 1�pa2
�. To illustrate this state-

ment we plot (Fig. 1) the transmission coefficient
T � j1 1 feven 1 foddj2 calculated using the exact
scattering amplitude (11) along with the results of the 1D
d-potential approximation feven � fd

even. Recall that in
both cases the odd-wave scattering amplitude vanishes:
fodd � fd

odd � 0.
The effective potential [(13) and (14)] can be shown

to reproduce the low-energy scattering properties of the
radius a hard spheres in the presence of a transverse trap.
Recall that the Huang’s potential (1) plays exactly the
same role in the free space. By analogy with the “free-

FIG. 1. Transmission probability as a function of the incident
momentum. Solid lines correspond to the exact 1D scattering
amplitude (11). Dashed lines correspond to the 1D d-potential
approximation feven � fd

even. For a��a � 610 the result of
the d-potential approximation almost coincides with the exact
amplitude and is not shown.

space” case [9], the limits of applicability of our potential
can be extended to the many-body problems to describe
interactions between the atoms confined to the ground
transverse state.

Note that the one-dimensional gas of bosons interacting
via a d potential is already widely investigated in theo-
retical physics [13]. One of the most interesting models
belonging to this class is a one-dimensional gas of im-
penetrable bosons. Formally this model corresponds to
the infinitely strong repulsive interaction between atoms:
g1D ! 1`. More rigorously the impenetrable bosons
regime corresponds to the low-energy scattering limit

kzja1Dj ø 1 (15)

when the corresponding transmission coefficient T ap-
proaches zero (see Fig. 1). (Recall that for positive in-
teraction strength g1D the corresponding one-dimensional
scattering length a1D is negative.) A remarkable feature
of the gas of impenetrable bosons is a possibility of a one-
to-one mapping between the bosonic system and a gas of
noninteracting fermions.

For N impenetrable bosons confined in a periodic-
boundary-conditions one-dimensional box of a length L
the ground state of the system Cb is given by an absolute
value of the ground state of the N-particle ideal Fermi gas:

Cb � jCf j , (16)

where

Cf�z1, z2, . . . , zN � �
1p

N! LN
det�eikjzj0 � , (17)

kj �
2p

L
j [ �2kFermi; 1kFermi� , (18)

and kFermi � p�N 2 1��L is the one-dimensional Fermi
radius. In Fig. 2 the zero-temperature one-body mo-
mentum distribution w�kz� for a system of impenetra-
ble bosons in the thermodynamic limit is shown. [It
is normalized as

R1`
2`�dkz�kFermi�w�kz� � 1.] The dis-

tribution has been calculated using the short-range and
long-range expansions for the one-body spatial correla-
tion function given in [14]. The shape of the peak at the
origin is given by w�kz� � r`

p
kFermi�2pkz , where r` �

pe1�2221�3A26 � 0.924 18 . . . , and A � 1.2824 . . . is the
Glaisher’s constant. Note that for finite values of N and
L the thermodynamic limit fails at small momenta kz �
2p�L � 2kFermi�N and the momentum density curve is
not valid in this domain. For comparison, we plot also
the corresponding momentum distribution for an ideal
Fermi gas.

The system of impenetrable bosons may be realized in
the atom waveguides [2] combined with a longitudinal
confinement between two potential barriers. The impen-
etrable bosons regime may be identified by a presence of
the 1�

p
kz peak in the momentum distribution of atoms

(see Fig. 2). Note that the low-energy scattering condi-
tion (15) puts an upper bound to the number of atoms.
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Figure 6: Energies for a pair of atoms in a ring of length Z, divided by the weakly interacting
expression Ew = gn. Here γ = mgZ/�2 is the interaction parameter. Solid line : total en-
ergy. Dotted line : interaction energy. Dashed line : total energy in the strong interaction limit
(Eq. 20). Dashed-dotted line : Interaction energy in the strong interaction regime (Eq. 19).

Figure 7: Relative wave function for ρ = 0. At close distance, the wave function has a 3D nature.
At large distance, it converges towards ψ0,0(ρ) cos(k(z − a1D)).
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Résolu par M.Olshanii :

Phys, Rev. Lett., 81, 938 (1998)

a1D = − a2
⊥

2a3D
(1− Ca3D/a⊥) ,
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N particules : approche qualitative

N bosons identiques de masse m, densité n.

• Corrélations faibles

z1z2 z3 z4 z5

Energie : E/N ' Eint ' gn

• Corrélations fortes

z1z2 z3 z4 z5

Energie : E/N ' Ekin ' ~2n2/m
Fortement corrélé (fermionisé) : ~2n2/m� gn⇒ γ � 1
3D : cas opposé
Régime fortement corrélé :

Température finie : ψ(zi = zj) ' 0 tant que T � Eg.
Fermionisation : bijection entre état du gaz de Fermions et du
gaz de Bosons : ψB =

∏
j<i sgn(xj − xi)ψF(z1, ..., zN)

Particulier au gaz 1D
Valable aussi en présence d’un potentiel
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• Corrélations faibles

z1z2 z3 z4 z5

Energie : E/N ' Eint ' gn

• Corrélations fortes

z1z2 z3 z4 z5

Energie : E/N ' Ekin ' ~2n2/m
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N particules : ansatz de Bethe

Lieb and Liniger. Phys. Review, 130, 1605, 1963

Lieb-Liniger hamiltonian : H =
∑

i− ~2

2m
∂2

∂z2
i

+ g
∑

i<j δ(zi − zj)

Sub-space z1 < z2 < ... < zN .
Onde plane eik1z1eik2z2 ...eikNzN

Bethe-Ansatz : ψ =
∑

P a(P)eikP(1)z1eikP(2)z2 ...eikP(N)zN

Condition aux limites zi = zj :
P et Q : Q(i) = P(j),Q(j) = P(i),Qα 6=i,j = Pα
-Symmétrie par échange de Bosons
-Condition de discontinuité sur la dérivée
⇒ a(P) = −a(Q)e2i Atan(~2(ki−kj)/mg).
Même facteur pour différentes combinaisons de
transpositions : Yang-Baxter
⇒ a(P) =

∏
i<j(1 + img/(~2(kP(j) − kP(i))))

z2

z1

z3

z2 = z3

z1 = z2

z1 = 0

z3 = L

• Conditions aux limites périodiques :
N nombres quantiques (entiers) I1 < I2 < ... < IN → {ki}
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Ansatz de Bethe : état fondamental

Etat fondamental : I1 < I2 < ... < IN = −N/2,−N/2 + 1, ....,N/2
Distribution des rapidités : f (k), E =

∫
~2k2/(2m)f (k)

k

f (k)

k

f (k)

πn

γ � 1 γ � 1

2
√

mgn/~

E/N = gρ/2 E/N = ρ2 π2

3

Fonction de correlation à distance nulle :
g(2)(0) = 〈ψ+ψ+ψψ〉/n2

Helman-Feynman theorem :
g(2)(0) = 2

Ln2
dE
dg
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Bethe-Ansatz : résultats expérimentaux

Kinoshita et al., Science 305 , 1125 (2004), Kinoshita et al., Phys. Rev. Lett. 95, 190406 (2005)

As � and r approach each other (� � 1) and
the bosons start to fermionize, the rate at
which both � and r change decreases. We
observe the stabilization of r by measuring the
1D cloud length. We also measure ε by remov-
ing the axial confinement and letting the atoms
expand in 1D. With more squeezing, the inter-
action energy decreases, because although the
higher 3D density tends to yield stronger inter-
actions, the reduction in wave function overlap
exerts a greater effect. With more localized
wave functions, the kinetic energy starts to
dominate. The net effect is that ε quickly ap-
proaches the asymptote to its high � value.
Very far in the TG limit (� �� 1), like classical
beads on a string or like noninteracting fermi-
ons, transverse squeezing of TG atoms would
have no effect on either r or ε.

The starting point for our experiment is a
nearly pure 87Rb BEC in the lowest internal
energy state, which we produce by all-optical
means every 3 s (27 ). The atoms are confined
in a horizontal crossed dipole trap made with
1.06-�m yttrium-aluminum-garnet (YAG)
laser light (28) (Fig. 2). The trap power, P,
and waist size, w0, are dynamically variable,
but typically we perform the 1D experiments
with P � 12 or 320 mW, w0 � 70 �m, and
2 � 105 BEC atoms (supporting online text).
We use high-intensity fluorescent imaging
to measure cloud sizes (29) (supporting
online text). By scanning P and progres-
sively reducing the 3D trapped cloud, we
determine the resolution of the optical sys-
tem to be wir � 20 � 1 �m.

We create an ensemble of parallel 1D
traps (20) by superimposing on the crossed
dipole trap a 2D optical lattice (Fig. 2),
made from two horizontal, orthogonal
standing waves with slightly different fre-
quencies (30). The lattice is generated by a
Ti-sapphire laser, 3.2 THz to the blue of the
D2 line, with a 600-�m waist and up to 700
mW per beam. The depth of the lattice, U0,
can thus reach 16 �K�kB � 87 Erec, where
kB is the Boltzmann constant and Erec is the
atom’s recoil energy. The maximum trans-
verse oscillation frequency, ��/2�, is 70.7
kHz. The blue-detuned lattice anti-traps in
the axial direction, but only very weakly for
our atoms, which are in the transverse
ground state. The net vertical oscillation
frequency, �v, is reduced from its value in
the crossed dipole trap by at most 2.8% by
the lattice light, so we can scan the trans-
verse confinement without affecting the
axial confinement. The very large lattice
beam waist and large w0 compared with the

initial cloud size means that �� and �v are
nearly the same for the whole ensemble of
�6400 1D traps. The traps differ only in
the number of atoms each contains, Ntube.
For P � 12 mW (320 mW), Ntube � 54
(270) for the central tubes.

The 2D lattice is turned on slowly, to avoid
nonadiabatic excitation of 1D breathing modes
and keep the atoms in the lowest energy axial
state. Adiabaticity is achieved by observing the
in situ vertical cloud size after the lattice is
turned on and keeping residual oscillations be-
low 10% (supporting online text). When turned
fully on, the lattice light causes spontaneous
emission at a rate of 0.4 Hz, and background
gas collisions occur at 0.4 Hz. Either event
usually causes an atom to leave the trap, and we
observe that 15% of the atoms are lost by the
time we make our 1D measurements. To ensure
that the remaining atoms are still near zero
temperature, we reverse the procedure for turn-
ing on the lattice and measure how many atoms
return to the BEC in the crossed dipole trap. Of
the remaining atoms, 80% return to the 3D
BEC, which implies that the thermal energy in
1D is not substantial.

Tunneling between tubes while the lattice
is turned on may lead to a redistribution of
atoms among the 1D tubes. We do not ob-
serve this in the measured horizontal width,
wh, when the atoms are trapped in both light
traps. To the extent that tunneling does occur,
it has a minimal effect, after the tubes are
averaged, on our 1D calculations.

To measure ε, we suddenly turn off only
the crossed dipole trap and let the atoms
expand ballistically while they are still in
the 1D tubes. With P � 12 mW, when U0 �
20 Erec, the transverse width of the atomic
ensemble (Fig. 3A, squares) increases, bal-

Fig. 2. Scheme illustrating the experiment. The
large, blue-detuned crossed beam pairs form the
2D optical lattice that strongly confines atoms in
1D tubes (out of the page). The arrangement of
the tubes is illustrated in the magnified circle. The
smaller, red-detuned crossed traveling waves trap
the atoms axially (out of the page, which corre-
sponds to up in the experiment). The collection of
tubes is imaged transversely, without resolving
individual tubes.

Fig. 3. Plot of the 1D temperature versus the transverse confinement. (A)
At P � 12 mW, the atoms act like a TG gas. (B) At P � 320 mW, the
atoms act like a BEC. The circles denote T1D, which is proportional to �.
TG theory curves (short-dashed lines) are valid for � �� 1, mean field
theory curves (long-dashed lines) are valid for � �� 1, and exact 1D Bose
gas theory curves (solid lines) are valid for all values of �. The theory
curves have no free parameters. Error bars in the theory curve

reflect uncertainty in the input experimental parameters, the most
important being the crossed dipole trap size (�2 �m) and, secondarily,
the atom number (�10%). See table S1 for detailed experimental
parameters. The solid squares represent the change in the square of the
horizontal width, �wh

2, measured from 7 to 17 ms after the crossed
dipole trap has been shut off. The system is purely 1D only above U0 �
20 Erec, when the interaction between tubes is negligible.

R E P O R T S

20 AUGUST 2004 VOL 305 SCIENCE www.sciencemag.org1126

 o
n 

Se
pt

em
be

r 1
2,

 2
01

3
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fro
m

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

1 10

g
(2

)

γ
eff

FIG. 4 (color online). The local pair correlation function vs the

coupling strength. The solid blue line is the 1D Bose gas theory

[10]. The points and associated error bars are generated from the

same data used in Fig. 3. Here, g�2� is calculated for each point

and the points are arranged according to the coupling parameter

eff . The data labels correspond to those in Fig. 3. A scale factor

proportional to K3D has been determined by a weighted least

squares fit of the data to the theory. This value of K3D accords

with our direct measurement of K3D using 3D BECs.

Figure 17: taken from [23]. Here the theory is at zero temperature.

Applying this result to the LL hamiltonian and λ = g, we find

dF

dg
=

1

2



dzψ+ψ+ψψ = L
n2

2
g(2)(0) (68)

Thus, g(2)(0) can be obtained from the equation of state. It can be exactly computed us-
ing YY. It was done in [20]. From g(2)(0), one can identify different regimes separated by
smooth crossover : the ideal Bose gas regime where g(2)(0) ≃ 2 as in an ideal Bose gas be-
cause of bosonic bunching effect, the quasi-condensate regime where the bosonic bunching
effect is killed, correlations between atoms are small and g(2)(0) ≃ 1, and the strongly inter-
acting regime where g(2)(0) ≪ 1, mimicing the Pauli principle for Fermions. Each of those
regimes could be described with appropriate theoretical tools, as we shall see later. The beauty
of the Lieb-Liniger prediction however is to describe the cross-over between those very different
regimes and to offer a unified description.

The zero-distance two-body correlation function has been measured in [24]. It compared
very well with Yang-Yang predictions. Here the fermionisation phenomena is clearly seen.

2.4.3 Contact for 1D Bose gases

The behavior of the momentum distribution of a 1D Bose gas was first investigated in the
fermionised regime for trapped atoms, using techniques particular to this regime [28]. It was

24

Fig. 3. Plot of the 1D temperature versus the transverse confinement. (A)
At P � 12 mW, the atoms act like a TG gas. (B) At P � 320 mW, the
atoms act like a BEC. The circles denote T1D, which is proportional to �.
TG theory curves (short-dashed lines) are valid for � �� 1, mean field
theory curves (long-dashed lines) are valid for � �� 1, and exact 1D Bose
gas theory curves (solid lines) are valid for all values of �. The theory
curves have no free parameters. Error bars in the theory curve

reflect uncertainty in the input experimental parameters, the most
important being the crossed dipole trap size (�2 �m) and, secondarily,
the atom number (�10%). See table S1 for detailed experimental
parameters. The solid squares represent the change in the square of the
horizontal width, �wh

2, measured from 7 to 17 ms after the crossed
dipole trap has been shut off. The system is purely 1D only above U0 �
20 Erec, when the interaction between tubes is negligible.

Figure 14: Crossover from a weakly interacting to a strongly interacting gas observed via a
measure of the total energy. Taken from [22].

Figure 15: Two branches of the elementary excitations in Lieb-Liniger gas (Taken from [26]).

2.4 Exact results for thermodynamic equilibrium
Although the LL model can be formaly solved using Bethe ansatz solutions, using such solutions
to actually predict the behavior of the gaz is a very challenging task and only a few quantities

21
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Ansatz de Bethe : excitations et thermodynamique

Excitations : des trous dans la distribution des I
2 branches d’exciations élémentaires :
Type I :
{I} = −N/2,−N/2 + 1, ...,N/2−
1, IN = N/2 + p

I−N/2 N/2− 1

Type II :
{I} = −N/2, ..., j, j + 2,N/2 + 1

I

2πρ

Thermodynamique. Yang-Yang⇒ Equation d’état n(T, µ)
Yang and Yang, Journ. of math. phys. 10,115 (1969)
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Diagramme de phase du modèle Lieb-Liniger

Paramètres adimensionnés : (Eg = mg2/~2, |a1D| = 2~2/mg)

Température réduite : t = T/Eg

Paramètre d’intéraction : γ = 2/(na1D) = mg/n~2
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K. V. Kheruntsyan et al.

Phys. Rev. Lett. 91,

040403 (2003)
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Analyse des profils avec les équations thermodynamiques
Yang-Yang

Equilibre thermodynamique et LDA : n(z) = nh(T, µ− 0− V(z))

Première analyse avec l’équation
d’état de YAng-Yang :
Amerongen, Phys. Rev. Lett. 100, 090402

(2008)

rium with the gas in the radial ground state, jx
x  j@!? [22]. Within this model, the linear density
is given by

 n1x;; T  nYYx; T
X1

j1

j 1nejx; T:

For the radially excited states, we use the result of the LDA
for the 1D ideal gas, nej; T  g1=2expj=kBT=T

where g1=2 is a Bose function and T  2@2=mkBT1=2
is the thermal de Broglie wavelength [1,15]. Note that as
long as < @!?, we have j < 0 which is necessary to
avoid divergence of g1=2. In this model, the radially excited
states act as a bath for particle and energy exchange with
the radial ground state. The resulting fits are shown as solid
lines in Figs. 1(a)–1(d) and describe our data very well.
The fitted values of T and  are displayed in Fig. 2.

We now turn to the in focus measurements which give
access to the axial momentum distribution of the gas. The
focusing pulse is created by ramping up the axial trapping
frequency from 8.5 to 20 Hz in 0.8 ms, maintaining this for
3.8 ms, and ramping back to 8.5 Hz in 0.8 ms, followed by a
sudden switch-off of the magnetic trap. During the focus-
ing pulse, the cloud length reduces by less than 20%. After

switching off the magnetic trap, the cloud expands in the
radial direction on a time scale of 1=!? so that the
interactions vanish rapidly compared to the relevant axial
time scale, and the subsequent axial contraction can be
treated as free propagation. After 13 ms of free propaga-
tion, the cloud comes to a focus.

In Figs. 1(e)–1(h), we show the axial density distribution
obtained in the focus, averaged over typically 10 shots, for
final rf frequencies similar to the in situ data in Figs. 1(a)–
1(d). Here, in contrast to the in situ results, one can clearly
distinguish a narrow peak from a broad pedestal for rf
values below 1.56 MHz [Figs. 1(g) and 1(h)]. The Yang-
Yang solution does not yield the momentum distribution,
and thus it can not be used to fit to the in focus data.
Instead, to quantify the observation of the bimodal struc-
ture, we first fit a 2D Gaussian to the wings of the atomic
density distribution. In a second step, we fit a narrow
Gaussian to the residual peak in the center. The fitted
curves are shown after integration in the z direction in
Figs. 1(e)–1(h), and describe the observed in focus distri-
butions well. Figure 2(c) shows the resulting atom numbers
in the wide and narrow part of the momentum distribution;
we also plot the atom numbers from the Yang-Yang model
in the radial ground state, in the radially excited states, and
atoms in the radial ground state experiencing x> 0.
Comparing the in situ and the in focus data, we conclude
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The dash-dotted line is to guide the eye and indicates a ratio of
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Yang fit; dashed line indicates @!?=kB. (c) Atom number from
the in focus data: wide distribution () and central peak (4);
from the Yang-Yang model fit to the in situ data: atoms in the
radial ground state (�), in radially excited states (), and atoms
in the radial ground state experiencing x> 0 (�).
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FIG. 1. Linear atomic density from absorption images ob-
tained in situ (a)–(d) and in focus (e)–(h) by lowering (from
top to bottom as indicated) the final rf evaporation frequency.
In situ: solid lines are fits using Yang-Yang thermodynamic
equations (see text). The values of  and T resulting from the
fits are shown in the figure. Dotted line: ideal Bose-gas profile
showing divergence for x  0. Dashed line in (d): quasicon-
densate profile with the same peak density as the experimental
data. In focus: solid lines are the sum of two independent
Gaussian fits—one to the wings (dotted lines) and one to the
central part of the density profile.

PRL 100, 090402 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending
7 MARCH 2008

090402-3

rium with the gas in the radial ground state, jx
x  j@!? [22]. Within this model, the linear density
is given by

 n1x;; T  nYYx; T
X1

j1

j 1nejx; T:

For the radially excited states, we use the result of the LDA
for the 1D ideal gas, nej; T  g1=2expj=kBT=T

where g1=2 is a Bose function and T  2@2=mkBT1=2
is the thermal de Broglie wavelength [1,15]. Note that as
long as < @!?, we have j < 0 which is necessary to
avoid divergence of g1=2. In this model, the radially excited
states act as a bath for particle and energy exchange with
the radial ground state. The resulting fits are shown as solid
lines in Figs. 1(a)–1(d) and describe our data very well.
The fitted values of T and  are displayed in Fig. 2.

We now turn to the in focus measurements which give
access to the axial momentum distribution of the gas. The
focusing pulse is created by ramping up the axial trapping
frequency from 8.5 to 20 Hz in 0.8 ms, maintaining this for
3.8 ms, and ramping back to 8.5 Hz in 0.8 ms, followed by a
sudden switch-off of the magnetic trap. During the focus-
ing pulse, the cloud length reduces by less than 20%. After

switching off the magnetic trap, the cloud expands in the
radial direction on a time scale of 1=!? so that the
interactions vanish rapidly compared to the relevant axial
time scale, and the subsequent axial contraction can be
treated as free propagation. After 13 ms of free propaga-
tion, the cloud comes to a focus.

In Figs. 1(e)–1(h), we show the axial density distribution
obtained in the focus, averaged over typically 10 shots, for
final rf frequencies similar to the in situ data in Figs. 1(a)–
1(d). Here, in contrast to the in situ results, one can clearly
distinguish a narrow peak from a broad pedestal for rf
values below 1.56 MHz [Figs. 1(g) and 1(h)]. The Yang-
Yang solution does not yield the momentum distribution,
and thus it can not be used to fit to the in focus data.
Instead, to quantify the observation of the bimodal struc-
ture, we first fit a 2D Gaussian to the wings of the atomic
density distribution. In a second step, we fit a narrow
Gaussian to the residual peak in the center. The fitted
curves are shown after integration in the z direction in
Figs. 1(e)–1(h), and describe the observed in focus distri-
butions well. Figure 2(c) shows the resulting atom numbers
in the wide and narrow part of the momentum distribution;
we also plot the atom numbers from the Yang-Yang model
in the radial ground state, in the radially excited states, and
atoms in the radial ground state experiencing x> 0.
Comparing the in situ and the in focus data, we conclude
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the in focus data: wide distribution () and central peak (4);
from the Yang-Yang model fit to the in situ data: atoms in the
radial ground state (�), in radially excited states (), and atoms
in the radial ground state experiencing x> 0 (�).
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FIG. 1. Linear atomic density from absorption images ob-
tained in situ (a)–(d) and in focus (e)–(h) by lowering (from
top to bottom as indicated) the final rf evaporation frequency.
In situ: solid lines are fits using Yang-Yang thermodynamic
equations (see text). The values of  and T resulting from the
fits are shown in the figure. Dotted line: ideal Bose-gas profile
showing divergence for x  0. Dashed line in (d): quasicon-
densate profile with the same peak density as the experimental
data. In focus: solid lines are the sum of two independent
Gaussian fits—one to the wings (dotted lines) and one to the
central part of the density profile.
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Réseau optique bi-dimensionnel.
Mesure précise du profil dans un
microscope à électron :
Vogler et al., Phys. Rev. A 88, 031603 (2013)

RAPID COMMUNICATIONS

ANDREAS VOGLER et al. PHYSICAL REVIEW A 88, 031603(R) (2013)

(A and B) and ωr = 2π × 42 kHz (C). Simultaneously to
the adiabatic ramp of the lattice, we lower the axial trapping
frequency to ωax = 2π × 8.8 ± 1.3 Hz (A,B) and ωax =
2π × 12.7 ± 1.7 Hz (C). The angle between the lattice axes
and the EB is 45◦. Therefore, the pixel size is chosen to be
273 nm and the total imaging duration is 30 ms. The fast
scanning direction is oriented along the 1D gases, such that
the scan speed is much faster than the speed of sound. All
single-shot pictures are corrected for angle and position drifts
and summed up. This yields an image sum P for each of
the three samples [A,B,C] containing 3200, 3900, and 1900
pictures, respectively.

We decompose the integrated density profiles using an
inverse Abel transformation A−1. Although the 2D lattice in
our setup has a fourfold symmetry it is smeared out due to the
SEM imaging settings and the postprocessing. Therefore, the
prerequisite of cylindrical symmetry is approximately fulfilled.
To perform the Abel inversion, we make use of the BASEX
method in a modified way [28]. The noisy central region
(±3 pixel) is interpolated with an Abel inverted Gaussian fit on
P . Every horizontal line in the resulting image R = A−1(P )
corresponds to an average of all 1D gases which are at the
same distance from the symmetry axis and thus have the
same central interaction parameter γ0 = γ (x = 0). For every
line in R we perform a fit with the exact Yang-Yang theory
(YY) [7], making a local density approximation [29]: μ(x) =
μ0 − Vax(x), where μ(x = 0) = μ0 is the central chemical
potential and Vax(x) = mω2

axx
2/2. The line density is fixed

by a normalization with the atom number and the pixel size.
From the maximal line density, γ0 is determined, leaving
the temperature as the only free fit parameter. Figure 1
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FIG. 1. (Color online) (a)–(c) In situ density profiles from data
set C (light solid) for increasing distance from the trap center, cor-
responding to different interaction strengths and same temperature.
The exact YY fits are shown as dark solid lines. N denotes the
number of atoms. The peak densities are n1D(x = 0): (a)–(c) =
(6.2,2.7,0.7) × 106 m−1. The asymptotic solutions with the same
number of atoms as for the exact YY fit are also shown: Thomas-Fermi
profile (T = 0 nK) (dashed) and ideal Bose gas (dotted).
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FIG. 2. (Color online) (a) Central interaction strength γ0. (b) In
situ thermometry of the optical lattice: temperature T from a fit
with the exact YY theory. Every point represents one line in R for
the corresponding data set. Negative (positive) values of the x axis
represent the upper (lower) half in R.

illustrates the excellent accordance between the density
profiles and the theoretical prediction. This allows for a
very precise measurement of temperature in optical lattices
(Fig. 2), which is a considerable achievement in the field
of ultracold atoms. The temperatures show only moderate
variations and are compatible with the estimated error, which
indicates an adiabatic loading of the lattice without significant
perturbations. We find the mean temperatures [A,B,C]:
[T̄ = 11(2) nK, T̄ = 20(4) nK, T̄ = 25(4) nK]. The residual
variations of T originate from the inversion method as well as
the interpolation in the center. Furthermore, the temperatures
were cross-checked via a fugacity analysis by fitting a thermal
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FIG. 3. (Color online) Simplified phase diagram in the γ -t plane
for a uniform 1D Bose gas with repulsive contact interaction [29].
The regimes are SI, strongly interacting regime; SI high-T, high-
temperature regime, dominated by thermal energy; BG, nearly ideal
Bose gas; and QC, quasicondensate. The dashed line shows the
degeneracy temperature τ = T/Td = 1. The colored regions show
the different data sets, whereas the spread in t is given through the
temperature error from the fit. The stars () indicate γ0 for the profiles
shown in Fig. 1 and the diamonds (♦) for the profiles in Fig. 4.
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Régime de gaz de Bose idéal : groupement bosonique

Fonction de corrélation à 2 corps g2(z) = 〈ψ+
z ψ

+
0 ψ0ψz〉/n2

0

2

z′ − z

1
lc ' ~2n/(mT) : |µ| � T
lc = λdB :|µ| � Tg2 H =

∑
k

(
~2k2

2m

)
a+

k ak, ψ =
∑

k ak
eikz
√

L

Statistique bosonique
→ groupement bosonique
Théorie de champ classique : tavelure

Groupement→ fluctuations de densité
n

z

Hint = g
2

∫
dzn2 ⇒ δHint > 0

Réduction des fluctuations de densité à T faible
Transition (molle) : 1

N Hint ∝ gn ' |µ|.

⇒ Tc.o. ' ~2n2

2m
√
γ

Transition pour un
gaz dégénéré (γ�1)

tc.o. ∝ γ−2/3
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Régime de quasi-condensat : description de Bogoliubov

γ � 1, t� tco : δn� n
Représentation phase/denisté : ψ =

√
neiθ

n

z

Hamiltonien linéarisé en δn et en∇θ.
(Mora, Castin Phys. Rev. A, 2003) Modes k :
Hk =

(
~2k2

8mn0
+ g

2

)
δn2

k + ~2k2n0
2m θ2

k

Spectre : ωk =
√

~2k2

2m (~
2k2

2m + 2gn0)  0

 1
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 6
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 8

 9

 0  0.5  1  1.5  2  2.5  3  3.5  4

~ω
k/

gn
0

kξ = ~k/
√

gn0m

Fluctuations de densité :

2 ξ = ~/√mgn

z
1

g2

T > gn

Fluctuations de phase :
〈θ2

k〉 = mT
~2k2n0

pour T � ωk

〈(θ(z)− θ(0))2〉 =
mTz
n0~2

Hohenberg-Wagner-Mermin
retrouvé
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Régime de quasi-condensat : description de Bogoliubov
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Gaz de Bose 1D en intéraction faible
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Approximation de champs classique

Grande population des modes : ψ(z) traité comme un champ classique
Equilibre thermodynamique :

Z =
∑
{ψ}

e−βE({ψ}) =
∑
{ψ}

e−β
∫

dz
(
−ψ∗ ~

2
2m

∂2

∂z2 ψ+ g
2 |ψ|

4−µ|ψ|2
)

Un seul paramètre :

{
η = µ

(
~2/(mg2T2)

)1/3

χ = ~2gρ3

mT2 = 1/(t2γ3)

Résolution : évolution stocastique, Monte Carlo
Problème quantique equivalent de dimension 0
dz→ idτ
Hquant = (p2

x + p2
y)/2 + (x2 + y2)2/2− η(x2 + y2)

η < 0
η > 0

Quantitativement valable pour t & 106

(Jacqmin et al., Phys. Rev. A, 86, 043626 (2012))
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Transition de quasi-condensation pour un gaz piégé

Approximation de densité locale (LDA)

Localement :
gaz homognène avec µ(z) = µ0−V(z).
Validité : lc � 1

n
dn
dz . z

V = 1/2mω2z2

Transition de quasi-condensation due aux interactions :
Nco = T/(~ω) ln(t1/3)

LDA valable si ω � (mg2T2/~5)1/3

En général vérifié expérimentalement.
LDA cesse d’être valable⇒ “condensation” dûe à la taille finie
saturation de la population des états excités pour |µ| � (E1 − E0).
Piège harmonique : NC = T/(~ω) ln(2T/~ω)

(Bouchoule et al., Phys. Rev. A 75, 031605 (2007))
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Expérience de puce atomique au LCF

Confinement magnétique par micro-fils
Atomes 87Rb dans F=2,m=2 V = µB|B|

Quadrupolar
field

AlN
15µm

I = 1A
resist

Gold miror

3 mm

3 wires
guidePurely harmonic

(no z3, z4)
Purely quartic

Chip design (wire edges shown)

potentials
diverse longitudinal

Forts confinement transverses
possibles : ω⊥ ' 100 kHz

Confinements transverses et
longitudinaux indépendants.
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Dispositif expérimental

zCCD camera

chip mount 

trapping wire

y
B

Imagerie in-situ

(a)

 −0.077

 0.69 

1D : T � ~ω⊥
Constante de couplage 1D :
g = 2~ω⊥a

A partir des images : profil moyen
Un gaz 1D unique :
mesure des fluctuations de densité
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Mesure des fluctuations de densité

• Analyse statistique à partir d’un jeu d’images

lc,∆� L
→ approximation de densité
locale
〈δN2〉 versus n = 〈N〉/∆

200150100

100

0

z/∆
N Mean curve

Optical shot noise

Contribution of

atomic fluctuations

〈δN2〉 : intégrale de la fonction de corrélation à deux corps

〈δN2〉 = 〈N〉+ n2
∫ ∫

dz(g2(z− z′)− 1)

lc � ∆⇒ quantité thermodynamique 〈δN2〉 = kBT∆
∂n
∂µ
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Résultats experimentaux

T = 15 nK' ~ω⊥/10
t ' 64
µ ' 30 nK' 0.2 ~ω⊥
Jaqmin et al., Phys. Rev. Lett. 106, 230405 (2011)
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Du régime d’intéraction faible au régime d’intéraction forte
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classical

strongly interacting
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thermal
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t

γ

degenerate

t > 1 : Effet de groupement diminue avec t :
〈δN2〉max/〈N〉 ∝ t1/3

t� 1 : comportement fermionique→ du régime poissonien au
régime sous-poissonien. Pas de fluctuations super-poissoniennes.

t petit, γ grand⇒ g important⇒ ω⊥ élevé
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Fluctuations de densité dans le régime d’interaction fortes

Compression transverse : ω⊥/2π = 18.8 kHz
T = 40 nK' ~ω⊥/20 t ' 5
µ/T ' 1.9
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Pas de fluctuations superpoissoniennes.
Comportement proche de celui d’un gaz de Fermions.
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Distribution d’impulsion
Transformée de Fourier de 〈ψ+(z)ψ(0)〉
N’est pas connue exactement
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Mesure de la fonction g(1) par interférométrie

Hofferberth et al., Nature Physics 4, 489 (2008)
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Figure 1 Experimental set-up and observed interference patterns. a, Two independent 1D Bose gases are created by first splitting a single highly elongated magnetic trap
on an atom chip holding a thermal ensemble of atoms into a double well using radio-frequency-induced potentials. In a second step the separate parts are evaporatively
cooled to degeneracy, producing two individual 1D condensates (schematic diagram on the left). The two systems are then simultaneously released from the trapping
potential and the resulting interference pattern is recorded with standard absorption imaging. The vertical orientation of the initial system is chosen so that the interference
pattern can be imaged along its transverse direction, parallel to the atom chip (illustration on the right). b, Colour-coded images of the resulting density patterns. The
observed interference fringes show a meandering over the length of the system (z direction), which is due to the local differences in relative phase between the two original
1D condensates. Consequently, this waviness of the patterns contains information about the phase correlations in the individual condensates.
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Figure 2 Analysis of the observed interference patterns. For quantitative analysis, we integrate over central slices of varying length L of the density profiles in the
longitudinal direction as indicated by the shading in the top row, to obtain multiple transverse line-density profiles. We then extract the interference amplitude |AQ| by Fourier
transforming these profiles and extracting the Fourier coefficient corresponding to the fringe spacing Q. To illustrate contrast reduction with increasing L, the fringe patterns
shown in the bottom row are normalized. Modulated cosine fits to these profiles then yield contrasts C(L), which decrease with L. Note that the interference amplitude |AQ|
as defined in equation (1) is related to this contrast as |AQ| = n1D L×C. Consequently, as can be seen from equation (2), |AQ (L)| increases with L, whereas the contrast C(L)
decreases with L.

These phase variations originate from both quantum and thermal
fluctuations in the original 1D condensates and reflect the non-
mean-field character of low-dimensional systems. Integrating local
interference patterns over a finite length L leads to summing

interference patterns that are not in phase with each other
and results in a reduction of the total fringe contrast (Fig. 2).
This reduction of the interference contrast, and its statistical
fluctuations, contains important information about the phase
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• Coupure “instantanée” des interactions :
ω⊥ � temps caractéristique du mouvement
longitudinal
• Interférence entre deux gaz 1D indépendants
⇒
∫ ∫

∆ dzdz′〈ψ+(z)ψ(z′)〉
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These phase variations originate from both quantum and thermal
fluctuations in the original 1D condensates and reflect the non-
mean-field character of low-dimensional systems. Integrating local
interference patterns over a finite length L leads to summing

interference patterns that are not in phase with each other
and results in a reduction of the total fringe contrast (Fig. 2).
This reduction of the interference contrast, and its statistical
fluctuations, contains important information about the phase
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Figure 3 Length dependence of the average contrast. The data points show the
measured �|AQ|2� for three different temperatures T. Error bars indicate the s.e.m.
Each data point contains 50 individual interference measurements. The solid lines
are fits of equation (2) to the data with T as free parameter (see the Methods
section). K and ξh are determined independently from measurements of n1D and ν⊥.

To extract |AQ| from the observed interference patterns, we first
obtain transverse density profiles integrated over the longitudinal
direction for different lengths L, as shown in Fig. 2. We then
fit a cosine function with a gaussian envelope to the resulting
fringe profiles to extract the relative phase and the interfering
amplitude |AQ| as functions of L (see the Methods section).
To ensure homogeneous 1D density, we restrict our analysis to
the central 50% of the system. In this region the longitudinal
confinement is well approximated by a harmonic potential with
oscillator frequency ν� ≈ 5 Hz. For the largest L considered, n1D(z)
varies at most by ∼15% from the peak density at the trap centre.
This modulation is ignored and we obtain a single value for n1D by
averaging over the atomic density in this centre region.

Figure 3 shows the experimentally observed average
interference amplitude squares �|AQ|2� for three different
temperatures, with the density n1D =50(4) µm−1 and the transverse
trapping frequency ν⊥ = 3,020(10) Hz (µ ≈ h × 1.5 kHz, K = 42
and ξh = 0.3 µm) identical for all three data sets. The higher-
temperature data sets are obtained by waiting for different times
after the initial preparation of the two condensates. During this
waiting time, the system heats owing to residual noise in the
magnetic trapping fields.

To compare measurement and theory, we fit the function
equation (2) to the experimental data (Fig. 3) with the temperature
T as a free parameter (see the Methods section). We find the
functional behaviour of the measured contrasts to be in very good
agreement with the theoretical predictions. This is of particular
interest, as the shape of these curves is determined by both the
quantum and thermal contributions to the average contrast, as
discussed above. For integration length longer than 20–30 µm we
observe a linear dependence of �|AQ(L)|2� on L. This corresponds
to the L � ξφ(T) regime where thermal fluctuations dominate.

For shorter segment lengths, quantum fluctuations are
important. However, the analysis presented in Fig. 3 is not
sufficient to make the case for quantum fluctuations. The Luttinger
parameter for our system is K = 42, and it is impossible to observe
the L−1/K correction to the ideal-case (noise-free) power law L2 in
the limited range of lengths available. From Fig. 3 we cannot prove
that fluctuations are present at all for such small system sizes. We
will address this in the next part of our analysis by demonstrating
that quantum fluctuations are manifest unambiguously in the shot-
to-shot fluctuations of |AQ(L)|2, rather than in the �|AQ(L)|2�
average value.
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Figure 4 Distribution functions of the measured interference contrasts for
different lengths L. a, The length-dependent normalized interference contrasts
α (L)= |AQ (L)|2/�|AQ (L)|2� of 170 individual experimental realizations with
identical parameters (n1D = 59(5) µm−1, ν⊥ = 3,020(10) Hz, K= 46) are shown as
histograms. The red curves show the corresponding calculated distributions for
T= 31 nK (ξφ (T )= 35µm). The blue (black) curves show the calculated
distributions for the upper (lower) error bounds F±�F. These error estimates
include uncertainties in the experimental parameters n1D, ν⊥ and L and the
temperature T determined from the contrast averages. The resulting error on F is
�F/F≈ 15%. b, Histograms of 200 individual measurements with the same
parameters as in a, but higher temperature T= 60 nK (ξφ (T )= 18µm). For both
sets we observe very good agreement between experiment and theory. In particular,
the predicted change of overall shape of the distribution functions from single peak
to poissonian with decreasing F= ξφ (T )/L (increasing L and T ) is very well
reproduced by the experimental data.

From the fits we obtain the temperatures T = 33(7), 47(6)
and 68(6) nK for 0, 50 and 100 ms waiting time, respectively. The
increase of the temperature with longer waiting times is consistent
with the heating rates in our experiments determined at higher T .
We note here that this method measures the temperature of
collective excitation in the condensate. We cannot confirm that this
temperature is identical to that of the residual thermal atoms in the
trap. Reliable detection of the thermal background is possible only
down to T ≈ 80 nK in our set-up.

The contrast method we present here can be used to
measure the temperature of collective modes of 1D Bose gases at
extremely low temperatures and small atom numbers, suggesting
the usefulness of this method for precise thermometry of 1D
condensates when conventional methods fail.

ANALYSIS OF THE FULL DISTRIBUTION FUNCTIONS

We now analyse the full information contained in the statistics of
the interference contrast.

In Fig. 4, we show histograms of the measured distributions
W (α(L)) for four different length scales L and two different
temperatures, T =31(6) nK (upper row, Fig. 4a) and T =60(5) nK
(lower row, Fig. 4b), obtained using the contrast average method
discussed in the previous section. For these data sets we determine
density and transverse confinement as n1D = 59(5) µm−1 and
ν⊥ = 3,020(10) Hz, resulting in µ ≈ h×1.9 kHz and K = 46.

For a detailed comparison between measurement and theory,
we numerically calculate the distribution functions for the

492 nature physics VOL 4 JUNE 2008 www.nature.com/naturephysics
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En accord avec le résultat du quasi-condensat : g(1)(z) = e−zTm/~2n
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Mesures de distributions d’impulsion
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Jaqmin et al. , Phys Rev. A 86, 043626 (2012)
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Corrélations dans l’espace des impulsions

Ensemble d’images prises dans les mêmes conditions :⇒ 〈δnkδnk′〉
Gaz de Bose idéal
Groupement bosonique : 〈δnkδnk′〉 = δk,k′

(
〈nk〉+ 〈nk〉2

)
Données expérimentales Théorie du gaz de Bose idéal
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Fang et al., Phys. Rev. Lett. 116, 050402 (2016)
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Quasi-condensat : attendu

〈ψ+
k ψkψ

+
k′ψk′〉 =

ρ2

L2

∫∫∫∫
d4z eik(z1−z2)eik′(z3−z4)

〈
ei(θ1−θ2+θ3−θ4)

〉
Wick : 〈ei(θ1−θ2+θ3−θ4)〉 = e−1/2〈(θ1−θ2+θ3−θ4)2〉

G(k, k′) =
1
L

(
2π〈nk〉〈nk′〉δ(k − k′) + ρ2l3θc

n(klθ, k′lθ)
)

cn(klθ, k′lθ)

−8 −6 −4 −2 0 2 4 6 8
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k * l_c
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 −0.15

 −0.098

 −0.048
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• Zones négatives :
fluctuations de N faibles (fluc-
tuations de densité réduites)

• Anti-diagonale positive atten-
due pour un vrai condensat :
retrouvée seulement pour k �
1/lθ .
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Corrélations en impulsion dans le régime qBEC

Cas d’un nuage profondément dans le régime quasi-condensat.
T ' 80nK, Nat = 14000, ω⊥/(2π) = 1.9kHz, ωz/(2π) = 7Hz.

Données expérimentales Théorie du quasi-condensat

-10 -5 0 5 10

α

-10

-5

0

5

10

β

-1

-0.5

 0

 0.5

 1

x10
5

-10 -5 0 5 10

α

-10

-5

0

5

10

β

-1

-0.5

 0

 0.5

 1

x10
5



2-particules N corps : Lieb-Liniger Flutuations de densité Espace des impulsions Dynmaique

Effets quantiques sur la fonction g(1)

Calculs Bogoliubov. Spectre : ωk =
√

gnk

⇒
{

T � ωk fluctuations themriques dominent
T � ωk fluctuations quantiques dominent

√
mgn/~ = 1/ξ0 mTξ/~2

α
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�
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m

Effet sur la fonction g(1)

0
zξ

n(z/ξ)−1/2K K ' π/
√
γ � 1

(lT/ξ)
−1/2K e−z/lc

lT = ~2/mTξ

g1

Effet notable : T < gn 2−2K � gn Effets négligeables en général
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Effets quantiques sur la fonction g(1)

Calculs Bogoliubov. Spectre : ωk =
√

gnk

⇒
{

T � ωk fluctuations themriques dominent
T � ωk fluctuations quantiques dominent

√
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Effet sur la fonction g(1)

0
z

K ' π/
√
γ � 1

(lT/ξ)
−1/2K e−z/lc

lT = ~2/mTξ

g1

ξ

n(z/ξ)−1/2K d3g1/dz3 6= 0

Effet notable : T < gn 2−2K � gn Effets négligeables en général
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Ailes en 1/p4 : le contact

Olshanii and Dunjko, Phys. Rev. Lett. (2003)

w(p) =
N
L

∫
dz2......dzN|

∫
dz1eipz1/~ψ(z1, ..., zN)︸ ︷︷ ︸

F

|2

z1z2 z3 z4 z5

∂z1ψ|z1→z+j
− ∂z1ψ|z1→z−j

= (mg/~2)ψ|z1=zj

⇒ F ∝
p→∞

1
p2

⇒ w(p) =
|p|→∞

C
p4 C = m2g2n2g(2)(0)

Quantité thermodynamique : C = m2g2 2
L
∂F
∂g

∣∣∣
T
.
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Distribution d’impulsion dans le régime de Tonks

Régime fermionisé : ψB =
∏

j<i sgn(xj − xi)ψF(z1, ..., zN)
Fonction de corrélation à 1 corps. Problème difficile.
Récent développement : Y. Atats et al., Phys. Rev. A 95, 043622 (2017)

Cas discrétisé.
Transformation de Jordan Wigner : aj = eiπ

∏
l<j c+l clcj

Distribution d’impulsion dans le régime de Tonks-Girardeau

Paredes et al., Nature 429, 277(2004)

Potentiel périodique
⇒ intéractions augmentées
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Sonder les excitations : S(k, ω)

S(k, ω) =
∑

ν |〈ν|ρq|0〉|2δ(ω − (Eν − E0)/~)

Diffraction de Bragg

loading, the scattering length as is set to as ¼ 173ð5Þa0 via
a broad Feshbach resonance [23]. In the deep lattice we
then ramp as within 50 ms to the desired value in the range
10a0≲as≲900a0 to prepare the tubes close to the adiabatic
ground state. The ramp of as is carefully adapted to avoid
any excitation of breathing modes.
The gas in each tube is described by the Lieb-Liniger

Hamiltonian [16]

Ĥ ¼ −
ℏ2

2m

X

i

∂2=∂zi2 þ g1D
X

hi;ji
δðzi − zjÞ; ð1Þ

with g1D ¼ 2ℏω⊥asð1 − 1.0326as=a⊥Þ−1 the coupling
strength in one dimension [11,13,24] and a⊥ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ=ðmω⊥Þ

p
the transverse harmonic oscillator length.

The Lieb-Liniger parameter is then defined as γ ¼ mg1D=
ðℏ2n1DÞ, where n1D denotes the one-dimensional line
density [9]. The density sets the characteristic Fermi wave
vector kF ¼ πn1D of the system. In our experimental setup
we have to consider two sources of inhomogeneity. First,
the tubes are harmonically confined along the longitudinal
direction with a trap frequency ωz ¼ 2π × 15.8ð0.1Þ Hz.

This gives rise to an inhomogeneous density distribution
in each quantum wire. Second, the loading procedure leads
to a distribution of the number of atoms across the
ensemble of 1D systems [23]. For comparing measure-
ments with theoretical predictions, both effects can be
accounted for by averaging over homogeneous subsystems
in a local density approximation (LDA) [see insets to
Figs. 1(c) and (d)].
We probe the spectrum of elementary excitations via

two-photon Bragg spectroscopy [25]. In brief, the sample is
illuminated for 5 ms with a pair of phase coherent laser
beams at a wavelength λB ≈ 852 nm and detuned by
≈200 GHz from the Cs D2 line. The beams intersect at
an angle ϕ at the position of the atoms and are aligned such
that the wave vector difference points along the direction of
the tubes [Fig. 1(b)]. Its magnitude k ¼ 4π=λB sinðϕ=2Þ
sets the momentum transfer, while a small frequency
detuning ω between the laser beams defines the energy
transfer to the system. In linear response, the energy
absorbed from the Bragg lasers for a fixed pulse area
ΔEðk;ωÞ directly relates to the dynamical structure
factor Sðk;ωÞ ¼

R
dx

R
dteiωt−ikxhρðx; tÞρð0; 0Þi at finite

temperature T via ΔEðk;ωÞ ∝ ℏωð1 − e−ℏω=ðkBTÞÞSðk;ωÞ
with Boltzmann’s constant kB [26].
In our experiment, we probe the ensemble of 1D tubes at

a fixed k ¼ 3.24ð3Þ μm−1, which is comparable to typical
mean values for kF averaged over the sample [27]. The
absorbed energy as a function of ω is measured in
momentum space. For this, we switch off the lattice
potential quickly (within 300 μs) and allow for 50 ms time
of flight at a small positive scattering length of ≈15a0.
From the integrated line density along the z direction of the
tubes we extract hp2i and plot it as a function of ω.
The result for five different values of γ is depicted in
Figs. 2(a)–2(e).
The data sets cover the regime from weak to strong

interactions 0.1≲ γ ≲ 50 probed at 0.3≲ k=kF ≲ 1. The
variation in k=kF ensues from the change of the density
distribution in the tubes with increasing as, evolving from a
Thomas-Fermi profile at weak interactions towards the TG
profile at strong interactions. The values for γ and kF given
in Fig. 2 denote the average over the ensemble of 1D
systems, using the mean n1D in each wire calculated for
T ¼ 0 from the solution of the Lieb-Liniger integral
equations in LDA [23]. Error bars reflect mainly a
Æ10% uncertainty in the total atom number. A clear
interaction-induced broadening and shift of the spectra
with increasing γ is observed in accordance with the
calculated position of the Lieb-I and Lieb-II modes (vertical
dashed lines) [17]. We compare the data set in the strongly
interacting regime [Fig. 2(e)] to the calculated response for
an ensemble of trapped TG gases at zero temperature
averaged over the ensemble of tubes (dashed line) [23,28].
The agreement with the data underlines the contribution of
Lieb’s holelike excitation to the dynamical response.

1 2

2

4

6

8

wave vector k kF

en
er

gy
F

c

F

1 2

2

4

6

8

wave vector k kF

en
er

gy
F

d

F

FIG. 1 (color online). Sketch of the experimental setup. (a) A
pair of retro-reflected laser beams creates an ensemble of ≈4000
independent one-dimensional Bose gases. (b) The excitation
spectrum is probed by illuminating the gas with a pair of Bragg
laser beams. (c)–(d) Zero-temperature dynamical structure factor
Sðk;ωÞ (value shown in gray scale) for a moderately (γ ¼ 3.3)
(c) and a strongly (γ ¼ 45) (d) interacting homogeneous gas.
The solid (dashed) line in (d) shows the dispersion of the Lieb-I
(Lieb-II) mode. Insets indicate averaging over an ensemble of
trapped systems. The thin lines show fixed momentum cuts at
representative densities. The corresponding values for k=kF are
indicated as vertical lines in the k − ω plane. The thick line shows
the averaged response SðωÞ in a local density approximation.
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Bethe eigenstates were calculated with the algebraic Bethe
ansatz in �25�. They are given by the determinant of a matrix
whose entries are rational functions of the rapidities of the
two eigenstates involved. For the sake of brevity we do not
reproduce these expressions here.

What remains to be performed is the actual summation
over intermediate states in �3�. From this step onward, every-
thing is done numerically. The Fock space of intermediate
states is scanned by navigating through choices of sets of

quantum numbers. For each individual intermediate state, the
Bethe equations are solved, and the matrix element is com-
puted. To obtain smooth curves in energy, the energy delta
function in �3� is broadened to a width equal to a multiple of
the typical energy level spacing. The contribution to the dy-
namical structure factor sum is tallied until good conver-
gence has been achieved. This is quantified by evaluating the
f-sum rule,
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Since this is skewed toward high energy, and in view of the
ordering of states in the scanning we perform �typically go-
ing from low-energy intermediate states to higher-energy
ones�, the saturation level of this sum rule represents a lower
bound for the saturation of S�k ,�� itself.

It is useful to recall here the nature of excitations in the
Lieb-Liniger model, which come in two types �10�, Type I
�“particles”� and Type II �“holes”� �31�. Type I are
Bogoliubov-like quasiparticles that exist for any momentum,
and represent states with one quantum number displaced out-
side the ground-state interval. Their dispersion relation is
described in the thermodynamic limit by an integral equa-
tion, yielding a curve contained between the asymptotic lim-
its �I�k�=k2 at �=0 and �I�k�=k2+2�n�k� for �→�. Type II
excitations are holes in the ground-state distribution, and do
not appear in Bogoliubov theory. They exist in the interval
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zontal axis is momentum �running up to 4kF�, and
the vertical axis represents energy transfer. Data
obtained from systems of length L=100 with N
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FIG. 2. (Color online) Energy spectra calculated through ther-
modynamic Bethe ansatz for typical parameters of the experiment
(ρ = 4.5 μm−1, and γ = 1.2) and different system sizes. The
amplitude of the spectra is renormalized to have the same integral.
The shaded areas represent the calculated uncertainty (see text).
For system size N � 30 the results are close enough to the
thermodynamic one.

the response of the gas is assumed to be a sum of responses
of small portions along the trap with different densities [21].
We then verified that the response of the inhomogeneous gas
is well approximated by the response of a uniform gas having
a density equal to the mean density of the trapped one. The
latter is used in the calculation.

Error estimation of the theoretical curves. Our calculation
is affected by two types of inaccuracies. The first originates
from lack of saturation of the f -sum rule, and it is represented
by the shaded area in Fig. 2. The second source of error comes
from finite-size effects. Figure 2 presents the computation of
the energy spectra at fixed density and for increasing system
sizes, and shows that the response saturates for N � 30, well
approximating the thermodynamic limit.

III. EXPERIMENTAL BRAGG SPECTRA

We realize an array of independent 1D Bose gases by
loading a Bose-Einstein condensate of about 2 × 105 atoms of
87Rb in a two-dimensional (2D) optical lattice [30], produced
by two laser standing waves with wavelength λL = 830 nm
aligned along the orthogonal directions x and z. The large
amplitude of the optical lattices (VL = s Er with s = 35–50,
and where Er = h2/2mλ2

L) results in very large radial trapping
frequencies, ⊥/(2π )  40 − 50 kHz. This plays a crucial
role in reaching the regime of small temperatures τ  1 as
τ ∝ −2

⊥ and γ  1, where interactions affect the response
of the system. The axial trapping frequency ranges from
53 to 63 Hz when the lattice depth is varied from s = 35
to s = 50.

To probe the dynamical structure factor S(q,ω), we perturb
the system with a Bragg pulse. In practice, two laser beams
detuned by 200 GHz from the 87Rb D2 line are shone onto
the atoms for a time duration tB = 3 ms, producing a Bragg

grating potential V cos(qy − ωt) where V/h  900 Hz [31].
The Bragg pulse induces two-photon transitions in the system.
The transferred energy �ω is varied by tuning the frequency
difference of the two Bragg beams, whereas the momentum
transfer is set by the fixed angle between the beams to �q =
� × 7.3(2) μm−1, which corresponds to q  0.6kF [32].

The production of excitations is detected by monitoring
the total energy E deposited in the process as a function of
ω [33]. In the experiment, after the excitation we decrease
the lattice depth to s = 5, letting the system thermalize
for a few milliseconds. We then measure the rms size
σ of the central peak of the atomic density distribution
after time-of-flight, which reflects the in-trap momentum
distribution [18].

We have verified the increase of σ 2 due to Bragg excitation,
compared to the squared width σ 2

0 measured in the case of the
unperturbed system, to be proportional to the increase of total
energy [18,33], and thus we can write

σ 2(ω) − σ 2
0 = αEexp(ω), (6)

where α is a proportionality constant.
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FIG. 3. (Color online) Experimental data and theoretical spectra
at T = 0, illustrating the characteristics of different approaches
(finite-temperature effects are discussed later). The graph shows
the energy E transferred to an array of 1D gases as a function
of the Bragg excitation frequency ω for an excitation momentum
�q  0.6�kF . The 1D gases are confined in a lattice of depth s = 35.
Blue dots: experimental data. The values are averages over up to five
repeated measurements and the error bars are standard deviations.
The shaded area below the experimental dots is a guide for the eyes.
Dashed line: energy transfer calculated according to the Luttinger
liquid theory (see text). Solid thick line: Bethe ansatz solution at
interaction strength γ  1 presented in this work. Inset: The same
experimental data are shown along with the Bogoliubov theory for
weakly interacting bosons (γ  1, dotted line) and Tonks-Girardeau
limit for hard-core bosons (γ = ∞, dash-dotted line). The integral of
each theoretical curve is normalized to that of the experimental signal.
The conclusion is thus that a correct treatment of the interactions, as
performed within the Bethe ansatz, already accounts for most of the
observed interaction width.
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FIG. 4. (Color online) Distributions of γk,l (left) and q/(kF )k,l

(right) in the 2D array of 1D gases as calculated from our model. The
vertical dashed lines indicate the weighted mean values γ   1 and
q/kF   0.6.

In Fig. 3 we report a typical experimental energy spectrum
E(ω) (blue dots) with the energy transfer calculated accord-
ing to the Luttinger liquid theory [34], and the solution from the
Bethe ansatz approach presented in this work (γ  1,τ = 0,
solid thick line). The comparison of these two theories with
the experimental results enlightens that the Luttinger liquid
model fails to describe the experimental results, whereas the
Bethe ansatz solution of the Lieb-Liniger model successfully
describes this intermediate regime of interactions where
atomic dynamical correlations derive from both Lieb I and Lieb
II modes. In the inset of Fig. 3 we compare the same exper-
imental data to two limiting cases where analytic predictions
are available [35]: hard-core bosons in the Tonks-Girardeau
regime (γ = ∞,τ = 0; dashed line) and weakly interacting
bosons [36] (γ  1,τ = 0, dotted line). These curves do not
match the experimental findings, demonstrating that even if
γ  1 the experimental data show strong deviation from the
weakly interacting case. Note that although the 1/γ corrections
to the DSF in the Tonks-Girardeau limit are known [37], for
the values of γ  1 they yield unphysical results. Therefore

we consider only the limiting case of γ = ∞ for the purposes
of comparison.

IV. COMPARISON BETWEEN THEORY
AND EXPERIMENT

Since in the experiment we have an inhomogeneous 2D
array of 1D gases where the atomic density ρk,l varies across
the array (each gas being labeled by indexes k,l), the total
response is the sum of different line shapes. To evaluate each
contribution, the relevant parameters of each gas are estimated
as detailed in the following, and the contribution of each gas
is weighted with its number of atoms Nk,l , since the DSF has
to fulfill the f -sum rule and detailed balance.

Atom distribution in the array. As a first step, we estimate
the distribution of atoms in the array when we load the 3D
Bose-Einstein condensate in the 2D lattice potential. We use a
rescaled interaction strength as proposed in [38].

The potential felt by the atoms consists in the sum of the
3D harmonic trapping potential and the optical potential from
the 2D lattice. In the regime where the phase coherence is
kept over the 3D cloud, ramping up the lattice mainly has two
effects: (i) the local interaction parameter increases due to the
tight confinement of the wells; and (ii) the focusing of the
lattice beams increases the overall trapping confinement along
their transverse direction. These effects result in a change of
the chemical potential μ3D and the trapping frequencies with
the amplitude of the lattice s.

Assuming a Gaussian wave function in the transverse
directions, the first effect can be included by renormalizing
the interaction constant [38],

g̃ = g
π

2

√
s

�
erf[πs1/4/

√
2]

(erf[πs1/4/2])2

�2

, (7)

where g = 4π�2/a, with a the s-wave scattering length.
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FIG. 5. (Color online) Effect of finite temperature on the excitation spectra. The empty dots show the measured increase of energy of
1D gases confined in a 2D optical lattice of amplitude s = 45 (a), s = 35 (b), and s = 50 (c), after a Bragg excitation. The error bars are
standard deviations over up to five repeated measurements per frequency. The lines are the calculated response of the array of 1D systems at
different temperatures. For s = 35, the temperatures T = 25 nK, 50 nK, and 75 nK correspond to τ = 0.57, 1.15, and 1.72, respectively. For
s = 50, τ = 0.39, 0.79, and 1.18. The shaded area around the theoretical curves represents their uncertainty, mainly due to the normalization
of the experimental data. The insets show the mean squared residuals between data and theoretical curves at different test temperatures T

(χ 2 = 1/N
�

i(Ee
i − Et

i )
2, where Ee

i are the experimental data, Et
i the corresponding theoretical values, and N the number of data

points).
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