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Many phenomena in continuum mechanics may be modelled as
systems of hyperbolic conservation laws:

Their solutions need to be considered together with some 
admissibility condition,

also called entropy condition.

∂U(x, t)
∂t

+∇F
(
U(x, t)

)
= 0

Entropy condition and conservation laws 



One initial data for the following scalar equation may allow for two solutions:
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results of [33] may be directly connected to the non-uniform convergence of numerical methods presented
in the present paper. The results of Section 5 also furnish to confirm the stability considerations given in
[23,24].

The paper is organized as follows: In Sections 2 and 3 of the paper we recall the one-dimensional
MHD equations and present and discuss the test problems. In Section 4 the results of the numerical
schemes are described. We discuss the phenomena and give a detailed empirical error analysis of
the pseudo-convergence. In Section 5 explanations are given and afterwards conclusions are drawn.
The paper closes with an Appendix A, where tables with exact values for the presented test cases may
be found.

2. MHD Riemann problems

2.1. Equations

The variables of ideal magnetohydrodynamics (MHD) are the fields of density q, flow velocity v,
magnetic field B and total energy E. In one-dimensional processes the vectorial variables v and B are split
into their scalar normal components, vn and Bn, in the direction of the space variable and the two-di-
mensional transversal parts, vt and Bt. If x is the space direction, we have

B ¼ ðBx;By ;BzÞ ¼ ðBn;BtÞ and v ¼ ðvx; vy ; vzÞ ¼ ðvn; vtÞ: ð1Þ

The length of Bt will be denoted by

Bt ¼ kBtk: ð2Þ

Due to the divergence condition which has to be imposed on the magnetic field, the normal component Bn

has to be constant in space in one-dimensional processes. The remaining seven fields

u ¼ ðq; vn; vt;Bt;EÞ ð3Þ

build the set of variables for one-dimensional MHD. We consider only ideal gases and the total energy will
be substituted by the pressure, which is related to E by

E ¼ 1

c$ 1
p þ 1

2
qv2n þ

1

2
qv2t þ

1

2
B2

t : ð4Þ

Note, that in this equation the contribution of the normal field Bn is suppressed. Throughout the calcu-
lations of this paper the adiabatic constant c is set to be c ¼ 5=3.

The one-dimensional MHD equations read

otqþ oxðqvnÞ ¼ 0;

otqvn þ ox qv2n
!

þ p þ 1
2
B2

t

"
¼ 0;

otqvt þ oxðqvnvt $ BnBtÞ ¼ 0;

otBt þ oxðvnBt $ BnvtÞ ¼ 0;

otE þ ox E
!!

þ p þ 1
2
B2

t

"
vn $ BnBt & vt

"
¼ 0:

ð5Þ

The equation for the normal component of the magnetic field reduces to the statement that Bn is also
constant in time. Thus, the normal field Bn is considered only as parameter.
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Clearly, for calculations with finite volume schemes the non-uniqueness is crucial. What solution the
scheme will converge to? In the following section we present classes of test problems to investigate the effect
of the non-uniqueness to finite volume schemes.

3. Test problems

The following two classes of initial conditions are both parametrized by the initial twist angle of the
transverse magnetic field. Tables with exact values of the solutions may be found in Appendix A.

3.1. Coplanar problem

A possible coplanar Riemann problem is given by the initial conditions (10) with

q1; v
ð1Þ
n ; vð1Þt ;Bn;B

ð1Þ
t ; p1

! "
¼ 1; 0; 0; 1;

1
0

# $
; 1

# $
; ð16Þ

q0; v
ð0Þ
n ; vð0Þt ;Bn;B

ð0Þ
t ; p0

! "
¼ 0:2; 0; 0; 1;

cos a
sin a

# $
; 0:2

# $
ð17Þ

if the twist angle is set to be a ¼ p. The velocity vanishes initially and density and pressure have values from
a classical shock tube problem. State 1 (state 0) is the high (low) pressure domain. In Fig. 2 four different
exact solutions of (16) and (17) are shown in the (By ;Bz)-plane for increasing values of a. In such a rep-
resentation each single wave appears as an arc (rotational waves) or a radial line (shocks and rarefactions).

Fig. 2. Exact solutions of Riemann problems with initial conditions (16) and (17) for twist angles a ¼ ð0:5; 1:5; 2:0; 3:0Þ. The lines and
arcs correspond to fast and slow shocks (Sf=Ss), fast and slow rarefactions (Rf=Rs) and rotations ðRÞ. Additionally the initial states 0
and 1 are indicated.
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Or consider equations of ideal magnetohydrodtynamics:

with initial conditions:



The explicit drawing of lines in case of a shock or a rotational wave is an overstatement. The exact solution,
of course, gives only the start and end points of such waves. During the transition a ! 3:0 several waves
change type. For instance, the fast shock running into state 0 in case of a ¼ 0:5 becomes a fast rarefaction in
the case a ¼ 1:5. All four solutions contain two rotational waves, a left and a right going one.

The solutions shown in Fig. 2 are regular solutions. The solution for a ¼ 3:0 is closest to the coplanar
case, which is the only critical choice for the initial conditions (16) and (17) if a is varied. In Fig. 3 we
display the density and the transverse magnetic field of both coplanar solutions. The r-solution contains
only one rotational wave (instead of two) which runs into state 1 and ‘‘rotates’’ the transverse magnetic
field by an angle of 180!. To be more precise, the rotational wave only changes sign of By and Bz " 0
holds in the entire solution. The rotational character of the wave may be read off Fig. 2 where the
formation of the 180!-rotation is clearly seen. In the irregular c-solution the rotational wave and the
following slow shock are essentially substituted by a compound wave, i.e. a marginal overcompressive
intermediate wave with a slow rarefaction wave attached. A close inspection, however, shows that this
substitution also affects the rest of the waves. The values of the density at zero, i.e. behind the contact
discontinuity differ by 2%. Also, for the field values behind the right travelling slow shock different values
are obtained for the r- and c-solution. However, this difference is very small, e.g. only 0.4% for the
pressure. Nevertheless the c-solution should be considered as new independent solution of the Riemann
problem.

3.2. Irregular, non-planar problem

In [29] a strategy is described how to construct non-unique, non-planar MHD Riemann solutions. The
initial conditions

Fig. 3. Comparison of both solutions admissible in the case of the coplanar problem (16) and (17) with a ¼ p. Upper row: Regular
r-solution with 180! rotational wave in the magnetic field. Lower row: Irregular c-solution with compound wave.
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Again the equations allows for two solutions:



Candidates for admissibility:

• second law of thermodynamics: the solution 
should satisfy an additional differential 
inequality, entropy inequality

• take into account viscous effects: take limit of 
vanishing viscosity

NUMERICAL COMPARISON OF RIEMANN SOLVERS FOR
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Abstract. The idea of this work is to compare a new positive and entropy stable approximate
Riemann solver by Francois Bouchut with state-of the-art algorithms for astrophysical fluid
dynamics. We implemented the new Riemann solver into an astrophysical PPM-code, the
Prometheus code, and also made a version with a different, more theoretically grounded higher
order algorithm than PPM. We present shock tube tests, two-dimensional instability tests and
forced turbulence simulations in three dimensions. We find subtle differences between the codes
in the shock tube tests, and in the statistics of the turbulence simulations. The new Riemann
solver increases the computational speed without significant loss of accuracy.

1. Introduction

In modern astrophysics the interplay between observations and numerical experiments plays a
central role. Typically hydrodynamical flows with high Reynolds numbers and Mach numbers are
studied, and they are modelled by the Euler equations

ρt + div(ρu) = 0

(ρu)t + div(ρuu) + px = ρf1

(ρv)t + div(ρvu) + py = ρf2

(ρw)t + div(ρwu) + pz = ρf3

Et + div((E + p)u) = ρf · u.(1.1)

Here ρ is the mass density, u = (u, v, w) is the velocity field, p is the pressure, and E is the
energy density E = 1

2ρu2 + ρe with e the specific internal energy. External forces are given by
f = (f1, f2, f3). The system is closed by the equation of state that relates p to ρ and e. In this work
we consider ideal gases where ρe = p/(γ− 1) for some γ > 1, and isothermal gases. An isothermal
gas has constant temperature T , which implies p = a2ρ for a = RT

µ
, with R the gas constant and

µ the mean molecular weight. In a real astrophysical flow additional physical phenomena such
as magnetic fields, gravitational forces and electromagnetic radiation may be important, but this
paper is only concerned with the hydrodynamics. The specific physical entropy s is defined by the
relation

(1.2) de + pd
1

ρ
= Tds

with T = T (ρ, e) > 0 the temperature. The second law of thermodynamics implies that

(1.3) (ρφ(s))t + div(ρuφ(s)) ≤ 0

for any smooth, nonincreasing and convex φ. In high Mach number flows this condition is needed
to ensure the dissipativity of shocks, since the viscous forces are ignored in (1.1).

To numerically solve (1.1), shock-capturing finite volume schemes are widely used. In astro-
physics it is often done with the PPM algorithm described in [4], often with an iterative method
to approximate the exact midpoint value of the Riemann fan. This was implemented in the
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We shall use the following admissibility (or entropy) condition:
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where is an appropriately chosen convex functional.

In particular an entropy condition should imply stability.  
For gas dynamics it should be able to preserve nonnegative density 
and internal energy.



Thus we approximate our PDE by a Godunov-type  scheme

2 FRANÇOIS BOUCHUT1, CHRISTIAN KLINGENBERG2, KNUT WAAGAN2

where the subscript s means that the partial derivative is taken with s constant. We shall also
make the classical assumption that

(1.8) −s is a convex function of (
1

ρ
, e).

To ensure the dissipativity of shocks, we need some additional constraints, and the second law
of thermodynamics implies the entropy inequalities

(1.9) (ρφ(s))t + (ρuφ(s))x ≤ 0

for all smooth, nonincreasing, convex functions φ, the assumption (1.8) ensuring that ρφ(s) is
convex with respect to the conservative variable. For an isentropic gas on the other hand, one
would still solve (1.1)-(1.5) with s = cst, except that from the second law of thermodynamics, the
energy equation (1.4) is replaced by an inequality

(1.10) Et + [(E + p +
1

2
|B⊥|2 −

1

2
B2

x)u − Bx(B⊥ · u⊥)]x ≤ 0,

so that E becomes a mathematical entropy for the system.
The eigenvalues of system (1.1)-(1.5) are given by

(1.11)

u, u ±

√

√

√

√

√

1

2



p′ +
|B|2
ρ

−

√

(

p′ +
|B|2
ρ

)2

− 4p′
B2

x

ρ



, u ±
|Bx|√

ρ
,

u ±

√

√

√

√

√

1

2



p′ +
|B|2
ρ

+

√

(

p′ +
|B|2
ρ

)2

− 4p′
B2

x

ρ



.

The associated waves are called respectively material wave, slow magnetosonic waves, Alfven
waves, and fast magnetosonic waves. Some of these waves will have the same speed when either
Bx or B⊥ vanishes, which means the system is nonstrictly hyperbolic. The system has three
types of contact discontinuities corresponding to linearly degenerate eigenvalues: the material
contacts associated to the eigenvalue u, the left Alfven contacts associated to u − |Bx|√

ρ , and the

right Alfven contacts associated to u + |Bx|√
ρ . The jump relations associated to these contact

discontinuities are as follows. Across a material contact, the quantities u, u⊥, p + 1
2 |B⊥|2 − 1

2B2
x,

BxB⊥ are constant. Across an Alfven contact, the quantities ρ, u, p, |B⊥|2 are constant, and
moreover for a left Alfven contact we have ∆B⊥ = sign(Bx)

√
ρ∆u⊥, while for a right Alfven

contact ∆B⊥ = −sign(Bx)
√

ρ∆u⊥ (where ∆ denotes the jump).

1.1. Conservative schemes and stability. Let us consider a general system of conservation
laws

(1.12) Ut + F (U)x = 0.

The MHD system (1.1)-(1.5) can be written under the form (1.12), with U = (ρ, ρu, ρu⊥, E, B⊥)
and F (U) = (ρu, ρu2 + p + |B⊥|2/2 − B2

x/2, ρuu⊥ − BxB⊥, (E + p + |B⊥|2/2 − B2
x/2)u− BxB⊥ ·

u⊥, B⊥u − Bxu⊥). The general system (1.12) may be approximated by the Godunov scheme,
which consists of the following steps. Let the initial data be given as constants Un

i over intervals
(xi− 1

2

, xi+ 1

2

) partitioning R, and evolve this by (1.12) for a time interval ∆t small enough that

the waves emerging from the cell boundaries do not interact. Then take Un+1
i as the averages of

the obtained solution over the cells, and restart the process. One iteration may be written as

(1.13) Un+1
i − Un

i +
∆t

hi
[F c(Un

i , Un
i+1) − F c(Un

i−1, U
n
i )] = 0, hi = xi+ 1

2

− xi− 1

2

,

where F c(Un
i , Un

i+1) is the numerical flux, given via the solution to the so called Riemann problem,
that is the interaction of the two constant states Un

i , Un
i+1 separated by a single jump. More

generally, if we take some numerical flux F c such that F c(U, U) = F (U), (1.13) is consistent to
first-order accuracy, and we call it a conservative scheme.

where the discrete solution satisfies
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If the flux F has an entropy flux pair (η, G) (meaning that η is a smooth convex function and
G is such that G′(U) = η′(U)F ′(U)), we also prescribe an entropy inequality

(1.14) η(U)t + G(U)x ≤ 0.

In our case we have a family of entropy inequalities (1.9) for all convex nonincreasing φ. In this
situation it is desirable to look for conservative schemes that satisfy a discrete entropy inequality

(1.15) η(Un+1
i ) − η(Un

i ) +
∆t

hi
[Gc(Un

i , Un
i+1) − Gc(Un

i−1, U
n
i )] ≤ 0,

with Gc(U, U) = G(U). Such inequalities in fact play a central role when rigorous convergence
analysis is possible, for example for scalar equations and two-by-two systems. In any case, such
inequality provides an a priori bound, and ensures that the computed shocks are physically rele-
vant.

A problem when solving gas dynamics problems numerically is that unphysical states may
occur, more specifically density or internal energy may become negative. In addition to these
irrelevant values, this often ruins computer simulations when it occurs. It is therefore desirable to
have schemes such that if ρn > 0 and en > 0, then ρn+1 > 0 and en+1 > 0. This means that we
want

(1.16) ρ > 0 and ρe = E −
1

2
ρ(u2 + |u⊥|2) −

1

2
(B2

x + |B⊥|2) > 0

at all times also for the numerical computation. However, it is well-known that positivity of
density and entropy inequalities (1.15) for η = ρφ(s) for all φ imply positivity of internal energy.

Since the Riemann problem is often very complicated to solve, and generally contains a lot of
detail that is averaged over before the next timestep, simpler ways of determining the numerical
flux F c are often preferred. The main method to do that is to replace the exact Riemann solution
with an approximate one, by defining a selfsimilar function R(x

t , Ul, Ur), called an approximate
Riemann solver. This provides a consistent conservative numerical flux if R(x

t , U, U) = U , and

(1.17) F (Ul) −
∫ 0

−∞
(R(ξ, Ul, Ur) − Ul) dξ = F (Ur) +

∫ ∞

0
(R(ξ, Ul, Ur) − Ur) dξ,

with the left or right-hand side defining the numerical flux F c(Ul, Ur). It yields an entropy
inequality (1.15) for an entropy pair (η, G) if if it is entropy consistent, meaning that

(1.18) G(Ul) −
∫ 0

−∞
(η(R(ξ, Ul, Ur)) − η(Ul)) dξ ≥ G(Ur) +

∫ ∞

0
(η(R(ξ, Ul, Ur)) − η(Ur)) dξ,

and if a suitable CFL condition is satisfied, see [4]. For the Euler and MHD equations, if
R(x

t , Ul, Ur) has positive density and internal energy, then so will Un+1
i .

The simplest approximate Riemann solver is the HLL solver [17], which consists of two discon-
tinuities separating a constant intermediate state. Conservativity (1.17) implies

(1.19) RHLL(ξ, Ul, Ur) =











Ul, ξ < σ1,
σ2Ur−σ1Ul−F (Ur)+F (Ul)

σ2−σ1
, σ1 < ξ < σ2,

Ur, σ2 < ξ,

where the signal velocities σ1 and σ2 must be chosen properly.
Conditions of stability, like positivity or entropy inequalities, is usually much more subtle to

prove than consistency and conservativity. For the HLL solver, finding good signal velocities σ1

and σ2 is crucial for stability. They must be chosen larger than the characteristic speeds over a
certain subset of state space, typically a subset containing the exact solution. However, the sizes
of these signal speeds control the amount of artificial diffusion applied by the scheme. If the signal
speeds are too large, the scheme will not have optimal accuracy. The behaviour of more complex
solvers is governed by similar conditions. The main weakness in the HLL solver is that it is too
dissipative, because it approximates the solution with only two waves, instead of seven in the true
solver for the MHD system. It is therefore important to find approximate Riemann solvers with

Such an a priori bound ensures that we compute physically relevant shocks.
discrete entropy inequality

t

xUn
i Un

i+1

Un+1
i+1Un+1

i

For gas dynamics entropy consistency should give:
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POSITIVITY



Phil Roe in 1981 noticed that it is not necessary to do the evolution 
step (2.)(the Riemann solution) exact, because we loose quite a bit of 
information in the averaging step (3.). 

He thus suggested to introduced an approximate Riemann solver.

He introduced a local linearization of the flux which is consistent and 
conservative.

In the  

Brief history of approximate Riemann solvers
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This is the exact solution of the Riemann problem.

Shock tube problem for the Euler equations of compressible gas dynamics:



For the Euler equations Roe’s approximate Riemann solver 
consists of three constant states separated by jumps.

t

x

waves for the system 
of gasdynamics

u

the Roe 
approximate waves

advantage: can be made quite accurate disadvantage: poor stability



Harten, Lax, van Leer 1983: even simpler approximate Riemann solver
with only two waves, called the “HLL” solver.

t

x

waves for the system 
of gasdynamics

u

the two HLL 
approximate waves

advantage: good stability, entropy consistent disadvantage: poor accuracy



Toro et. al. (1994) for gas dynamics improved the HLL solver by introducing a 
middle wave, the “HLLC” solver.

Siliciu (1990), Tzavaras (1999) Coquel (1999), Coquel & 
Kl. (1999) and others noticed that the HLLC solver 
could be improved by a relaxation approach.

This opened the way for precise tools to analyze these 
schemes, see book by Bouchut (2004):

- relaxation solvers -

which are entropy consistent (stable), accurate and 
allow for rigorous analysis



We embed system of compressible gas dynamics into a more “complete model”.
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The simplest approximate Riemann solver is the HLL solver [14], which consists of two discon-
tinuities separating a constant intermediate state. Conservativity (1.16) implies

(1.18) RHLL(ξ, Ul, Ur) =











Ul , ξ < Cl
CrUr−ClUl−f(Ur)+f(Ul)

Cr−Cl
, Cl < ξ < Cr

Ur , Cr < ξ

where the signal velocities Cl and Cr must be chosen properly.
Conditions of stability, like positivity or entropy consistency, is usually much more subtle to

prove than consistency and conservativity. For the HLL solver, finding good signal velocities Cl

and Cr is crucial for stability. They must be chosen larger than the fastest characteristic speeds
over a certain subset of state space, for example the subset containing the exact solution. In fact,
the size of these signal speeds controls the amount of artificial diffusion applied by the scheme.
This means that if the signal speeds are too large, the scheme will not have optimal accuracy.
Such conditions also govern the behaviour of more complex solvers.

1.2. Relaxation schemes. Although no rigorous proof is known, it is physically reasonable to
think of the continuum descriptions of hydrodynamics as limiting cases of the kinetic descriptions
of statistical mechanics. One could also expect that when taking such a limit, only physically
admissible shocks would be permitted. For these reasons there has been, and still is, a lot of
research performed on such limits. This philosophy has also been used as a way to design numerical
methods. The full Boltzmann equation is a little complicated, so the simpler BGK models have
been used. The Suliciu relaxation scheme results from a very simple form of a BGK model.

For smooth solutions one may write

(1.19) (ρp)t + (ρup)x + ρ2p′(ρ)ux = 0

for an isentropic gas. This motivates the Suliciu relaxation system

ρt + (ρu)x = 0

(ρu)t + (ρu2 + π)x = 0

Et + [(E + π)u]x = 0

(ρπ)t + (ρπu + c2u)x = ρ
p − π

ε
(1.20)

where p is replaced by the new variable π and c replaces the Lagrangian sound speed ρ
√

p′(ρ). We
say that the system is at equilibrium when π = p, in analogy with kinetic theory. In the isentropic
case this has been shown to converge as ε → 0 in [18].

The evolution of (1.20) may be replaced by the so called transport-projection method, as
introduced in [5]. In this method only the homogenous part (i.e. with zero right hand side)
is evolved, and at discrete time steps the solution is projected back to the equilibrium, which
in this case means setting π = p. In this way the timestep ∆t takes the role of the relaxation
parameter ε. This means that if we can solve the homogenuous part of (1.20) system we will have
an approximation scheme for the Euler equations.

The homogenous part of (1.20) has characteristic speeds u− c
ρ , u and u + c

ρ . The intermediate
speed has multiplicity 2. All of the characteristic fields are linearly degenerate, and have strong
Riemann invariants, hence the Riemann problem is easy to solve. This motivates the following
modification of the transport-projection algorithm: Assume that we have given piecewise constant
data ρi, ρui and Ei at time t over a uniform grid of size h. Then set π = pi, and evolve the
homogenuous Suliciu system until time t + ∆t with ∆t ≤ h

2c . At this time we find the new
averages ρi, ρu and Ei, and the process may start again. One may check quite easily check that
here the exact solution to the homogenuous Suliciu system acts as an approximate Riemann solver
for the Euler equations.

Note that the constant c in (1.20) represents the signal speeds of the corresponding approximate
Riemann solver. Hence it is not surprising that it plays the same crucial role for the convergence

(ρu)t + (ρu
2 + p)x = 0

Et +
(

u(E + p)
)

x
= 0

ρt + (ρu)x = 0

For smooth solutions of the Euler equations

we can write an evolution equation for the pressure:
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say that the system is at equilibrium when π = p, in analogy with kinetic theory. In the isentropic
case this has been shown to converge as ε → 0 in [18].

The evolution of (1.20) may be replaced by the so called transport-projection method, as
introduced in [5]. In this method only the homogenous part (i.e. with zero right hand side)
is evolved, and at discrete time steps the solution is projected back to the equilibrium, which
in this case means setting π = p. In this way the timestep ∆t takes the role of the relaxation
parameter ε. This means that if we can solve the homogenuous part of (1.20) system we will have
an approximation scheme for the Euler equations.

The homogenous part of (1.20) has characteristic speeds u− c
ρ , u and u + c

ρ . The intermediate
speed has multiplicity 2. All of the characteristic fields are linearly degenerate, and have strong
Riemann invariants, hence the Riemann problem is easy to solve. This motivates the following
modification of the transport-projection algorithm: Assume that we have given piecewise constant
data ρi, ρui and Ei at time t over a uniform grid of size h. Then set π = pi, and evolve the
homogenuous Suliciu system until time t + ∆t with ∆t ≤ h

2c . At this time we find the new
averages ρi, ρu and Ei, and the process may start again. One may check quite easily check that
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for the Euler equations.

Note that the constant c in (1.20) represents the signal speeds of the corresponding approximate
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Replace p by a new dependant variable π and let c replace the soundspeed ρ
√

p′(ρ)

Siliciu (1990), Coquel, et.al. (1999)

The idea of relaxation solvers (using gas dynamics)



the enlarged system has a small parameter            s.th.ε > 0

ε > 0

ε = 0

enlarged system

original system

The constant c replaces the sound speed, which is a nonlinear function. 

The advantage of the extended system is that by making the pressure a new 
dependent variable it easy to solve the Riemann problem for the homogeneous 
part of the extended system (all eigenvalues are degenerate).  



wave speeds for the 
system of extended 

gasdynamics:

t

x

(multiplicity 2)

waves for the original 
system of gasdynamics:

u
u

u− cl

ρ
u +

cr

ρ



The choice of     determines the “stability’ of 
this relaxation. 

It ensures an entropy inequality.  

This is analyzed à la Chen, Levermore, Liu 
(1994) allowing for rigorous justification.  

c > ρ
√

p′(ρ) “subcharacteristic condition”

Absolutely essential is the choice of the constant 

c

(replacing the sound speed).c

t

x

uu− cl

ρ
u +

cr

ρ

Ul

U∗
l

U∗
r

Ur

∀ρ ∈ [ρl, ρ
∗
l ], ρ2

(
∂p

∂ρ

)

s

≤ c2
l

∀ρ ∈ [ρr, ρ
∗
r ], ρ2

(
∂p

∂ρ

)

s

≤ c2
r

more precise:



For practical purposes, in order to devise a formula for a 
numerical scheme, one has to choose a particular value for     out 
of the possible values the inequality allows for.

c

if pr − pl ≥ 0,






cl

ρl
=

√
p′(ρl) + α

(
pr − pl

ρr

√
p′(ρr)

+ ul − ur

)

+

,

cr

ρr
=

√
p′(ρr) + α

(
pl − pr

cl
+ ul − ur

)

+

,

if pr − pl ≤ 0,






cr

ρr
=

√
p′(ρr) + α

(
pl − pr

ρl

√
p′(ρl)

+ ul − ur

)

+

,

cl

ρl
=

√
p′(ρl) + α

(
pr − pl

cr
+ ul − ur

)

+

.

Bouchut (2004)

This ensures the optimal properties of this approximate Riemann solver.



phase space:

dependent variables of the original system

additional 
dependent 

variables of the 
extended system

equilibrium
manifold

the solution of
the original 
system lives 

here
(ρu)t + (ρu

2 + p)x = 0

Et +
(

u(E + p)
)

x
= 0

ρt + (ρu)x = 0

π

ρ, u, E

ε
→

0

π = p

Illustrate relaxation solver in phase space



Numerical procedure in phase space:

dependent variables of the original system

additional 
dependent 

variables of the 
extended system

equilibrium
manifold

the solution of
the original 

system      lives 
here

n∆t

(n + 1)∆t

(n + 1)∆t
−

evolution
projection

S

This results in a numerical method for the original system.



It is possible to extend the entropy      of the original system of gas dynamics to an entropy             

such that for               the extended entropy converges to the original entropy.

equilibrium
manifold

π

ρ, u, E

Sextended

S

Sextended

ε→ 0

SextendedS
of the system of extended gas dynamics



this procedure translates Riemann solvers for the extended system to 
Riemann solvers for the original system 

• preserves 

• can handle vacuum

• this ensures that the “second law of thermodynamics” is 
staisfied by the numerical solution of our original system

ρ ≥ 0



- ionized compressible gas subject to magnetic fields
- couple the Euler equations of compressible gas dynamics to equations for 
magnetic fields

Bouchut, Klingenberg, Waagan: A multi-wave approximate Riemann solver for 
ideal MHD based on relaxation I - theoretical framework, Numerische 

Mathematik (2007)

A relaxation solver for magnetohydrodynamics

Brief introduction into magnetohydrodynamics (MHD)



Conservation laws of MHD

go to 
page 41



One-dimensional MHD

also write (v, w) = u⊥

(By, Bz) = B⊥



Waves in one-dimensional MHD



The divergence of B
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MHD Waves and Dissipation

ux-cf,x

ux-VA,x

t

ux-cs,x
ux

ux+cs,x

ux+VA,x

ux+cf,x

x

E
n

tr
o

p
y

w
av

e
(∇

⋅B
)

w
av

e

• In Roe schemes each wave is dissipated with |λk|. When the Alfvén
speed is large the entropy, the ∇ · B and the slow waves are only weakly
dissipated. This is the minimum artificial dissipation needed for stability.

• In Rusanov schemes all waves are dissipated with the fast speed. This is
much more dissipative than the Roe scheme.

wave speeds for the original system of MHD:

the Powell 8-wave structure

(multiplicity 2)



nonlinear hyperbolic system: waves, shocks

HD (Euler): ( )

- , , , ,

- one nonlinear wave mode

- isotropic

- one type of shock

MHD: ( )

- , , , ,

, , ,

- three wave modes: fast, Alfven, slow

- strongly anisotropic

- three types of shocks

hyperbolic theory of MHD:

- non-strictly hyperbolic

- non-convex compound shocks

- rotationally invariant instability of (overcompressive) intermediate shocks

comparing wave structure for hydrodynamics (HD) and MHD:
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and positive density. Preserves material contacts. Gives both 7-wave and 3-wave version. No
explicit estimates. No tests.

The HLLC approach has been proposed for MHD in [13] and [15]. They both observe increased
resolution at material contact discontinuities compared to the HLL-solver. [13] uses a modified
solver whenever Bx = 0 such that so called tangential discontinuities are exactly resolved also,
but otherwise constant v and B across the fan. Uses an Einfeldt speed and shows that isolated
fast shocks are exactly resolved. [15] has constant p and B across the fan (And v?). He tries first
constant p but this does not work, he should have set magnetic pressure constant? A kinetic flux
vector splitting scheme for MHD is derived and tested in [?] and [?].

An approximate solver with five waves, such that Alfven waves can be resolved, is tested in [?].
A positivity condition is given, but otherwise no stability results are known.

A linearized solver is derived and tested in [?], while [?] takes an approach based on jump
conditions.

2. The relaxation system

We want to write a relaxed system for MHD that is analogous to (1.20). Observe that if the
solution is smooth, we may also here write

(2.1) (ρp)t + (ρup)x + ρ2p′(ρ)ux = 0

For the magnetic pressure we get in the same way

(2.2) (ρ
B2

⊥

2
)t + (ρu

B2
⊥

2
)x + ρB2

⊥ux − ρBxB⊥ · (u⊥)x = 0,

and transversally

(−ρBxB⊥)t+(−ρuBxB⊥)x

− ρBxB⊥ux + ρB2
x(u⊥)x = 0.(2.3)

This indicates that we may choose as equilibrium

(2.4) π = p +
1

2
B2

⊥ −
1

2
B2

x and π⊥ = −BxB⊥

and the following relaxation system:

ρt + (ρu)x = 0

(ρu)t + (ρu2 + π)x = 0

(ρu⊥)t + (ρuv + π⊥)x = 0

Et + [(E + π)u + π⊥ · u⊥]x = 0

(B⊥)t + (B⊥u − Bxu⊥)x = 0(2.5)

with

(ρπ)t + [ρπu + (c2
s + c2

f − c2
a)u − cab · u⊥]x = ρ

p + 1
2B2

⊥ − 1
2B2

x − π

ε

(ρπ⊥)t + (ρπ⊥u + c2
au − cabu)x = ρ

−BxB⊥ − π⊥

ε
(2.6)

The constants have been chosen in analogy with the characteristic speeds of the Lagrangian MHD
system (If we insert the real speeds c2

s + c2
f − c2

a = ρ2p′ + B2
⊥ρ). The characteristic speeds of the

Lagrangian form of system (2.5)-(2.6) are 0, 0, 0, 0,−ca, ca and the roots of the polynomial

X4 − (c2
s + c2

f )X2 + c2
a(c2

s + c2
f − c2

a) − |cab|2.

The value of this polynomial for X2 = c2
a is negative, therefore there are two real roots for X2.

They must be positive, hence |b|2 ≤ c2
s + c2

f − c2
a, and since this implies that c2

s + c2
f ≥ 0, this is

enough for having real roots. In other words, the condition |b|2 ≤ c2
s + c2

f − c2
a is necessary and
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2B2

x − π

ε
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The constants have been chosen in analogy with the characteristic speeds of the Lagrangian MHD
system (If we insert the real speeds c2

s + c2
f − c2

a = ρ2p′ + B2
⊥ρ). The characteristic speeds of the

Lagrangian form of system (2.5)-(2.6) are 0, 0, 0, 0,−ca, ca and the roots of the polynomial

X4 − (c2
s + c2

f )X2 + c2
a(c2

s + c2
f − c2

a) − |cab|2.

The value of this polynomial for X2 = c2
a is negative, therefore there are two real roots for X2.

They must be positive, hence |b|2 ≤ c2
s + c2

f − c2
a, and since this implies that c2

s + c2
f ≥ 0, this is

enough for having real roots. In other words, the condition |b|2 ≤ c2
s + c2

f − c2
a is necessary and

The extended system for MHD:

Designing the relaxation solver for MHD

π = p + |B|2/2−B2
x

π⊥ = −BxB⊥
with:

go to 
page 35



wave speeds for the system of extended magnetohydrodynamics:

t

x

(multiplicity 4)uu− cs

ρ

u +
cs

ρ

u +
ca

ρ

u− ca

ρ

u− cf

ρ
u +

cf

ρ



A three wave approximate Riemann solver is obtained by:

Set cs = ca = cf

The approximate Riemann solver defined by this 3-wave relaxation is positive and 
defines a discrete entropy inequality if for all intermediate states we have:

Theorem
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3.2. Entropy inequality. We will prove entropy consistency for the isentropic case. The system
(2.5)-(2.6) then still provides a conservative flux for some independent variable E, and this may
be used as the numerical energy flux for the full Euler equations in an entropic scheme according
to the following argument introduced in [?].

Extend the relaxation system with ŝ evolved by

(3.4) (ρŝ)t + (ρuŝ)x = 0

which gives the discrete version

(3.5) ρn+1
i ŝn+1

i − ρn
i ŝn

i +
∆t

h

(

F s
i+ 1

2

− F s
i− 1

2

)

≤ 0, F s
i+ 1

2

= ρuŝ|x=x
i+1

2

.

By Jensen’s inequality

(3.6) ρn+1
i φ(ŝn+1

i ) − ρn
i φ(ŝn

i ) +
∆t

h

(

Gs
i+ 1

2

− Gs
i− 1

2

)

≤ 0, Gs
i+ 1

2

= ρuφ(ŝ)|x=x
i+ 1

2

for any convex and nonincreasing φ. Set ŝn
i equal to the specific entropy s(ρn

i , en
i ).

Assume that we can prove that for isentropic MHD the discrete entropy inequality

(3.7) E(Un+1
i ) − E(Un

i ) +
∆t

h

(

FE
i+ 1

2

− FE
i− 1

2

)

≤ 0

holds with FE being the energy flux given by the relaxation scheme, that is

FE
i+ 1

2

= ([E + π]u − π⊥ · u⊥)x=x
i+1

2

,

and specific entropy s replaced by ŝ, that is

(3.8) E(U) =
1

2
ρ(u2 + u2

⊥) +
1

2
(B2 + B2

⊥) + ρe(ρ, ŝ)

We may also compute an independent value Ên+1
i by

(3.9) Ên+1
i − Ên

i +
∆t

h

(

FE
i+ 1

2

− FE
i− 1

2

)

= 0,

and by (3.7), we get Ên+1
i ≥ E(Un+1

i ) or in other words en+1
i ≥ e(ρn+1

i , ŝn+1
i ), hence en+1

i is
positive. Now since (∂s

∂e)ρ > 0 by (1.6), ŝn+1
i ≤ s(ρn+1

i , en+1
i ), which along with (3.6) implies the

discrete entropy inequality

(3.10) ρn+1
i φ(s(ρn+1

i , en+1
i )) − ρn

i φ(s(ρn
i , en

i )) +
∆t

h

(

Gs
i+ 1

2

− Gs
i− 1

2

)

≤ 0

Let U1 be one of the intermediate states, and U2 the initial state on the same side of the middle
wave as U1.

Theorem 3.1. The approximate Riemann solver defined by the relaxation system (2.5)-(2.6) is
positive and satisfies a discrete entropy inequality if, for all intermediate states U1, we have ρ1 > 0,
and

1

ρ2
−

B2
x

c2
a

≥ 0

∣

∣

∣

∣

B1
⊥ + B2

⊥

2
−

Bxb

ca

∣

∣

∣

∣

2

≤

(

c2
sc

2
f

c2
a

− (ρ2p′)1,2

)

(

1

ρ2
−

B2
x

c2
a

)

(3.11)

Or

1

ρ1
−

B2
x

c2
a

≥ 0

∣

∣B2
⊥|2 ≤

(

c2
sc

2
f

c2
a

− (ρ2p′)1,2

)

(

1

ρ1
−

B2
x

c2
a

)

(3.12)

where (ρ2p′)1,2 is defined as the maximum of ρ2
(

∂p
∂ρ

)

s
for all ρ between ρ1 and ρ2 with s = s2.



The proof of the discrete entropy inequality
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(2.5)-(2.6) then still provides a conservative flux for some independent variable E, and this may
be used as the numerical energy flux for the full Euler equations in an entropic scheme according
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∆t

h

(

F s
i+ 1

2

− F s
i− 1

2
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2
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2

.

By Jensen’s inequality
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i φ(ŝn
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∆t

h
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i+ 1

2
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i− 1

2

)
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i+ 1

2

= ρuφ(ŝ)|x=x
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2

for any convex and nonincreasing φ. Set ŝn
i equal to the specific entropy s(ρn

i , en
i ).

Assume that we can prove that for isentropic MHD the discrete entropy inequality

(3.7) E(Un+1
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i ) +
∆t

h

(

FE
i+ 1

2

− FE
i− 1

2

)

≤ 0

holds with FE being the energy flux given by the relaxation scheme, that is

FE
i+ 1

2

= ([E + π]u − π⊥ · u⊥)x=x
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2

,

and specific entropy s replaced by ŝ, that is
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2
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1

2
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2
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positive. Now since (∂s
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discrete entropy inequality
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i )) − ρn

i φ(s(ρn
i , en

i )) +
∆t

h

(
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i+ 1

2

− Gs
i− 1

2

)

≤ 0

Let U1 be one of the intermediate states, and U2 the initial state on the same side of the middle
wave as U1.

Theorem 3.1. The approximate Riemann solver defined by the relaxation system (2.5)-(2.6) is
positive and satisfies a discrete entropy inequality if, for all intermediate states U1, we have ρ1 > 0,
and

1

ρ2
−

B2
x

c2
a

≥ 0

∣

∣

∣

∣

B1
⊥ + B2

⊥

2
−

Bxb

ca

∣

∣

∣

∣

2

≤

(

c2
sc

2
f

c2
a

− (ρ2p′)1,2

)

(

1

ρ2
−

B2
x

c2
a

)

(3.11)

Or

1

ρ1
−

B2
x

c2
a

≥ 0

∣

∣B2
⊥|2 ≤

(

c2
sc

2
f

c2
a

− (ρ2p′)1,2

)

(

1

ρ1
−

B2
x

c2
a

)

(3.12)

where (ρ2p′)1,2 is defined as the maximum of ρ2
(

∂p
∂ρ

)

s
for all ρ between ρ1 and ρ2 with s = s2.

is given in Bouchut, Kl., Waagan (2007).

A formal derivation of this for smooth solutions is available by a Chapman-Enscog expansion.
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from which the intermediate values of ρ, B⊥ and e are given. Across the central wave, we have
constant values u∗, π∗, u∗

⊥ and π∗
⊥ given by the relations

(W−s)
r∗ = (W−s)

r, (W−f )r∗ = (W−f )r, (W−a)r∗ = (W−a)r,

(Ws)
l∗ = (Ws)

l, (Wf )l∗ = (Wf )l, (Wa)l∗ = (Wa)l.(2.18)

Once they are computed, the remaining states follow from (2.15)-(2.17). One may also solve
directly for the jumps in each strong Riemann invariant.

3. Analysis

3.1. Chapman-Enskog analysis. A Chapman-Enskog expansion provides a stability condition
for a relaxation system when the solution is sufficiently smooth. For the MHD system we get the
stability condition

1

ρ2
−

B2
x

c2
a

≥ 0

∣

∣

∣

∣

B⊥ −
Bxb

ca

∣

∣

∣

∣

2

≤

(

c2
sc

2
f

c2
a

− ρ2p′
)

(

1

ρ
−

B2
x

c2
a

)

(3.1)

where we have let p′ denote
(

∂p
∂ρ

)

s
. It is derived in the following way: Write π = p + 1

2B2
⊥ −

1
2B2

x +g(ε)+O(ε2) and π⊥ = −BxBx ++g⊥ε+O(ε2). Inserting this into (2.5)-(2.6) and assuming
smoothness, we get

ρt + (ρu)x = 0

(ρu)t + (ρu2 + π)x = ε

[(

c2
s + c2

f − c2
a

ρ
− (ρp′ + B2

⊥)

)

ux + (BxB⊥ −
Bxb

ca
)(u⊥)x

]

x

+ O(ε2)

(ρu⊥)t + (ρuv + π⊥)x = ε

[

(BxB⊥ −
Bxb

ca
)ux + (

c2
a

ρ
− B2

x)(u⊥)x

]

x

+ O(ε2)

Et + [(E + π)u + π⊥ · u⊥]x = ε

[

u

(

c2
s + c2

f − c2
a

ρ
− (ρp′ + B2

⊥)

)

ux + u(BxB⊥ −
Bxb

ca
) · (un)x

+ u⊥ · (BxB⊥ −
Bxb

ca
)ux + u⊥ · (

c2
a

ρ
− B2

x)(u⊥)x

]

x

+ O(ε2)

(B⊥)t + (B⊥u − Bxu⊥)x = 0

We now have a right hand side of the form ε[D(U)Ux]x. The entropy is then evolved by

(3.2) η(U)t + G(U)x − ε[η′(U)D(U)Ux]x = −εD(U)tη′′(U)Ux · Ux

A natural stability condition is to ensure entropy dissipation by enforcing D(U)tη′′(U) to be
symmetric and positive. One may check that the symmetry holds, and positivity holds if

c2
s + c2

f − c2
a

ρ
− (ρp′ + B2

⊥) ≥ 0

c2
a

ρ
− B2

x ≥ 0

∣

∣

∣

∣

BxB⊥ −
Bxb

ca

∣

∣

∣

∣

2

≤

(

c2
s + c2

f − c2
a

ρ
− (ρp′ + B2

⊥)

)

(

c2
a

ρ
− B2

x

)

(3.3)

Taking (2.7) into account, this may be rewritten as (3.1).
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∣
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ca

∣

∣

∣

∣
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Taking (2.7) into account, this may be rewritten as (3.1).
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and positive density. Preserves material contacts. Gives both 7-wave and 3-wave version. No
explicit estimates. No tests.

The HLLC approach has been proposed for MHD in [13] and [15]. They both observe increased
resolution at material contact discontinuities compared to the HLL-solver. [13] uses a modified
solver whenever Bx = 0 such that so called tangential discontinuities are exactly resolved also,
but otherwise constant v and B across the fan. Uses an Einfeldt speed and shows that isolated
fast shocks are exactly resolved. [15] has constant p and B across the fan (And v?). He tries first
constant p but this does not work, he should have set magnetic pressure constant? A kinetic flux
vector splitting scheme for MHD is derived and tested in [?] and [?].

An approximate solver with five waves, such that Alfven waves can be resolved, is tested in [?].
A positivity condition is given, but otherwise no stability results are known.

A linearized solver is derived and tested in [?], while [?] takes an approach based on jump
conditions.

2. The relaxation system

We want to write a relaxed system for MHD that is analogous to (1.20). Observe that if the
solution is smooth, we may also here write

(2.1) (ρp)t + (ρup)x + ρ2p′(ρ)ux = 0

For the magnetic pressure we get in the same way

(2.2) (ρ
B2

⊥

2
)t + (ρu

B2
⊥

2
)x + ρB2

⊥ux − ρBxB⊥ · (u⊥)x = 0,

and transversally

(−ρBxB⊥)t+(−ρuBxB⊥)x

− ρBxB⊥ux + ρB2
x(u⊥)x = 0.(2.3)

This indicates that we may choose as equilibrium

(2.4) π = p +
1

2
B2

⊥ −
1

2
B2

x and π⊥ = −BxB⊥

and the following relaxation system:

ρt + (ρu)x = 0

(ρu)t + (ρu2 + π)x = 0

(ρu⊥)t + (ρuv + π⊥)x = 0

Et + [(E + π)u + π⊥ · u⊥]x = 0

(B⊥)t + (B⊥u − Bxu⊥)x = 0(2.5)

with

(ρπ)t + [ρπu + (c2
s + c2

f − c2
a)u − cab · u⊥]x = ρ

p + 1
2B2

⊥ − 1
2B2

x − π

ε

(ρπ⊥)t + (ρπ⊥u + c2
au − cabu)x = ρ

−BxB⊥ − π⊥

ε
(2.6)

The constants have been chosen in analogy with the characteristic speeds of the Lagrangian MHD
system (If we insert the real speeds c2

s + c2
f − c2

a = ρ2p′ + B2
⊥ρ). The characteristic speeds of the

Lagrangian form of system (2.5)-(2.6) are 0, 0, 0, 0,−ca, ca and the roots of the polynomial

X4 − (c2
s + c2

f )X2 + c2
a(c2

s + c2
f − c2

a) − |cab|2.

The value of this polynomial for X2 = c2
a is negative, therefore there are two real roots for X2.

They must be positive, hence |b|2 ≤ c2
s + c2

f − c2
a, and since this implies that c2

s + c2
f ≥ 0, this is

enough for having real roots. In other words, the condition |b|2 ≤ c2
s + c2

f − c2
a is necessary and
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Insert this into the extended system
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from which the intermediate values of ρ, B⊥ and e are given. Across the central wave, we have
constant values u∗, π∗, u∗

⊥ and π∗
⊥ given by the relations

(W−s)
r∗ = (W−s)

r, (W−f )r∗ = (W−f )r, (W−a)r∗ = (W−a)r,

(Ws)
l∗ = (Ws)

l, (Wf )l∗ = (Wf )l, (Wa)l∗ = (Wa)l.(2.18)

Once they are computed, the remaining states follow from (2.15)-(2.17). One may also solve
directly for the jumps in each strong Riemann invariant.

3. Analysis

3.1. Chapman-Enskog analysis. A Chapman-Enskog expansion provides a stability condition
for a relaxation system when the solution is sufficiently smooth. For the MHD system we get the
stability condition
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∣

∣
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∣

∣
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where we have let p′ denote
(
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)

s
. It is derived in the following way: Write π = p + 1

2B2
⊥ −

1
2B2

x +g(ε)+O(ε2) and π⊥ = −BxBx ++g⊥ε+O(ε2). Inserting this into (2.5)-(2.6) and assuming
smoothness, we get
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ρ
− (ρp′ + B2
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ux + (BxB⊥ −
Bxb
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)(u⊥)x

]

x

+ O(ε2)

(ρu⊥)t + (ρuv + π⊥)x = ε

[

(BxB⊥ −
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)ux + (
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ρ
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]

x

+ O(ε2)

Et + [(E + π)u + π⊥ · u⊥]x = ε
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u

(
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f − c2
a

ρ
− (ρp′ + B2

⊥)

)

ux + u(BxB⊥ −
Bxb

ca
) · (un)x

+ u⊥ · (BxB⊥ −
Bxb

ca
)ux + u⊥ · (

c2
a

ρ
− B2

x)(u⊥)x

]

x

+ O(ε2)

(B⊥)t + (B⊥u − Bxu⊥)x = 0

We now have a right hand side of the form ε[D(U)Ux]x. The entropy is then evolved by

(3.2) η(U)t + G(U)x − ε[η′(U)D(U)Ux]x = −εD(U)tη′′(U)Ux · Ux

A natural stability condition is to ensure entropy dissipation by enforcing D(U)tη′′(U) to be
symmetric and positive. One may check that the symmetry holds, and positivity holds if

c2
s + c2

f − c2
a

ρ
− (ρp′ + B2

⊥) ≥ 0

c2
a

ρ
− B2

x ≥ 0

∣

∣

∣

∣

BxB⊥ −
Bxb

ca

∣

∣

∣

∣

2

≤

(

c2
s + c2

f − c2
a

ρ
− (ρp′ + B2

⊥)

)

(

c2
a

ρ
− B2

x

)

(3.3)

Taking (2.7) into account, this may be rewritten as (3.1).

This gives

The entropy is evolved by an equation of the type
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from which the intermediate values of ρ, B⊥ and e are given. Across the central wave, we have
constant values u∗, π∗, u∗

⊥ and π∗
⊥ given by the relations

(W−s)
r∗ = (W−s)

r, (W−f )r∗ = (W−f )r, (W−a)r∗ = (W−a)r,

(Ws)
l∗ = (Ws)

l, (Wf )l∗ = (Wf )l, (Wa)l∗ = (Wa)l.(2.18)

Once they are computed, the remaining states follow from (2.15)-(2.17). One may also solve
directly for the jumps in each strong Riemann invariant.

3. Analysis
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stability condition

1

ρ2
−

B2
x

c2
a

≥ 0

∣

∣

∣

∣

B⊥ −
Bxb

ca

∣

∣

∣

∣

2

≤

(
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2
f

c2
a

− ρ2p′
)

(

1

ρ
−

B2
x

c2
a

)

(3.1)

where we have let p′ denote
(

∂p
∂ρ

)

s
. It is derived in the following way: Write π = p + 1

2B2
⊥ −

1
2B2
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)(u⊥)x

]
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We now have a right hand side of the form ε[D(U)Ux]x. The entropy is then evolved by

(3.2) η(U)t + G(U)x − ε[η′(U)D(U)Ux]x = −εD(U)tη′′(U)Ux · Ux

A natural stability condition is to ensure entropy dissipation by enforcing D(U)tη′′(U) to be
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ρ
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c2
a

ρ
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x ≥ 0

∣

∣

∣

∣

BxB⊥ −
Bxb

ca

∣

∣

∣

∣
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≤

(

c2
s + c2

f − c2
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ρ
− (ρp′ + B2

⊥)

)
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c2
a

ρ
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x

)
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Taking (2.7) into account, this may be rewritten as (3.1).

The conditions of the theorem then ensure entropy dissipation.
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slow
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left going waves right going waves

the three wave solver superimposed onto the exact 8-wave solution

u− cl

ρ
u +

cr

ρ

x



When devising a numerical scheme we need to get concrete speeds of the 
waves out of the inequality in the theorem.
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Proof. Apply Lemma 4.1. Notice that one could also express (4.18) in terms of some artificial
scalar θ via (4.12). !

4.1. Choice of signal velocities. The following choice of b ensures that any solution with only
rotations and material contacts is resolved exactly, if ca = Bx

√
ρ.

(4.19) bl = sign(Bx)
√

ρl
Bl

⊥ − B0
⊥

2
and br = sign(Bx)

√
ρr

Br
⊥ − B0

⊥

2
with

(4.20) B0
⊥ =

ur
⊥ − ul

⊥ + Bl
⊥√
ρl

+ Br
⊥√
ρr

1√
ρl

+ 1√
ρr

4.1.1. A priori formula for cl and cr. For the 3-wave solver we are able to give a priori estimates
on the signal velocities that are sufficient for positivity and entropy stability. The formulas are
sharp in the sense that they are exact for constant data.

We assume the same conditions on the pressure law as in the classical gas dynamics case of [4],
[3]. That is

(

∂

∂ρ
ρ

√

(

∂p

∂ρ

)

s

)

s

> 0,

ρ

√

(

∂p

∂ρ

)

s

→ ∞ as ρ → ∞,

(

∂

∂ρ
ρ

√

(

∂p

∂ρ

)

s

)

s

≤ α

√

(

∂p

∂ρ

)

s

(4.21)

for some α ≥ 1. For an ideal gas we may take α = 1
2 (γ + 1). We take relaxation speeds

cl = ρla
0
l + αρl

(

(ul − ur)+ +
(πr − πl)+

ρl

√

p′l + ρraqr

)

,

cr = ρra
0
r + αρr

(

(ul − ur)+ +
(πl − πr)+

ρr

√

p′r + ρlaql

)

,(4.22)

where a0
l , a0

r need to be determined with a0
l ≥ aql and a0

r ≥ aqr , p′l, p′r denote the squares of the

sound speeds

√

(

∂p
∂ρ

)

s
, and aql, aqr are the fast MHD speeds,

(4.23) a2
q =

(Bx)2 + |B⊥|2 + ρp′

2ρ
+

√

((Bx)2 + |B⊥|2 + ρp′)2 − 4(Bx)2ρp′

2ρ
,

4.1.2. Choice of a0
l and a0

r II. Let us explain the analysis for a0
l . We would like to satisfy the

positivity of ρl∗ and the subcharacteristic conditions

1

ρ∗l
−

B2
xl

c2
l

≥ 0,

|B⊥l|2 ≤
(

c2
l − (ρ2p′)l∗

) (

1

ρ∗l
−

B2
xl

c2
l

)

,(4.24)

with

(4.25) (ρ2p′)l∗ ≡ sup
ρ∈[ρl,ρl∗]

ρ2p′(ρ, sl).

Now,

(4.26)
1

ρ∗l
−

B2
xl

c2
l

≥
1

ρl
−

Xl

ρl(a0
l + αXl)

−
B2

x

(ρla0
l )

2

For the three wave solver the following relaxation speeds are sufficient to guarantee 
positivity and entropy stability:

Theorem:

α =
γ + 1

2
α0

l α0
rwhere and are given by a complicated formula.

Bouchut, Klingenberg, Waagan: A multiwave approximate Riemann solver for 
ideal MHD based on relaxation II - numerical aspects, manuscript (2007)



We have also found a seven wave approximate solver.

again we can prove entropy consistency under some complicated 
“subcharacteristic” condition

We have explicit formulas for the speeds. 
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Figure 5.7. The same as Figure 5.6 with pressure 100 times higher

Figure 5.8. Slow rarefaction t = with resolution ∆x = 0.01. ρ. The reference
solution is a 3-wave simulation with ∆x = 0.0002

5.8. Conclusions. We summarise the results from this section in the following points.

• The 3-wave solver resolves slow moving contacts much better than HLL.
• The 3-wave solver also improves the resolution of Alfven waves and slow waves compared

to HLL.
• The 3-and 5-wave solvers can handle rarefactions into low density and large β.
• The 5-wave solver can, in contrast to the 3-wave solver, sharply resolve all waves when Bx

or By vanishes. It hence generalizes the HLLC solver for gas dynamics.
• The 5-wave solver is significantly sharper on Alfven waves in certain flow regimes. In

particular at Alfven speed smaller than sound speed or |Bx| smaller than |B⊥|. This
appears to also apply for slow modes in certain cases.

• The 7-wave solver with the parameters of subsection 4.3 gives significant improvement on
slow and Alfven modes. However sometimes at the expense of increased smearing of fast
shocks.

• The 7-wave solver does not produce nonphysical shocks from rarefaction initial data.
• The Roe scheme is however a bit sharper.
• The 5-wave solver of [9] has good resolution of Alfven waves, but the 7-wave solver gives

better resolution of slow waves.

The 3- and 5-wave solvers are ready to be tried on physical problems. Generally, the 3-wave solver
should perform better, because it is faster, but this is problem dependent. It also permits larger
time steps, although the difference is not large. The 7-wave solver tends to be the most accurate.
It worked well on all test cases except the last one.
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Figure 5.6. By for smooth Alfven wave with resolution ∆x = 0.01. Here β =
2

ρe = 2/3

5.4. Shear waves. This illustrates the numerical diffusion of the different solvers on Alfven waves.
We chose the initial data

ρ = 1.0, p = 1.0, = 1.0

By = − sin(2πx) Bz = − cos(2πx)

v = sin(2πx) w = cos(2πx)

Bx = 1.0, γ = 5/3.(5.1)

This specifies a stationary left-going Alfven wave. We concentrate on the 3- and 5-wave solvers
since with 7 waves this is exactly resolved. See Figures 5.6-5.7. Figure 3.1 gives a more com-
prehensive illustration of the difference between the 3- and 5-wave solvers applied to Alfven wave
data.

5.5. Slow sonic rarefaction. Which the 7-wave runs without a glitch. This is a slow switch-on
rarefaction suggested in [6], and also used in [9]. See Figure 5.8

5.6. Expansion problem. This test is from [9]. It consists of two rarefactions going into a low
density region, which is difficult to compute with a linearized solver. Since Bx = 0, and u⊥ = 0,
the 3- 5- and 7-ave solvers are the same, as in subsection 5.3. HLL with the same signal speeds
as the 3-wave solver also did an equally good job. Figure 5.9 shows ρ computed with the 3-wave
solver. The error in By between the test and the reference run is of similar size.

5.7. Low sound speed. Taking Bx nonzero in the above example causes growth of B2

ρe in the
center region. The 7-wave solver has trouble with this.
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This specifies a stationary left-going Alfven wave. We concentrate on the 3- and 5-wave solvers
since with 7 waves this is exactly resolved. See Figures 5.6-5.7. Figure 3.1 gives a more com-
prehensive illustration of the difference between the 3- and 5-wave solvers applied to Alfven wave
data.

5.5. Slow sonic rarefaction. Which the 7-wave runs without a glitch. This is a slow switch-on
rarefaction suggested in [6], and also used in [9]. See Figure 5.8

5.6. Expansion problem. This test is from [9]. It consists of two rarefactions going into a low
density region, which is difficult to compute with a linearized solver. Since Bx = 0, and u⊥ = 0,
the 3- 5- and 7-ave solvers are the same, as in subsection 5.3. HLL with the same signal speeds
as the 3-wave solver also did an equally good job. Figure 5.9 shows ρ computed with the 3-wave
solver. The error in By between the test and the reference run is of similar size.

5.7. Low sound speed. Taking Bx nonzero in the above example causes growth of B2

ρe in the
center region. The 7-wave solver has trouble with this.
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exact



We tested such a new approximate Riemann solver in an astrophysics code:

PROMETHEUS

developed in Max Planck Institute Astronomy (in Munich) since 1989 (Müller) 
ported to FLASH (in Chicago) and still used today.

This code solves the hydrodynamic equations and has additional physical effects 
implemented.

Klingenberg, Schmidt, Waagan: Numerical comparison of Riemann 
solvers for astrophysical hydrodynamics, Journal of Computational 

Physics (2007)

How do relaxation solvers compare to other 
solvers in applications?



PPM

This uses an “exact” Riemann solver.

It is higher order accurate.

PPM with our Riemann solver

This uses our approximate Riemann solver.

PROMETHEUS
PROMETHEUS - modified 

(preliminary)

(piecewise parabolic method)



Our approximate Riemann solver satisfies the entropy condition
and it also ensures that density will not become negative.

The PPM method in PROMETHEUS can not guarantee this.

Thus PPM with our Riemann solver can not guarantee this.

Hence we have also changed the numerical method in 
PROMETHEUS which makes the method higher order accurate.

our Riemann solver, made higher order such that positivity is preserved

PROMETHEUS - modified:

a new time integration was implemented (Runge-Kutta)



• in one space dimension: particular Riemann problems

• in two space dimensons: mixing layers

• in three space dimensions: driven fully developed turbulence

we compared these two codes:
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Figure 2.1. Results for Toro test 1.

h
2
|D(ρe)i| > 0, or in other words

(1.8)
h2

8

(

Du2
i + (Du⊥)2i

)

<
1

1 − h2

4ρ2

i

Dρ2
i

(

ρiei −
h

2
|D(ρe)i|

)

=̂Λ2
i

To ensure (1.8) in a consistent way we first restrict |D(u⊥)i| to less than or equal to Λi, and then
set Du2

i less than or equal to Λ2
i − |D(un)i|2. Note that in practice we multiply Λi with a number

slightly less than one to ensure that the inequality (1.8) is strict.
We did not apply any special treatment of material contact waves in this code version, and no

articial diffusion was added at shocks.
The numerical time integration is a second order Runge-Kutta method. That is, one does two

full time steps, and then averages the resulting cell average with the initial one. This procedure
preserves positivity, and is total variation diminishing. Multidimensionality is taken care of by
Strang splitting just as in the PPM-codes.

2. One space dimension: Shock tube tests of Toro

A basic setup for testing these methods are onedimensional Riemann problems, or shock tube
tests. In [19] five very useful such test problems are given and subjected to several different
Riemann solvers. The problems are carefully devised to exhibit phenomena known to be hard to
reproduce numerically.

As reference solutions we simulated all tests with 100.000 grid cells using the original PPM-
code. In some cases this was not locally converged due to spurious oscillations etc., and we point
out these anomalies when they occur. In all the runs the CFL-number was 0.4, and we considered
x ∈ (0, 1) with a resolution of 100 grid cells.

2.1. Test 1. The first test is not the most severe, but it contains a transsonic rarefaction, which
nonentropic schemes have trouble with. The initial data are

(2.1) (ρ, u, p) =

{

(1, 0.75, 1), x < 0.5

(0.125, 0, 0.1), x > 0.5.

All schemes handle the transsonic rarefaction without any signs of a nonentropic glitch, but there
are differences in the resolution at the rear end of the rarefaction with the PPM doing the best
job. However PPM gives large oscillations behind the contact discontinuity compared to the other
codes. With the RK codes there is little difference between the Riemann solvers. We note the
undershoot in front of the contact, and the less sharp resolution of the contact compared to PPM.

4 CHRISTIAN KLINGENBERG1, WOLFRAM SCHMIDT2, KNUT WAAGAN3

0.4 0.5 0.6 0.7 0.8 0.9

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

d
e
n
s
it
y

 

 

Reference

PPM!HLLC

PPM

0.4 0.5 0.6 0.7 0.8 0.9

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

d
e
n
s
it
y

 

 

Reference

RK!HLLC

RK!exact

Figure 2.1. Results for Toro test 1.

h
2
|D(ρe)i| > 0, or in other words

(1.8)
h2

8

(

Du2
i + (Du⊥)2i

)

<
1

1 − h2

4ρ2

i

Dρ2
i

(

ρiei −
h

2
|D(ρe)i|

)

=̂Λ2
i

To ensure (1.8) in a consistent way we first restrict |D(u⊥)i| to less than or equal to Λi, and then
set Du2

i less than or equal to Λ2
i − |D(un)i|2. Note that in practice we multiply Λi with a number

slightly less than one to ensure that the inequality (1.8) is strict.
We did not apply any special treatment of material contact waves in this code version, and no

articial diffusion was added at shocks.
The numerical time integration is a second order Runge-Kutta method. That is, one does two

full time steps, and then averages the resulting cell average with the initial one. This procedure
preserves positivity, and is total variation diminishing. Multidimensionality is taken care of by
Strang splitting just as in the PPM-codes.

2. One space dimension: Shock tube tests of Toro

A basic setup for testing these methods are onedimensional Riemann problems, or shock tube
tests. In [19] five very useful such test problems are given and subjected to several different
Riemann solvers. The problems are carefully devised to exhibit phenomena known to be hard to
reproduce numerically.

As reference solutions we simulated all tests with 100.000 grid cells using the original PPM-
code. In some cases this was not locally converged due to spurious oscillations etc., and we point
out these anomalies when they occur. In all the runs the CFL-number was 0.4, and we considered
x ∈ (0, 1) with a resolution of 100 grid cells.

2.1. Test 1. The first test is not the most severe, but it contains a transsonic rarefaction, which
nonentropic schemes have trouble with. The initial data are

(2.1) (ρ, u, p) =

{

(1, 0.75, 1), x < 0.5

(0.125, 0, 0.1), x > 0.5.

All schemes handle the transsonic rarefaction without any signs of a nonentropic glitch, but there
are differences in the resolution at the rear end of the rarefaction with the PPM doing the best
job. However PPM gives large oscillations behind the contact discontinuity compared to the other
codes. With the RK codes there is little difference between the Riemann solvers. We note the
undershoot in front of the contact, and the less sharp resolution of the contact compared to PPM.

PROMETHEUS - 
modified

PROMETHEUS

one space dimension:

Riemann problems

the modified code smears out a 
little more
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Figure 2.2. Results for Toro test 2. The results are symmetric around x = 0.5.
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Figure 2.3. Results for Toro test 2. The results are symmetric around x = 0.5.

2.2. Test 2. Test 2 has two rarefactions going apart creating a low density region. The initial
data are

(2.2) (ρ, u, p) =

{

(1,−2, 0.4), x < 0.5

(1, 2, 0.4), x > 0.5

The solver should be able to handle this without giving negative density or pressure. In particular,
linearized solvers have trouble with such cases. In the density plots, Figure 2.2, we note a bump in
the density at x = 0.5 with the RK-exact code. We see similar tendencies for the PPM simulation,
and in the PPM reference solution there is a deep narrow bump.

For the RK-HLLC-code positivity was automatically maintained, and it is interesting that we
get a better approximation of the density value in the middle compared to PPM-HLLC, and also
of the velocity, Figure 2.3. The front of the rarefaction is however best resolved by the PPM-codes.

Notice in Figure 2.3 that both PPM and RK-exact (which have the same Riemann solver)
has oscillations in the velocity near x = 0.5. The RK-exact code especially had problems with
this test, and positivity had to be artificially imposed for CFL-numbers larger than around 0.05.
Theoretically a CFL-number less than 0.25 should ensure positivity with an exact Riemann solver,
so this has to do with the iterative procedure in the Riemann solver not automatically ensuring
the positivity property. With the iterative solver as part of PPM however, this seemed not to
cause serious problems.
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Figure2.2.ResultsforTorotest2.Theresultsaresymmetricaroundx=0.5.
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Figure2.3.ResultsforTorotest2.Theresultsaresymmetricaroundx=0.5.

2.2.Test2.Test2hastworarefactionsgoingapartcreatingalowdensityregion.Theinitial
dataare

(2.2)(ρ,u,p)=

{

(1,−2,0.4),x<0.5

(1,2,0.4),x>0.5

Thesolvershouldbeabletohandlethiswithoutgivingnegativedensityorpressure.Inparticular,
linearizedsolvershavetroublewithsuchcases.Inthedensityplots,Figure2.2,wenoteabumpin
thedensityatx=0.5withtheRK-exactcode.WeseesimilartendenciesforthePPMsimulation,
andinthePPMreferencesolutionthereisadeepnarrowbump.

FortheRK-HLLC-codepositivitywasautomaticallymaintained,anditisinterestingthatwe
getabetterapproximationofthedensityvalueinthemiddlecomparedtoPPM-HLLC,andalso
ofthevelocity,Figure2.3.ThefrontoftherarefactionishoweverbestresolvedbythePPM-codes.

NoticeinFigure2.3thatbothPPMandRK-exact(whichhavethesameRiemannsolver)
hasoscillationsinthevelocitynearx=0.5.TheRK-exactcodeespeciallyhadproblemswith
thistest,andpositivityhadtobeartificiallyimposedforCFL-numberslargerthanaround0.05.
TheoreticallyaCFL-numberlessthan0.25shouldensurepositivitywithanexactRiemannsolver,
sothishastodowiththeiterativeprocedureintheRiemannsolvernotautomaticallyensuring
thepositivityproperty.WiththeiterativesolveraspartofPPMhowever,thisseemednotto
causeseriousproblems.
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Figure 2.2. Results for Toro test 2. The results are symmetric around x = 0.5.
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Figure 2.3. Results for Toro test 2. The results are symmetric around x = 0.5.

2.2. Test 2. Test 2 has two rarefactions going apart creating a low density region. The initial
data are

(2.2) (ρ, u, p) =

{

(1,−2, 0.4), x < 0.5

(1, 2, 0.4), x > 0.5

The solver should be able to handle this without giving negative density or pressure. In particular,
linearized solvers have trouble with such cases. In the density plots, Figure 2.2, we note a bump in
the density at x = 0.5 with the RK-exact code. We see similar tendencies for the PPM simulation,
and in the PPM reference solution there is a deep narrow bump.

For the RK-HLLC-code positivity was automatically maintained, and it is interesting that we
get a better approximation of the density value in the middle compared to PPM-HLLC, and also
of the velocity, Figure 2.3. The front of the rarefaction is however best resolved by the PPM-codes.

Notice in Figure 2.3 that both PPM and RK-exact (which have the same Riemann solver)
has oscillations in the velocity near x = 0.5. The RK-exact code especially had problems with
this test, and positivity had to be artificially imposed for CFL-numbers larger than around 0.05.
Theoretically a CFL-number less than 0.25 should ensure positivity with an exact Riemann solver,
so this has to do with the iterative procedure in the Riemann solver not automatically ensuring
the positivity property. With the iterative solver as part of PPM however, this seemed not to
cause serious problems.
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Figure 3.12. Slice of Richtmeyer-Meshkov instability at t = 1, y = 0.49, Com-
puted with PPM at resolution ∆x = ∆y = 0.02.
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Figure 3.13. Density contours from Richtmeyer-Meshkov instability at time t =
14. We show data from PPM to the left, and PPM-HLLC to the right. Density
contours range linearly from 0.1 to 0.22. Resolution ∆x = ∆y = 0.02.

steepening. With the highest resolution the density profiles differ strongly, but there is no way to
tell which code is better.

The RK-HLLC-code produces a more smeared out structure, see Figure 3.17.

4. Forced isotropic turbulence

In many real life flows turbulence is an important feature. Since we do not know how to infer
from simpler test cases how a numerical method will treat turbulence, we now consider simulations
of actual three-dimensional turbulence. Because of the three-dimensional nature of turbulence,
to get useful results one needs powerful computational resources, and we were able to perform
some parallel simulations on the Hitachi SR8000 at the Leibniz Computing Centre in Munich.
We considered the same type of forced isotropic turbulence experiments described in [16]. The
resolution here was 2563 equilateral grid cells, and the boundary conditions periodic as in [16].
We refer to [15] and [16] for details of the experiments and the analysis tools. In addition to [16],
compressible turbulence simulations with PPM have been investigated by Sytine et al. in [17].

The tests consisted of a constant, zero velocity initial state continuously subjected to a stochas-
tically varying force field f . The forcing was given by evolving its Fourier transform by a so called
Ornstein-Uhlenbeck process, which is a statistically stationary stochastic process, with parameters
such that the resulting force was statistically isotropic. Only the larger wavelengths were given a
nonzero contribution. Note that the Fourier transform of a periodic function can be understood

two space dimensions:
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Figure 3.17. The same as in Figure with RK-HLLC. On the left with resolution
as in Figure 3.13 and on the right with resolution as in Figure 3.15

as a generalized function given by the coefficients in its Fourier series. By varying the magnitude
of the forcing, the characteristic velocity of the flow was varied correspondingly. The forcing also
had a free parameter ζ corresponding to a projection operator regulating the solenoidality of the
force field. For ζ = 1 the force field is divergence free, and for lower values we have progressively
stronger compressive force components. We will not study the influence of this parameter here,
just note that all flows considered were highly compressible. How a gas responds to this injection
of energy depends a lot on the equation of state, as we will show.

Since these flows are highly sensitive to perturbations, it makes no sense to compare the actual
solutions. Instead we will compare statistical properties of the simulated flows, since the statistical
approach has been relatively successful in quantitatively describing turbulence, see for example [7].
Note also that each simulation represented a different realisation of the stochastic forcing process.
One way to extract statistical information is to make a histogram of the different values assumed
by a scalar quantity at a fixed time. We can call this to make a probability distribution function
(PDF). We will consider PDFs for ρ and the absolute value of the vorticity ω.

As an indicator of numerical dissipation we will look at the energy spectra, that is, we will look
at the energy content in each Fourier mode of the velocity field. Parseval’s theorem says that the
total specific kinetic energy equals the integral over the square of the Fourier transformed velocity
field û(k, t),

(4.1)

∫

|u(x, t)|2dx =
∑

k

û(k, t) · û(k, t)∗.

where ·∗ denotes complex conjugation. In other words, it is given by integrating over the energy
spectrum function E(k, t), which is defined as the sum of the squares of the Fourier coefficients
corresponding to each mode where the three-dimensional wave number vector k has absolute value
k,

(4.2) E(k, t) =
∑

|k|=k

1

2
û(k, t) · û(k, t)∗

times a scaling factor. We refer to [15] and [16] for how this was done numerically.
It is intuitively clear that if the solution has a lot of small scale structure, it indicates low

numerical diffusion, although spurious oscillations could also play a role. The energy spectrum
function gives a way to quantify this idea for these highly complex flows, but it is also connected
to deeper ideas about turbulence, in particular Kolmogorov’s theory, see for example [7].

Typically a plot of k !→ E(k, t) will show three different ranges. For the lowest wave numbers
the stochastic injection of mechanical energy dominates. Then comes what is called the inertial
range, where Kolmogorov’s theory predicts that E(k, t) drops off as k− 5

3 , due to the transfer of
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Figure 3.14. Logarithm of average 1
2ρv2 vs. time t. We see data from PPM as a

dotted line, PPM-HLLC solid blue and RK-HLLC dashed yellow. The resolution
was ∆x = ∆y = 0.02.
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Figure 3.15. The same as in Figure 3.13, but with the contact wave steepening
turned off in both codes, and resolution ∆x = ∆y = 0.01.
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Figure 3.16. The same as in Figure 3.13, but with the contact wave steepening
turned off in both codes, and resolution ∆x = ∆y = 0.005.
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Figure 3.15. The same as in Figure 3.13, but with the contact wave steepening
turned off in both codes, and resolution ∆x = ∆y = 0.01.
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Figure 3.16. The same as in Figure 3.13, but with the contact wave steepening
turned off in both codes, and resolution ∆x = ∆y = 0.005.
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The  growth of instability is similar for both codes
as seen here by transversal component of kinetic energy.



Wolfram Schmidt, J. Niemeyer (2006)

vorticity

three space dimensions, turbulence simulations:



Vorticity is concentrated in regions of fractal dimension D < 3
Subsonic turbulence: Vortex filaments (eddies)
Supersonic turbulence: Sheets of high vorticity (shocks)

These simulations elucidate the intermittent 
structure of  turbulent flow
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Figure 4.1. Time history of RMS (root mean squared) Mach number (left) and
momentum (right) for adiabatic runs. The curve from PPM is labelled ’ad’, and
the curve from RK-HLLC is labelled ’ad (RK)’.

energy from vortices of higher to lower length scales. This ’Kolmogorov cascade’ has been observed
for low enough Mach numbers both in experiments and numerical simulations. For the highest
wave numbers numerical dissipation becomes dominant, and E(k, t) drops off steeply. Between the
inertial range and the dissipation range, one tends to observe a flattening of E(k, t) in numerical
simulations. This is called the bottleneck effect and it is still debated whether it has physical
significance, or whether it is a purely numerical effect, see [6], [16] and the references in these.
With the resolution here of 2563 cells, the injection range goes straight into a bottleneck range.
Since the Kolmogorov theory is derived for incompressible flow, we also define the transversal
energy spectrum Etr(k, t) which only consist of the part of û(k, t) orthogonal to k, so that we only
take into account the divergence free part of the velocity.

Some dimensional quantities need to be defined first, but we choose not to go into detail about
the physical scales as they are not relevant to the code comparisons. The strength of the forcing
was determined by the characteristic velocity V which is close to the RMS (root mean squared)
velocity in the fully developed flow. With characteristic Mach number ’Ma’we refer to the ratio of
V to the initial sound speed. The simulations were run for five integral time scales T = L

V
where

L is half the length l of the sides of the periodic box. The forcing is strongest at wave numbers k

such that |k| = k0 = 2π
L , and zero for |k| ≥ 2k0. With α we refer to the integer k0l

2π = 2, and the
initial density is denoted by ρ0. As scaling factor for E(k, t) we take αL

2π
.

The CFL-number was 0.8 in all simulations.

4.1. Adiabatic gas, characteristic Mach number 17.9, ζ = 0.1. We first compare PPM and
RK-HLLC on a set-up with an adiabatic equation of state, that is an ideal gas with γ = 1.4. Most
of our statistics reveal no signifant difference between the codes, but we see some clear trends in
the evolution of the energy spectra. The spectra imply that RK-HLLC is more dissipative than
PPM when the average Mach number is less than about 5. Furthermore the dissipative effects of
RK-HLLC appears to grow as the Mach number decreases, while the dissipative effects of PPM
is unaffected by Mach number.

In the case of an adiabatic gas, the Mach number initially grows sharply, and then falls off
because the injected kinetic energy dissipates into heat, hence increasing the sound speed, see
Figure 4.1. The velocity field behaves statistically as stationary isotropic turbulence after around
one integral time scale according to Figure 4.3, although even at the termination point t = 5T , an
equilibrium between the energy injection and dissipation was not reached, as that would imply a
constant RMS momentum in Figure 4.1.

Figure 4.2 shows energy spectra at the final time. The energy spectrum function for RK-HLLC
drops off significantly more sharply for the high wave numbers, and this is to be expected due to
the less sharp resolution of the RK-HLLC code. Also note the clear bottleneck effect, which is best
seen in the plot of the ’compensated’ transversal energy spectrum function Ψ(k, t) proportional
to Etr(k, t)k

5

3 in Figure 4.2. The Kolmogorov theory predicts that Ψ should be constant in the
inertial range, and then drop off in the dissipation range.

time evolution of root mean squared Mach number

PROMETHEUS

PROMETHEUS - 
modified

t
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Figure 4.3. Time history of transversal energy spectra. Data from PPM are on
top, and from RK-HLLC underneath. Times are given in units of integral time
scale T .

5. Summary

From our numerical experiments we have made the following observations:

• There is slightly more smearing of stationary shocks with HLLC-Bouchut compared to the
exact solver.
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5. Summary

From our numerical experiments we have made the following observations:

• There is slightly more smearing of stationary shocks with HLLC-Bouchut compared to the
exact solver.

time histories of 
transversal energy spectra
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k is wave number

k is wave number



We conclude that  PPM is accurate with respect to the Riemann solver.

PROMETHEUS-modified is at least 20% faster than PROMETHEUS.

dissipativity of PROMETHEUS is independent of Mach number

dissipativity of PROMETHEUS-modified is less for higher than for lower Mach 
numbers 

conclusion: 

The PPM method is widely used in the astrophysics community. Thus there 
was a concern on how much their results depend on this algorithm 


