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• Motivations : why do we need specific algorithms ? 

• A few algorithms and examples of applications

• Out of equilibrium physics. Open problems.



• Approximations of a lattice model or a solid by an impurity model 
in a self-consistent bath

• Requires computing Local Green function G(ω) 

• Magnetic impurity in a metallic host

• Thermodynamics : C, χ, transport : ρ ?

Quantum impurity models 2

“Standard” case Nanostructures

Dynamical Mean Field Methods (DMFT)
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transmission probability of much less than one.
In addition, the on-site Coulomb energy U tends
to block the state with an extra electron on the
dot. Although U is an order of magnitude larger
than the characteristic energy scale kBTK (kB is
the Boltzmann constant), the Kondo effect com-
pletely determines electron tunneling at low en-
ergies (i.e., low T and VSD). In the absence of the
Kondo effect (e.g., for electron number N !
even), the system consists of two separated
Fermi seas. In contrast, for N ! odd, the screen-
ing of the local spin creates a single, extended
many-body system with a single, well-defined
Fermi surface extending throughout the whole
system. The quasiparticles at this Fermi surface
no longer experience the repulsive barrier po-
tentials nor the on-site Coulomb repulsion. Be-
cause the local spin for N ! odd is completely
screened and because the dot has zero spin for

N ! even, the whole system of leads and dot is
in a singlet state over a wide gate voltage range
(between –430 and –350 mV in Fig. 2A), al-
though the nature of the ground state in the even
and odd valleys is very different.

For a quantitative analysis, we rewrite Eq.
1 as ln(TK) ! "!0(!0 # U )/$U # constant,
indicating a quadratic dependence for ln(TK)
on gate voltage Vgl (16 ). Following the work
in (17 ), we fit G versus T for different gate
voltages (Fig. 3C) to the empirical function

G%T & ! G0! T K
'2

T 2 " T K
'2" s

(2)

with TK' ! TK/(21/s – 1)1/2, where the fit
parameter s ( 0.2 for a spin-1⁄2 system (17,
18). Figure 3B shows the obtained Kondo
temperatures TK versus Vgl. The red parabola

demonstrates that the obtained values for TK

are in excellent agreement with Eq. 1 (19).
The Kondo temperature, as derived above,

is obtained from the linear response conduc-
tance. In earlier works (8–12), estimates for TK

were obtained from measurements of dI/dVSD

versus VSD (I is the current between source and
drain). In that case, the full width at half max-
imum (FWHM) was set equal to kBTK/e. How-
ever, applying a finite VSD introduces dephas-
ing even at T ! 0 (6, 20). To compare these two
methods, we also plot FWHM/kB measured for
different gate voltages at the base temperature
(Fig. 3B). Also, now we find a parabolic de-
pendence, but the values are larger than TK

obtained from linear-response measurements.
The difference may indicate the amount of
dephasing due to a nonzero VSD.

The normalized conductance, G/(2e2/h), is

Fig. 1 (left). (A) Atomic force microscope image of the device. An AB ring is
defined in a 2DEG by dry etching of the dark regions (depth is)75 nm). The
2DEG with electron density nS! 2.6* 1015 m+2 is situated 100 nm below
the surface of an AlGaAs/GaAs heterostructure. In both arms of the ring
(lithographic width, 0.5,m; inner perimeter, 6.6,m), a quantum dot can be
defined by applying negative voltages to gate electrodes. The gates at the
entry and exit of the ring are not used. A quantum dot of size)200 nm by
200 nm, containing )100 electrons, is formed in the lower arm using gate voltages Vgl and Vgr (the central plunger gate was not working). The average
energy spacing between single-particle states is )100 ,eV. The conductance of the upper arm, set by Vgu, is kept at zero, except for AB
measurements. (B) Color plot of the conductance G as function of Vgl and B for Vgr ! +448 mV and T ! 15 mK. The upper arm of the AB ring
is pinched off by Vgu ! +1.0 V. Red and blue correspond to high and low conductance, respectively. (C) Two selected traces G(Vgl) for B ! 0
and 0.4 T. The Coulomb oscillations at B ! 0 correspond to the oscillating color in (B). For some ranges of B, the valley conductance increases
considerably, reaching values close to 2e 2/h, i.e., the unitary limit [e.g., along the yellow dashed line at 0.4 T in (B)]. Fig. 2 (right). (A)
Coulomb oscillations in G versus Vgl at B ! 0.4 T for different temperatures. T ranges from 15 mK (thick black trace) up to 800 mK (thick red
trace). Vgr is fixed at +448 mV. The red line in the right inset highlights the logarithmic T dependence between )90 and )500 mK for Vgl !
+413 mV. The left inset explains the variables used in the text with $ ! $L # $R. !0 is negative and measured from the Fermi level in the leads
at equilibrium. (B) Differential conductance dI/dVSD versus dc bias voltage between source and drain contacts VSD for T ranging from 15 mK (thick
black trace) up to 900 mK (thick red trace), at Vgl ! +413 mV and B ! 0.4 T. The inset shows that the width of the zero-bias peak, measured
from the FWHM, increases linearly with T. The red line indicates a slope of 1.7 kB/e. At 15 mK, the FWHM ! 64 ,V, and it starts to saturate
around 300 mK.
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• Quantum dots.  Non-equilibrium

• Current : I(V), conductance, noise ?

I(V)

How to solve quantum impurity models ?



Impurity solvers : a rich toolbox

• Exact analytic methods (e.g. Bethe Ansatz, BCFT)

• Controllable algorithms : 

• Exact diagonalization (ED)

• Numerical Renormalization group (NRG)

• Density Matrix Renormalization group (DMRG).

• Continuous Time Quantum Monte Carlo family (CT-QMC)

• Approximate solvers (e.g. NCA).
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Anderson model : Hamiltonian vs Action 4

Local site with interaction Hybridization

H = ε0
∑

σ=↑,↓
d†σdσ + Und↑nd↓

︸ ︷︷ ︸

+
∑

k,σ=↑,↓
Vkσc†kσdσ + h.c.

︸ ︷︷ ︸

+
∑

k,σ=↑,↓
εkσc†kσckσ

︸ ︷︷ ︸

Free electronic band 

c†kσ

d†σ
Vkσ

Hybridization
function

Integrate the fermionic bath

S = −
∫ β

0
d†σ(τ)G−1

0σ (τ − τ ′)dσ(τ ′) +
∫ β

0
dτUnd↑(τ)nd↓(τ)

∆σ(iωn) ≡
∑

#k

|V#kσ|2

iωn − ε#kσ

G−1
0σ (iωn) ≡ iωn + ε0 −∆σ(iωn)



General quantum impurity model 5

a,b = 1,N : degrees of freedom (e.g. spin, orbital index, ...) Bath

(Local)
Interaction

Seff = −
∫ β

0
d†a(τ)G−1

0ab(τ − τ ′)db(τ ′) +
∫ β

0
dτHlocal({d†a, da})(τ)

G−1
0ab(iωn) = (iωn + µ)δab −∆ab(iωn)

• A local problem coupled to a free fermionic bath
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Challenges for the impurity solvers

Why do we need specific algorithms ?



Universal regime

• Anderson impurity in a metallic host (structureless bath)

• Typical energy scale of the bath Δ =  D ∼ eV
very high energy scale (U.V. cut-off).

• Low energy, universal regime: separation of scales, scaling laws 

7

ω

Δ(ω)

D-Dω

Δ(ω)

D-D

∼
at low energy

“Flat” Bath

T,ω, TK << D

 How to handle the large separation of scales numerically ?



Baths can have a low-energy structure

• Gapped bath (insulator, superconductor) : no Kondo effect.

• The bath can be pseudo-gapped Withoff-Fradkin PRL 64,1835 (1990)

8

How to solve an impurity model in such a bath ?

disappears continuously (at T=0) at a critical value
Uc2/D!2.92, as explained in more detail in Sec. VII.E.

2. Insulating phase

When U/t is large, we begin with a different ansatz
based on the observation that in the ‘‘atomic limit’’ t=0
(U/t=!), the spectral function has a gap equal to U . In
this limit the exact expression of the Green’s function
reads

G" i#n$at!
1/2

i#n"U/2
"

1/2
i#n#U/2

. (232)

Since ImG(#"i0") also plays the role of the density of
states of the effective conduction electron bath entering
the impurity model, we have to deal with an impurity
embedded in an insulator [%(#=0)=0]. It is clear that an
expansion in powers of the hybridization t does not lead
to singularities at low frequency in this case. This is very
different from the usual expansion in the hybridization
V with a given (flat) density of states that is usually con-
sidered for an Anderson impurity in a metal. Here, t
also enters the conduction bath density of states (via the
self-consistency condition) and the gap survives an ex-
pansion in t/U . An explicit realization of this idea is to
make the following approximation for the local Green’s
function (Rozenberg, Zhang, and Kotliar, 1992):

G" i#n$!
1/2

G 0
#1" i#n$#U/2

"
1/2

G 0
#1" i#n$"U/2

, (233)

which can be motivated as the superposition of two mag-
netic Hartree-Fock solutions or as a resummation of an
expansion in %/U . This implies that G(i#)&i# for small

#, and the substitution into the self-consistency condi-
tion implies that G 0

−1&i# , which is another way of say-
ing that the effective bath in the Anderson model pic-
ture has a gap. We know from the theory of an
Anderson impurity embedded in an insulating medium
that the Kondo effect does not take place. The impurity
model ground state is a doubly degenerate local mo-
ment. Thus, the superposition of two magnetic Hartree-
Fock solutions is qualitatively a self-consistent ansatz. If
this ansatz is placed into Eq. (221), we are led to a
closed (approximate) equation for G(i#n):

D4G3#8D2#G2"4"4#2"D2#U2$G#16#!0.
(234)

This approximation corresponds to the first-order ap-
proximation in the equation of motion decoupling
schemes reviewed in Sec. VI.B.4. It is similar in spirit to
the Hubbard III approximation Eq. (173) (Hubbard,
1964), which would correspond to pushing this scheme
one step further. These approximations are valid for
very large U but become quantitatively worse as U is
reduced. They would predict a closure of the gap at
Uc!D for (234) (Uc!)D for Hubbard III). The fail-
ure of these approximations, when continued into the
metallic phase, is due to their inability to capture the
Kondo effect which builds up the Fermi-liquid quasipar-
ticles. They are qualitatively valid in the Mott insulating
phase however.

The spectral density of insulating solutions vanish
within a gap #%g/2$#$"%g/2. Inserting the spectral
representation of the local Green’s function into the self-
consistency relation, Eq. (221) implies that '(#+i0+)
must be purely real inside the gap, except for a
(-function piece in Im' at #=0, with

Im'"#"i0"$!#)*2("#$ for #!+#%g/2,%g/2,
(235)

and that Re' has the following low-frequency behavior:

Re'"#"i0"$#U/2!
*2

#
"O"#$. (236)

In these expressions, *2 is given by

1
*2

!"
#!

"!

d-
*"-$

-2 . (237)

*2 can be considered as an order parameter for the insu-
lating phase [the integral in Eq. (237) diverges in the
metallic phase]. A plot of the spectral function and self-
energy in the insulating phase, obtained within the iter-
ated perturbation theory approximation, is also dis-
played in Figs. 30 and 31. The accuracy of these results is
more difficult to assess than for the metal, since exact
diagonalization methods are less efficient in this phase.
A plot of the gap %g vs U estimated by the iterated
perturbation theory and exact diagonalization is given in
Fig. 32. Within both methods, the insulating solution is
found to disappear for U$Uc1(T!0), with Uc1

ED

! 2.15D (while the iterated perturbation theory method
yields Uc1

IPT ! 2.6D). As discussed below in more detail
(Sec. VII.F), the precise mechanism for the disappear-

FIG. 30. Local spectral density )D*(#) at T=0, for several
values of U , obtained by the iterated perturbation theory ap-
proximation. The first four curves (from top to bottom, U/D
=1,2,2.5,3) correspond to an increasingly correlated metal,
while the bottom one (U/D=4) is an insulator.

64 A. Georges et al.: Dynamical mean-field theory of . . .

Rev. Mod. Phys., Vol. 68, No. 1, January 1996

DMFT bath evolution close 
to Mott transition

• Cluster DMFT : bath can have pseudo-gap

∆(ω) ∼ ∆0|ω|r

• DMFT bath is self-consistently determined 
and has a structure at low energy

Ferrero et al. EPL and PRB 2009

A. Georges et al., Rev. Mod. Phys. 68, 13, (1996)

(screening transition when r varies)

• Analytical methods (Bethe Ansatz & CFT)
can not handle this.

metal

insulator



Multiorbital models

• Realistic electronic structure calculations for correlated systems 
e.g. LDA + DMFT. 

• The impurity is d or f shell :  5, 7 bands (3 with crystal-field splitting)

• Local interaction can be complex : not only density-density 
(e.g. spin-spin, Hund’s coupling)

• Example : Iron-based superconductors : 5 bands at Fermi level.
Need to treat 5 orbitals.

9

How to handle N=5,7,... and a general (local) interaction ?
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DMFT computation :
Aichhorn et al. (2009), 
Haule et al. (2008) 
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How correlated are those 
materials ? 



Multiple impurity models 10

• A few impurities, interacting with a free fermionic bath

• Richer physics than single impurity (Kondo effect vs singlets)
Review : M. Ferrero et al., J. Phys.Cond. Mat (2007)

• Cluster DMFT : systematic interpolation between DMFT and 
lattice. Overcome important limitations of DMFT (short range AF 
fluctuations, singlet nature of the insulator, d-SC order, ....)

How to solve 8, 16 coupled impurity models in a self-consistent bath ?

D

A

B

C

Brillouin zone patching

Real space point of view k-space point of view

G0
G0

4 Impurities Anderson modelSingle Impurity Model

8 sites clusterCluster size = momentum resolution of the self-energy.
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Exact Diagonalisation



Hamiltonian representation of the Bath
• Represent the bath with a finite number of auxiliary sites

Necessary step for all Hamiltonian methods (ED, NRG, DMRG...)

12

Approximation of Im Δ(ω) by a 
finite set of Dirac peaks.

This distance is an estimate of the distance between the
actual solution of the LISA equations (which is generi-
cally not part of the restricted subspace for a finite ns)
and the converged discretized G 0

ns that has been found
within the restricted subspace. This state of affairs is no
different in principle from the QMC method (in which a
converged solution is found for a given discretization
!"). An illustration of this comparison will be given in
Appendix C.

A key to the success of this approximation lies in that
both the positions of the orbitals #̃p and the hybridiza-
tions Vp are free to adjust themselves. The exact diago-
nalization method is thus formulated on an adaptive
‘‘grid’’ in $, and shows the excellent convergence and
economy common to variable-grid methods. The power
of such methods is lost when d=% models are studied by
exact diagonalization of subclusters of the original lat-
tice itself (cf. Gros et al., 1994).

A second reason behind the fast convergence of this
algorithm is related to the fact that the poles of the func-
tion G 0 all lie on the real axis, i.e., far away from the
region in which we search to fit the functions. Neverthe-
less, we will show in Sec. VI.A.4 that the real-frequency
properties are very well represented.

(ii) An alternative projection method (Si et al., 1994),
which avoids the need for a minimization procedure in
several variables, is based on the continued-fraction rep-
resentation of a rational function (cf. Haydock, 1985).
The basic idea is to write the hybridization function of
the Anderson model as a sum of two continuous fraction
expansions (describing the positive and negative parts of
the spectral function) !> and !< and define the projec-
tion as the truncation of the continued fraction down to
a given level. Because of the well-known connection be-
tween the moments and the coefficients of the continued
fraction expansion this can be thought of as a ‘‘moment
by moment’’ systematic fitting on the real axis of the
one-particle spectral density:

!!&$'"
b0

!2

$#a0
!#

b1
!2

$#a1
!#

b2
!2

$#a2
!#•••

,

!$&$'"
b0

$2

$#a0
$#

b1
$2

$#a1
$#

b2
$2

$#a2
$#•••

. (148)

The Hamiltonian that needs to be diagonalized now has
a natural representation in the form of two one-
dimensional chains, with parameters as shown in Fig. 10
(the b i

!/$ are hopping elements between sites of the
chains, and the a i

!/$ are atomic energies of the sites). It
is easy to see that the two chains generate the Weiss field
precisely in the truncated continued-fraction form (with
nc the length of the chain, 2nc%1"ns):

H"(
)

(
*"! ,$

! (
+"0

nc#1

a+
* c+)

*%c+)
* %b0

*&c0)
*%d)%H.c.'

% (
+"1

nc#2

&b+
* c+)

*%c+%1)
* %H.c.'"

%U&nd↑# 1
2 '&nd↓# 1

2 '. (149)

This algorithm can be most easily programmed in the
case of the z=% Bethe lattice at zero temperature, be-
cause in this case the self-consistency condition reads
!>=t2G! and !<=t2G$. Since the Green’s function is
obtained in a continued-fraction representation [cf. Eq.
(146)] the variables a and b are obtained without further
work. The self-consistency is thus translated into the
self-consistent determination of the parameters of a con-
tinued fraction representation of G 0

−1, or equivalently,
G .

In this case, the approximation consists in the trunca-
tion of the length of the continued fractions due to the
finite size of the effective electron bath that can be dealt
with. This approximation relies on the fact that the
continued-fraction representation captures exactly the
moments of the Hamiltonian, up to the order retained in
the continued fraction.

This method avoids the multidimensional fit of the
Green function but has the disadvantage of giving a high
weight to the high-frequency features. This is because
the low-energy features of the spectral function have a
very small contribution to the moments. For this reason,
this method is best adapted to the calculation of the
total energy (for which it gives very accurate results),
and particularly well suited for the study of insulating
phases.

(iii) A third implementation of the projection in the
LISA exact diagonalization procedure (which is a mix-
ture of the two previous ones) was introduced to de-
scribe a strongly correlated metal (Rozenberg, Moeller,
and Kotliar, 1994). An extra site at the Fermi energy is
added to the scheme (ii) in order to better represent the

FIG. 13. Schematic representation of the fitting procedure
used by Caffarel and Krauth (1994). The spectral density asso-
ciated with G 0

−1 is represented by a finite set of poles ( #̃p) and
weights (V p

2) on the real frequency axis, but the fitting proce-
dure involves a minimization of the distance between G 0(i$n)
and G 0

ns(i$n) on the imaginary frequency axis.

42 A. Georges et al.: Dynamical mean-field theory of . . .

Rev. Mod. Phys., Vol. 68, No. 1, January 1996

(i) The basic principle of the method can be under-
stood as a discretization of the impurity model effective
action, Eq. (105):

Seff→!
""!#

c#
!$"%G 0

"1$" ,"!%c#$"!%!U!
"

n↑$"%n↓$"%,

(106)

where the imaginary time is discretized in L ‘‘slices’’
"=1,2, . . . , L of size &", and the timestep &" is defined by
'=L&".

(ii) The remaining quartic term can be decoupled us-
ing a discrete Hubbard-Stratonovich transformation
(Hirsch, 1983):

e"&"Un↑n↓!$&"U/2%$n↓!n↓%#
1
2 !

s#$1
e(s$n↑"n↓%, (107)

where (=arccosh (e&"U/2) and the discrete field s is an
Ising-like variable taking the values )1. Performing this
transformation at every time slice, we are led to a qua-
dratic action, and the partition function becomes

Z# !
s"#$1

! D*c ,c!+exp" "!
""!

c#
!$"%G 0

"1$" ,"!%c#$"!%

!(!
"

s"*n↑$"%"n↓$"%+# (108)

with

G#
"1$" l," l!%,G 0#

"1$" l," l!%!#(sl- l ,l!!1 (109)

the inverse propagator for a particular realization of the
Ising spins (s1 ,. . . ,sL). The antiperiodic delta function is
defined by -l ,l!!1=1 if l#l!!1,l#2,.. . ,L"1, - l ,l!!1
# " 1 if l=1, l!#L , and is zero otherwise. Its origin is in
the proper time ordering of the creation and destruction
operators (Blankenbecler, Scalapino, and Sugar, 1981).
In the actual implementation of the algorithm, Eq. (109)
is replaced by

G# ,$s1 ,.. . ,sL%
"1 $" ,"!%,G 0#

"1$" ,"!%eV!eV"1, (110)

where eV is the diagonal matrix with elements eV(" ,")
# e#(s". This choice of discretization results from the rig-
orous derivation in Sec. VI.A.1.b following the original
Hamiltonian formulation of Hirsch and Fye (1986).

(iii) The replacement of a quartic term for an extra
summation on the auxiliary Ising variables (s1 ,. . . ,sL)
renders the action quadratic and allows us to apply
Wick’s theorem at each time slice. We can now perform
the Gaussian integration of the Grassmann variables, to
obtain

Z# !
.s1 ,.. . ,sL/

det*G↑
"1$s1 ,. . . ,sL%+det*G↓

"1$s1 ,. . . ,sL%+ .

(111)

In principle, the trace over the auxiliary field gives the
full interacting Green’s function:

G##
1
Z !

.s1 ,.. . ,sL/
det*G↑

"1$s1 ,. . . ,sL%+

%det*G↓
"1$s1 ,. . . ,sL%+G#$s1 ,. . . ,sL%; (112)

this requires the sum over 2L configurations. Each term
in the sum (112) involves the inversion of an L%L ma-
trix as is clear from Eq. (110). In practice, the full trace
can only be performed for small values of L .

(iv) Usually, the interacting Green’s function is there-
fore calculated by stochastic Monte Carlo sampling: the
term det[G ↑

"1(s1,. . . ,sL)]det[G ↓
"1(s1 ,. . . ,sL)] in Eq.

(112) is interpreted as a stochastic weight, and configu-
rations (s1 ,. . . ,sL) are generated by a Markov process
with a probability corresponding to their statistical
weight.

(v) The Markov process visits configurations of Ising
variables (s1 ,. . . ,sL) with a single spin-flip dynamic,
in which a possible movement consists in
(s1 ,s2 ,. . . ,sk , . . . ,sL)→(s1 ,s2 ,. . . ,"sk , . . . ,sL). The for-
mulas given in Sec. VI.A.1.b will allow a rapid calcula-
tion of the change in statistical weight, and of the new
Green’s function for a single spin-flip change.

b. The Hirsch-Fye algorithm: Rigorous derivation

The above derivation leaves us with the impression
that there are two discretizations involved: the one of
the bath Green’s function, and the subsequent discreti-
zation of the functional integral. Using a Hamiltonian
description of the general Anderson impurity model one

FIG. 10. Various possible geometries used to represent the
effective conduction bath in the exact diagonalization algo-
rithm.
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H =
∑

pσ

ε̃pσξ†pσξpσ +
∑

σ

εdd
†
σdσ + Und↑nd↓ +

∑

pσ

Ṽpσ

(
ξ†pσdσ + h.c.

)

Different possible shapes
 for the bath

S = −
∫ β

0
d†σ(τ)G−1

0σ (τ − τ ′)dσ(τ ′) +
∫ β

0
dτUnd↑(τ)nd↓(τ)

Δ(ω) = continuous fraction

∆σ(iωn) ≡
∑

p

|Ṽpσ|2

iω − ε̃pσ

The energy and hoppings of the bath are effective
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Caffarel-Krauth, 1994

• Principle : 

1. Represent the bath with a finite number of sites (fit V and ε)
2. Compute the ground state of H (Lanczos) and physical quantities : 

thermodynamics, G(ω),... 

• Examples : 

• Anderson impurity (DMFT bath), ok with only a few sites (5-10).

• Cluster DMFT of 2d-Hubbard (normal and superconducting phases) 
e.g. Civelli et al PRL. 100, 046402 (2008).

• Limitations 

• Scaling with size of cluster/number of orbitals is exponential !

• Small bath → ω resolution is poor 
→ impossible to resolve low energy scales like  Tk
                    

⇒ Numerical Renormalization Group 



14

Numerical Renormalization Group



Numerical Renormalization Group : principle

1. Use a better representation of the bath, adapted to low energy physics.

a. Divide the bath spectral function into logarithmic intervals with 
parameter Λ >1

b. Reduce to a discrete spectrum by associating 1 site to each slice.

c. Transform the bath structure into a semi-infinite chain.

15

K. Wilson, Rev. Mod. Phys.47, 773, (1975);  R. Bulla et al., Rev. Mod. Phys 80, 395 (2008)

point of view, the philosophy behind this strategy is not
so obvious. Quite generally, numerical diagonalization
of Hamiltonian matrices allows one to take into account
the various impurity-related terms in the Hamiltonian,
such as a local Coulomb repulsion, in a nonperturbative
way. The actual implementation of such a numerical di-
agonalization scheme requires some sort of discretiza-
tion of the original model, which has a continuum of
bath states. There are, however, many ways to discretize
such a system, so we will try and explain why the loga-
rithmic discretization is the most suitable one here. As it
turns out, quantum impurity models are often character-
ized by energy scales orders of magnitudes smaller than
the bare energy scales of the model Hamiltonian. If the
ratio of these energy scales is, for example, of the order
of 105, a linear discretization would require energy inter-
vals of size at most 10−6 to properly resolve the lowest
scale in the system. Since for a finite system the splitting
of energies is roughly inversely proportional to the sys-

tem size, one would need of the order of 106 sites, which
renders an exact diagonalization impossible.

The logarithmic discretization reduces this problem in
that the low-energy resolution now depends exponen-
tially on the number of sites in the discretized model. Of
course, the accuracy of such an approach has to be
checked by suitable extrapolations of the discretization
parameters, in particular a !→1 extrapolation, which
recovers the original continuum model. Often it turns
out that for ! of the order of 2 the results are already
accurate to within a few percent and a !→1 extrapola-
tion indeed reproduces exact results, if these are avail-
able.

However, this argument in favor of the logarithmic
discretization neither explains the need for a mapping to
a chain Hamiltonian, as in Fig. 1!c", nor resolves the
problem of an exponentially growing Hilbert space with
increasing chain length. As far as the first point is con-
cerned, an iterative diagonalization of the discretized
model as shown in Fig. 1!b" has been implemented for
the spin-boson model !Bulla et al., 2005". For reasons
that are not yet completely clear, such an approach is
only partly successful. We mention here that, for a fer-
mionic model such as the single-impurity Anderson
model, iterative diagonalization of the model in the
semi-infinite chain form is more convenient, since one
site of the chain can be added in each step without vio-
lating particle-hole symmetry #for a detailed discussion
of this point, see Bulla et al. !2005"$.

The quantum impurity model in the semi-infinite
chain form is solved by iterative diagonalization, which
means that in each step of the iterative scheme one site
of the chain is added to the system and the Hamiltonian
matrices of the enlarged cluster are diagonalized nu-
merically. As already pointed out, without taking further
steps to reduce the size of the Hilbert space, this proce-
dure would have to end for chain sizes of %10. Here the
renormalization group concept enters the procedure
through the dependence of the hopping matrix elements
on the chain length, tn"!−n/2. Adding one site to the
chain corresponds to decreasing the relevant energy
scale by a factor &!. Furthermore, because the coupling
tn to the newly added site falls off exponentially, only
states of the shorter chain within a comparatively small
energy window will actually contribute to the states of
the chain with the additional site. This observation al-
lows one to introduce a simple truncation scheme: after
each step only the lowest-lying Ns many-particle states
are retained and used to build up the Hamiltonian ma-
trices of the next iteration step, thus keeping the size of
the Hilbert space fixed as one goes along the chain.

All these technical steps will be discussed in detail in
the following. We briefly remark on the general setup
of this section. We keep this section as general as pos-
sible because it should serve as an introduction to the
NRG technique, whose application to a variety of prob-
lems is then the subject of the remainder of this review.
This quest for generality is, however, contrasted by the
large variety of possible impurity-bath interactions. In-

−Λ−1 Λ−3 Λ−2 Λ−1−3−Λ−Λ−2 ... ω

∆(ω)

ω
−1

−1 1

1

∆(ω)

ε ε ε ε

t tV t 0 1 2
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FIG. 1. !Color online" Initial steps of the NRG method illus-
trated for the single-impurity Anderson model in which an im-
purity !filled circle" couples to a continuous conduction band
via the hybridization function #!$". !a" A logarithmic set of
intervals is introduced through the NRG discretization param-
eter !. !b" The continuous spectrum within each of these in-
tervals is approximated by a single state. !c" The resulting dis-
cretized model is mapped onto a semi-infinite chain where the
impurity couples to the first conduction electron site via the
hybridization V; the parameters of the tight-binding model
#see Eq. !26"$ are %n and tn.
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point of view, the philosophy behind this strategy is not
so obvious. Quite generally, numerical diagonalization
of Hamiltonian matrices allows one to take into account
the various impurity-related terms in the Hamiltonian,
such as a local Coulomb repulsion, in a nonperturbative
way. The actual implementation of such a numerical di-
agonalization scheme requires some sort of discretiza-
tion of the original model, which has a continuum of
bath states. There are, however, many ways to discretize
such a system, so we will try and explain why the loga-
rithmic discretization is the most suitable one here. As it
turns out, quantum impurity models are often character-
ized by energy scales orders of magnitudes smaller than
the bare energy scales of the model Hamiltonian. If the
ratio of these energy scales is, for example, of the order
of 105, a linear discretization would require energy inter-
vals of size at most 10−6 to properly resolve the lowest
scale in the system. Since for a finite system the splitting
of energies is roughly inversely proportional to the sys-

tem size, one would need of the order of 106 sites, which
renders an exact diagonalization impossible.

The logarithmic discretization reduces this problem in
that the low-energy resolution now depends exponen-
tially on the number of sites in the discretized model. Of
course, the accuracy of such an approach has to be
checked by suitable extrapolations of the discretization
parameters, in particular a !→1 extrapolation, which
recovers the original continuum model. Often it turns
out that for ! of the order of 2 the results are already
accurate to within a few percent and a !→1 extrapola-
tion indeed reproduces exact results, if these are avail-
able.

However, this argument in favor of the logarithmic
discretization neither explains the need for a mapping to
a chain Hamiltonian, as in Fig. 1!c", nor resolves the
problem of an exponentially growing Hilbert space with
increasing chain length. As far as the first point is con-
cerned, an iterative diagonalization of the discretized
model as shown in Fig. 1!b" has been implemented for
the spin-boson model !Bulla et al., 2005". For reasons
that are not yet completely clear, such an approach is
only partly successful. We mention here that, for a fer-
mionic model such as the single-impurity Anderson
model, iterative diagonalization of the model in the
semi-infinite chain form is more convenient, since one
site of the chain can be added in each step without vio-
lating particle-hole symmetry #for a detailed discussion
of this point, see Bulla et al. !2005"$.

The quantum impurity model in the semi-infinite
chain form is solved by iterative diagonalization, which
means that in each step of the iterative scheme one site
of the chain is added to the system and the Hamiltonian
matrices of the enlarged cluster are diagonalized nu-
merically. As already pointed out, without taking further
steps to reduce the size of the Hilbert space, this proce-
dure would have to end for chain sizes of %10. Here the
renormalization group concept enters the procedure
through the dependence of the hopping matrix elements
on the chain length, tn"!−n/2. Adding one site to the
chain corresponds to decreasing the relevant energy
scale by a factor &!. Furthermore, because the coupling
tn to the newly added site falls off exponentially, only
states of the shorter chain within a comparatively small
energy window will actually contribute to the states of
the chain with the additional site. This observation al-
lows one to introduce a simple truncation scheme: after
each step only the lowest-lying Ns many-particle states
are retained and used to build up the Hamiltonian ma-
trices of the next iteration step, thus keeping the size of
the Hilbert space fixed as one goes along the chain.

All these technical steps will be discussed in detail in
the following. We briefly remark on the general setup
of this section. We keep this section as general as pos-
sible because it should serve as an introduction to the
NRG technique, whose application to a variety of prob-
lems is then the subject of the remainder of this review.
This quest for generality is, however, contrasted by the
large variety of possible impurity-bath interactions. In-
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FIG. 1. !Color online" Initial steps of the NRG method illus-
trated for the single-impurity Anderson model in which an im-
purity !filled circle" couples to a continuous conduction band
via the hybridization function #!$". !a" A logarithmic set of
intervals is introduced through the NRG discretization param-
eter !. !b" The continuous spectrum within each of these in-
tervals is approximated by a single state. !c" The resulting dis-
cretized model is mapped onto a semi-infinite chain where the
impurity couples to the first conduction electron site via the
hybridization V; the parameters of the tight-binding model
#see Eq. !26"$ are %n and tn.
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tn ∼ Λ−n/2

• The effective hopping decays exponentially with n

point of view, the philosophy behind this strategy is not
so obvious. Quite generally, numerical diagonalization
of Hamiltonian matrices allows one to take into account
the various impurity-related terms in the Hamiltonian,
such as a local Coulomb repulsion, in a nonperturbative
way. The actual implementation of such a numerical di-
agonalization scheme requires some sort of discretiza-
tion of the original model, which has a continuum of
bath states. There are, however, many ways to discretize
such a system, so we will try and explain why the loga-
rithmic discretization is the most suitable one here. As it
turns out, quantum impurity models are often character-
ized by energy scales orders of magnitudes smaller than
the bare energy scales of the model Hamiltonian. If the
ratio of these energy scales is, for example, of the order
of 105, a linear discretization would require energy inter-
vals of size at most 10−6 to properly resolve the lowest
scale in the system. Since for a finite system the splitting
of energies is roughly inversely proportional to the sys-

tem size, one would need of the order of 106 sites, which
renders an exact diagonalization impossible.

The logarithmic discretization reduces this problem in
that the low-energy resolution now depends exponen-
tially on the number of sites in the discretized model. Of
course, the accuracy of such an approach has to be
checked by suitable extrapolations of the discretization
parameters, in particular a !→1 extrapolation, which
recovers the original continuum model. Often it turns
out that for ! of the order of 2 the results are already
accurate to within a few percent and a !→1 extrapola-
tion indeed reproduces exact results, if these are avail-
able.

However, this argument in favor of the logarithmic
discretization neither explains the need for a mapping to
a chain Hamiltonian, as in Fig. 1!c", nor resolves the
problem of an exponentially growing Hilbert space with
increasing chain length. As far as the first point is con-
cerned, an iterative diagonalization of the discretized
model as shown in Fig. 1!b" has been implemented for
the spin-boson model !Bulla et al., 2005". For reasons
that are not yet completely clear, such an approach is
only partly successful. We mention here that, for a fer-
mionic model such as the single-impurity Anderson
model, iterative diagonalization of the model in the
semi-infinite chain form is more convenient, since one
site of the chain can be added in each step without vio-
lating particle-hole symmetry #for a detailed discussion
of this point, see Bulla et al. !2005"$.

The quantum impurity model in the semi-infinite
chain form is solved by iterative diagonalization, which
means that in each step of the iterative scheme one site
of the chain is added to the system and the Hamiltonian
matrices of the enlarged cluster are diagonalized nu-
merically. As already pointed out, without taking further
steps to reduce the size of the Hilbert space, this proce-
dure would have to end for chain sizes of %10. Here the
renormalization group concept enters the procedure
through the dependence of the hopping matrix elements
on the chain length, tn"!−n/2. Adding one site to the
chain corresponds to decreasing the relevant energy
scale by a factor &!. Furthermore, because the coupling
tn to the newly added site falls off exponentially, only
states of the shorter chain within a comparatively small
energy window will actually contribute to the states of
the chain with the additional site. This observation al-
lows one to introduce a simple truncation scheme: after
each step only the lowest-lying Ns many-particle states
are retained and used to build up the Hamiltonian ma-
trices of the next iteration step, thus keeping the size of
the Hilbert space fixed as one goes along the chain.

All these technical steps will be discussed in detail in
the following. We briefly remark on the general setup
of this section. We keep this section as general as pos-
sible because it should serve as an introduction to the
NRG technique, whose application to a variety of prob-
lems is then the subject of the remainder of this review.
This quest for generality is, however, contrasted by the
large variety of possible impurity-bath interactions. In-
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FIG. 1. !Color online" Initial steps of the NRG method illus-
trated for the single-impurity Anderson model in which an im-
purity !filled circle" couples to a continuous conduction band
via the hybridization function #!$". !a" A logarithmic set of
intervals is introduced through the NRG discretization param-
eter !. !b" The continuous spectrum within each of these in-
tervals is approximated by a single state. !c" The resulting dis-
cretized model is mapped onto a semi-infinite chain where the
impurity couples to the first conduction electron site via the
hybridization V; the parameters of the tight-binding model
#see Eq. !26"$ are %n and tn.
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f ξ0 ξ1

H = Himp(f, f†)+α
∑

σ

(f†
σξ0σ+ξ†0σfσ)+

∑

σn≥0

(
εnξ†nσξnσ + tn(ξ†nσξn+1σ + h.c.)

)

• Approach the chain by successive finite size Hamiltonians

HN = Λ(N−1)/2



Himp(f, f†) + α
∑

σ

(f†
σξ0σ + ξ†0σfσ) +

N∑

σn≥0

(
εnξ†nσξnσ + tn(ξ†nσξn+1σ + h.c.)

)




HN+1 =
√

ΛHN + ΛN/2
∑

σ

(
εN+1ξ

†
N+1σξN+1σ + tn(ξ†NσξN+1σ + h.c.)

)
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• Iterative diagonalization of HN, 
with truncation to Ns lowest states

17

HN+1!rs,r!s!" = N+1#r ;s$HN+1$r!;s!%N+1. !41"

For the calculation of these matrix elements it is useful
to decompose HN+1 into three parts:

HN+1 = &!HN + X̂N,N+1 + ŶN+1 !42"

'see, for example, Eq. !36"(, where the operator ŶN+1
contains only the degrees of freedom of the added site,
while X̂N,N+1 mixes these with the ones contained in HN.
The structure of the operators X̂ and Ŷ, as well as the
equations for the calculation of their matrix elements,
depend on the model under consideration.

The following steps are illustrated in Fig. 3. In Fig.
3!a" we show the many-particle spectrum of HN, that is,
the sequence of many-particle energies EN!r". Note that,
for convenience, the ground-state energy has been set to
zero. Figure 3!b" shows the overall scaling of the ener-
gies by the factor &!; see the first term in Eq. !36".

Diagonalization of the matrix Eq. !41" gives the new
eigenvalues EN+1!w" and eigenstates $w%N+1 which are
related to the basis $r ;s%N+1 via the unitary matrix U:

$w%N+1 = )
rs

U!w,rs"$r ;s%N+1. !43"

The set of eigenvalues EN+1!w" of HN+1 is displayed in
Fig. 3!c" !the label w can now be replaced by r". The
number of states increases on adding the new degree of
freedom 'when no symmetries are taken into account,
the factor is the dimension of the basis $s!N+1"%(. The
ground-state energy is negative, but will be set to zero in
the following step.

The increasing number of states is, of course, a prob-
lem for numerical diagonalization; the dimension of
HN+1 grows exponentially with N, even when we con-
sider symmetries of the model so that the full matrix
takes a block-diagonal form with smaller submatrices.
This problem can be solved by a simple truncation
scheme: after diagonalization of the various submatrices
of HN+1 one keeps only the Ns eigenstates with the low-
est many-particle energies. In this way, the dimension of
the Hilbert space is fixed to Ns and the computation

time increases linearly with the length of the chain. Suit-
able values for the parameter Ns depend on the model;
for the single-impurity Anderson model, Ns of the order
of a few hundred is sufficient to get converged results for
many-particle spectra, but the accurate calculation of
static and dynamic quantities usually requires larger val-
ues of Ns. The truncation of high-energy states is illus-
trated in Fig. 3!d".

Such an ad hoc truncation scheme needs further ex-
planation. First of all, there is no guarantee that this
scheme will work in practical applications, and its qual-
ity should be checked for each individual application.
An important criterion for the validity of this approach
is whether the neglect of high-energy states spoils the
low-energy spectrum in subsequent iterations—this can
be easily seen numerically by varying Ns. The influence
of the high-energy on the low-energy states turns out to
be small since the addition of a new site to the chain can
be viewed as a perturbation of relative strength !−1/2

"1. This perturbation is small for large values of !, but
for !→1 it is obvious that one has to keep more and
more states to get reliable results. This also means that
the accuracy of the NRG results decreases when Ns is
kept fixed and ! is reduced !vice versa, it is sometimes
possible to improve the accuracy by increasing ! for
fixed Ns".

From this discussion, we see that the success of the
truncation scheme is intimately connected to the special
structure of the chain Hamiltonian !that is, tn#!−n/2"
which in turn is due to the logarithmic discretization of
the original model. Note that a mapping to a one-
dimensional chain can also be performed directly for a
continuous conduction band, via a tridiagonalization
scheme as described in detail by Hewson !1993a". The
resulting chain Hamiltonian takes the same form as Eq.
!26", but with tn→const. For this Hamiltonian, the trun-
cation scheme clearly fails. A similar observation is
made when such a truncation is applied to the one-
dimensional Hubbard model !see the discussion in Sec.
V".

E
N+1

(r)E
N

(r) E
N

(r)
1/2

Λ
a)

after truncation
b) c) d)

0

FIG. 3. !a" Many-particle spectrum EN!r" of
the Hamiltonian HN with the ground-state en-
ergy set to zero. !b" The relation between suc-
cessive Hamiltonians, Eq. !36", includes a
scaling factor &!. !c" Many-particle spectrum
EN+1!r" of HN+1, calculated by diagonalizing
the Hamiltonian matrix Eq. !41". !d" The
same spectrum after truncation where only
the Ns lowest-lying states are retained.
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H = lim
N→!

"−!N−1"/2HN, !34"

with

HN = "!N−1"/2#Himp +$#0

$
%
%

!f%
†c0% + c0%

† f%"

+ %
%n=0

N

&ncn%
† cn% + %

%n=0

N−1

tn!cn%
† cn+1% + cn+1%

† cn%"& .

!35"

The factor "!N−1"/2 in Eq. !35" 'and, consequently, the
factor "−!N−1"/2 in Eq. !34"( has been chosen to cancel the
N dependence of tN−1, the hopping matrix element be-
tween the last two sites of HN. Such a scaling is useful
for the discussion of fixed points, as described below.
For a different n dependence of tn, as for the spin-boson
model !Bulla et al., 2005", the scaling factor has to be
changed accordingly. !The n dependence of &n is, in most
cases, irrelevant for the overall scaling of the many-
particle spectra."

Two successive Hamiltonians are related by

HN+1 = $"HN + "N/2%
%

&N+1cN+1%
† cN+1%

+ "N/2%
%

tN!cN%
† cN+1% + cN+1%

† cN%" , !36"

and the starting point of the sequence of Hamiltonians is
given by

H0 = "−1/2#Himp + %
%

&0c0%
† c0%

+$#0

$
%
%

!f%
†c0% + c0%

† f%"& . !37"

This Hamiltonian corresponds to a two-site cluster
formed by the impurity and the first conduction electron
site. Note that, in the special case of the single-impurity
Anderson model, one can also choose H−1="−1Himp as
the starting point !with a proper renaming of parameters
and operators" since the hybridization term has the same
structure as the hopping term between the conduction
electron sites.

The recursion relation Eq. !36" can now be under-
stood in terms of a renormalization group transforma-
tion R:

HN+1 = R!HN" . !38"

In a standard RG transformation, the Hamiltonians are
specified by a set of parameters K! and the mapping R
transforms the Hamiltonian H!K! " into another Hamil-
tonian of the same form H!K! !" with a new set of param-
eters K! !. In the context of the Kondo problem, it is the
so-called poor man’s scaling approach !Anderson, 1970"
which works along these lines. In this approach, high-
energy excitations close to the band edges of the con-
duction band are successively absorbed as renormaliza-

tions of the Hamiltonian parameters. When this is done
to lowest order in perturbation theory, one obtains cer-
tain scaling equations, in the simplest case for the flow of
the exchange coupling J only. As it turns out, the ex-
change coupling scales to stronger and stronger values
upon reducing the band cutoff, beyond the regime of the
perturbation method used in the derivation.

For more details and the physical interpretation of
this result—a scaling of J to strong coupling implies a
screening of the impurity spin—we refer the reader to
Hewson !1993a". We now come back to the RG trans-
formation as it is performed with the NRG method.

A representation in which the Hamiltonian can be
identified with a fixed set of parameters K! does not exist,
in general, for the HN which are obtained in the NRG
iterations. Instead, we characterize HN, and thereby also
the RG flow, directly by the many-particle energies
EN!r",

HN)r*N = EN!r")r*N, r = 1, . . . ,Ns, !39"

with the eigenstates )r*N and Ns the dimension of HN.
This is particularly useful in the crossover regime be-
tween different fixed points, where a description in
terms of an effective Hamiltonian with certain renormal-
ized parameters is not possible. Only in the vicinity of
the fixed points !except for certain quantum critical
points" can one go back to an effective Hamiltonian de-
scription, as shown below.

Our primary aim now is to set up an iterative scheme
for the diagonalization of HN, in order to discuss the
flow of the many-particle energies EN!r". Assume that,
for a given N, the Hamiltonian HN has already been
diagonalized, as in Eq. !39". We now construct a basis for
HN+1, as sketched in Fig. 2:

)r ;s*N+1 = )r*N ! )s!N + 1"* . !40"

The states )r ;s*N+1 are product states consisting of the
eigenbasis of HN and a suitable basis )s!N+1"* for the
added site !the new degree of freedom". From the basis
Eq. !40" we construct the Hamiltonian matrix for HN+1:

ε

V t 0

0 ε

t N−1

N

H :N

V

ε0

t 0 t N−1

εN

|r,s
N+1

: |r
N

|s (N+1)

ε0

V t 0 t N−1

εN

t N

εN+1

HN+1:

FIG. 2. !Color online" In each step of the iterative diagonal-
ization scheme one site of the chain !with operators cN+1

!†" and
on-site energy &N+1" is added to the Hamiltonian HN. A basis
)r ;s*N+1 for the resulting Hamiltonian HN+1 is formed by the
eigenstates of HN, )r*N and a basis of the added site )s!N+1"*.
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• Evolution of low energy 
spectrum of HN

• Allows also computation of 
thermodynamics, spectral 
function, at finite T.

NRG describe the RG flow to the I.R. fixed point
R. Bulla et al., Rev. Mod. Phys 80, 395 (2008)



NRG : applications

• Solution of the Kondo model (1 band, S=1/2)

18

H =
∑

kσα

εkc†kσckσ + JK
−→
S ·

∑

kk′
σσ′

c†kσ"σσσ′ck′σ′

• Entropy, susceptibility vs temperature

R. Bulla et al., RMP (2008)

Wilson (1975)

Screening of the impurity

!̄Ecute−!̄Ecut to !H" can already be small enough to use
the sum up to Ecut as an approximation to !H", this need
not necessarily be true for !H2". Thus the resulting val-
ues for the specific heat !̄#!H2"− !H"2$ can be rather
poor, although the entropy and susceptibility are much
more accurate. In this case numerical differentiation of
the entropy is the better choice #Costi et al., 1994a$.

2. Other local properties

While entropy, specific heat, and impurity susceptibil-
ity can be obtained directly from the spectra of the
Hamiltonian, other local quantities require the calcula-
tion of the corresponding local matrix elements. As an
example, we discuss here the local occupancy n"= !f"

†f""
and double occupancy D= !f↑

†f↑f↓
†f↓" for the single-

impurity Anderson model Eq. #2$. Both quantities are of
interest in actual applications. Expectation values of
other local operators can be calculated in a similar man-
ner.

As before, on a given temperature scale kBTN

=#−#N−1$/2 / !̄, we approximate the expectation values by

n"#TN$ %
1

Z#N$ &
Q,Sz

&
r

e−!EN#Q,Sz,r$

$N!Q,Sz,r'f"
†f"'Q,Sz,r"N #58$

for the occupancy and a corresponding expression for
the double occupancy. The matrix elements

n"#Q,Sz,r,r!;N$ ª N!Q,Sz,r'f"
†f"'Q,Sz,r!"N #59$

at a given step N can be calculated from those of the
previous step N−1 with the help of the basis transforma-
tion #43$ for the step N. The same scheme works for the
matrix elements of the double occupancy
D#Q ,Sz ,w ,w! ,N$ and the matrix elements of general
local operators—like f"

† needed in the calculation of the
single-particle Green’s function #see Sec. III.B$.

All that is left to specify are the initial values for
n"#Q ,Sz ,w ,w! ;−1$ and D#Q ,Sz ,w ,w! ;−1$ on the level
of the impurity. For the Anderson model Eq. #2$ they
are explicitly given as

n"#0,0,0,0;− 1$ = 0,

n"#1,",0,0;− 1$ = 1,

n"#2,0,0,0;− 1$ = 2,

D#0,0,0,0;− 1$ = 0,

D#1,",0,0;− 1$ = 0,

D#2,0,0,0;− 1$ = 1. #60$

With these prerequisites we are now in the position to
do actual calculations for the thermodynamic properties
of quantum impurity models using the NRG method.

3. Example: The Kondo model

As an example for the method we present results for
the Kondo model,

H = &
k"%

&kck"%
† ck"% + J&

%

S · s%, #61$

with % the channel index and S #s%$ the spin operators of
the impurity #the conduction band electrons at the im-
purity site with channel index %$. Depending on the
number of bands coupling to the local spin, one observes
a conventional Kondo effect with the formation of a lo-
cal Fermi-liquid or non-Fermi-liquid fixed point with
anomalous temperature dependencies of the specific
heat and susceptibility as well as a residual entropy
S#0$= 1

2 ln 2 at T=0 #Cragg et al., 1980; Nozières and
Blandin, 1980$ #this will be discussed in Secs. IV.A and
IV.B$.

In Fig. 5 we show the entropy Simp#T$, susceptibility
'imp#T$, Sommerfeld coefficient (imp=Cimp#T$ /T, and
Wilson ratio RWª4)2'imp#T$ / (3(imp#T$) as a function of
T /TK for the single-channel Kondo model. As the
Kondo coupling we choose J=0.05D, where D is the
half-bandwidth of the conduction band, for which we
assume a density of states *cb#+$=NF,#D− '+ ' $. The
value of TK is obtained from Wilson’s definition #Wilson,
1975a$ 4TK'imp#0$=0.413. Calculations are performed
with a discretization parameter #=4, keeping 400 states
at each NRG step. Although this value of # seems to be
fairly large, experience tells us that for static properties
such large values of # are still permissible, considerably
reducing the number of states one has to keep in the
truncation procedure.

One sees in Fig. 5 the quenching of the local moment
by the Kondo effect for temperatures of the order of TK.
The high-temperature values for the entropy Simp#T
→ - $=ln 2 and the Wilson ratio RW=2 below TK #Wil-
son, 1975a$ are also obtained with high precision.

10-6 10-4 10-2 100 102 104

T/TK

0

0.5

1

1.5

2

2.5

S/ln(2)

4TKχimp

TKγimp

RW

FIG. 5. #Color online$ Entropy Simp#T$, susceptibility 'imp#T$,
Sommerfeld coefficient (imp=Cimp#T$ /T, and Wilson ratio RW
for the single-channel Kondo model. The Kondo temperature
is defined by the Wilson relation 'imp#0$=0.413/4TK.
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Schematic RG flow
Free

Strong 
coupling

Local 
Moment

RG evolution of the low energy spectra 19

Low-lying energy levels of HN for odd N for 
U/D = 1.e-3, U/πΓ = 12.6, Λ=2.5

• Anderson model (symmetric case), Krishnamurthy et al, PRB 21, 1003 (1980)

Free Local Moment Strong coupling 

Strong coupling = Spectrum N-1 free fermions 
     = π/2 phase shift

Nozières (1974)

point of view, the philosophy behind this strategy is not
so obvious. Quite generally, numerical diagonalization
of Hamiltonian matrices allows one to take into account
the various impurity-related terms in the Hamiltonian,
such as a local Coulomb repulsion, in a nonperturbative
way. The actual implementation of such a numerical di-
agonalization scheme requires some sort of discretiza-
tion of the original model, which has a continuum of
bath states. There are, however, many ways to discretize
such a system, so we will try and explain why the loga-
rithmic discretization is the most suitable one here. As it
turns out, quantum impurity models are often character-
ized by energy scales orders of magnitudes smaller than
the bare energy scales of the model Hamiltonian. If the
ratio of these energy scales is, for example, of the order
of 105, a linear discretization would require energy inter-
vals of size at most 10−6 to properly resolve the lowest
scale in the system. Since for a finite system the splitting
of energies is roughly inversely proportional to the sys-

tem size, one would need of the order of 106 sites, which
renders an exact diagonalization impossible.

The logarithmic discretization reduces this problem in
that the low-energy resolution now depends exponen-
tially on the number of sites in the discretized model. Of
course, the accuracy of such an approach has to be
checked by suitable extrapolations of the discretization
parameters, in particular a !→1 extrapolation, which
recovers the original continuum model. Often it turns
out that for ! of the order of 2 the results are already
accurate to within a few percent and a !→1 extrapola-
tion indeed reproduces exact results, if these are avail-
able.

However, this argument in favor of the logarithmic
discretization neither explains the need for a mapping to
a chain Hamiltonian, as in Fig. 1!c", nor resolves the
problem of an exponentially growing Hilbert space with
increasing chain length. As far as the first point is con-
cerned, an iterative diagonalization of the discretized
model as shown in Fig. 1!b" has been implemented for
the spin-boson model !Bulla et al., 2005". For reasons
that are not yet completely clear, such an approach is
only partly successful. We mention here that, for a fer-
mionic model such as the single-impurity Anderson
model, iterative diagonalization of the model in the
semi-infinite chain form is more convenient, since one
site of the chain can be added in each step without vio-
lating particle-hole symmetry #for a detailed discussion
of this point, see Bulla et al. !2005"$.

The quantum impurity model in the semi-infinite
chain form is solved by iterative diagonalization, which
means that in each step of the iterative scheme one site
of the chain is added to the system and the Hamiltonian
matrices of the enlarged cluster are diagonalized nu-
merically. As already pointed out, without taking further
steps to reduce the size of the Hilbert space, this proce-
dure would have to end for chain sizes of %10. Here the
renormalization group concept enters the procedure
through the dependence of the hopping matrix elements
on the chain length, tn"!−n/2. Adding one site to the
chain corresponds to decreasing the relevant energy
scale by a factor &!. Furthermore, because the coupling
tn to the newly added site falls off exponentially, only
states of the shorter chain within a comparatively small
energy window will actually contribute to the states of
the chain with the additional site. This observation al-
lows one to introduce a simple truncation scheme: after
each step only the lowest-lying Ns many-particle states
are retained and used to build up the Hamiltonian ma-
trices of the next iteration step, thus keeping the size of
the Hilbert space fixed as one goes along the chain.

All these technical steps will be discussed in detail in
the following. We briefly remark on the general setup
of this section. We keep this section as general as pos-
sible because it should serve as an introduction to the
NRG technique, whose application to a variety of prob-
lems is then the subject of the remainder of this review.
This quest for generality is, however, contrasted by the
large variety of possible impurity-bath interactions. In-

−Λ−1 Λ−3 Λ−2 Λ−1−3−Λ−Λ−2 ... ω

∆(ω)

ω
−1

−1 1

1

∆(ω)

ε ε ε ε

t tV t 0 1 2

0 1 2 3

b)

a)

c)

FIG. 1. !Color online" Initial steps of the NRG method illus-
trated for the single-impurity Anderson model in which an im-
purity !filled circle" couples to a continuous conduction band
via the hybridization function #!$". !a" A logarithmic set of
intervals is introduced through the NRG discretization param-
eter !. !b" The continuous spectrum within each of these in-
tervals is approximated by a single state. !c" The resulting dis-
cretized model is mapped onto a semi-infinite chain where the
impurity couples to the first conduction electron site via the
hybridization V; the parameters of the tight-binding model
#see Eq. !26"$ are %n and tn.
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NRG : susceptibility of the Anderson model 20

• Anderson model (symetric case),  for U/D = 1.e-3, Λ=2.5 
Krishnamurthy et al, PRB 21, 1003 (1980)

Free

Local Moment regime 
Curie law

Strong coupling (SC)

χimp ∼
T→0

a

TK

Τχ(T)

U/πΓ = 12.6

U/πΓ ≈1

χimp∼
1

4T



NRG & Conformal symmetry

• NRG give the finite size spectra of the I.R. fixed point

21

ω

Δ(ω)

D-Dω

Δ(ω)

D-D

∼
at low energy

“Flat” Bath

εk = εkF + α(k − kF )
E(k1, k2) = εk1 + εk2 = εk1−q + εk2+q = E(k1 − q, k2 + q)

• Huge degeneracies → powerful symmetries of free fermions & IR 
fixed point (Conformal, Kac-Moody,...)

• H is part of the symmetry algebra !

• With finite spectra, identify the representation at the fixed point

• Then use CFT to compute various low energy properties.  

(Cardy; Affleck, Ludwig, 1991; I. Affleck, Acta Phys.Polon. B26 (1995) 1869; condmat/9512099)



NRG : applications
• Abrikosov-Suhl-Kondo Resonance in the spectral function 

(Anderson model)

22

• Resolution of NRG is much better at low energy than high energy

Transport coefjcients of the Anderson model 
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result with TW = T~/1.2. The fit is very good in the range TK < T < IOTK but (45) 

Asymmetric case, varying T

Costi et al.. J. Cond. Mat (1994)



NRG : scaling property

• Scaling property of the resistivity as a function of T/Tk in the 
universal regime

23

Transport coefficients of the Anderson model 2539 

TDK 

Fi- 12. The scaled resistivity in the Kondo regime showing Ihe universal behaviour Q low 

temperature up to approximately STK. The inset for 1 - @(T)/p(O)) versus (T/TK)’ shows 
the expected Femd liquid behaviour for khe resistivity at low temperahlre T c 0 . 1 T ~ .  The 

mefficienb c, of the T z  term in the resistivity is found to lie within 8% of khe exact result in 
all cases. 

the sign of the thermopower depends on the slope of the spectral density at the Fermi level 
(a&@, T)/ao),,.  This slope decreases with increasing temperature as a result of the 

strong temperature dependence of the Kondo resonance. The disappearance of the Kondo 
resonance gives rise to increased scattering of holes relative to electrons which causes the 

thermopower to change sign for T > T,. This sign change at T = TK is characteristic 
of the Kondo regime. As the temperature is increased to kBT N A, charge fluctuations 

become increasingly more important and there is a bansfer of spectral weight from the lower 
satellite peak at !0 to the upper one at + U (figure 7). Holes are scattered increasingly 

less than electrons as the temperature is increased and therefore the thermopower increases 

for kBT > A. Hence a broad minimum arises at kr,T N A. 

The behaviour of the thennopower in the mixed valency and empty orbital regimes can 

be explained in a similar way in terms of the temperature dependence of the spectral density. 

In the mixed valency regime the interactions renonnalize the bare local level EO to lie at 

Q above the Fermi level (see figure 8). The thermopower can be analysed in terms of the 

resonance at of width A in a similar way to the above analysis for the Kondo resonance. 

The low-temperature maximum occurs at ~ B T  N A/3 but the low-temperature enhancement 

S ( T )  - yT is only of order y - l /A (neglecting the phase factor cot(rrno/2)) . There is 
a maximum at ~ B T  N A, beyond which the thermopower decreases. In this case however, 

the resonance above the Fermi level does not disappear but is increasingly broadened with 

temperature (see figure 9). Hence the thennopower does not change sign. In the empty 

orbital regime, the behaviour of the thennopower can be similarly explained in terms of the 

Costi et al.. J. Cond. Mat (1994)
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• Specially useful to compute transport (e.g. resistivity), e.g. 
Transport in organics compound 
P. Limelette, P. Wzietek, S. Florens, A. Georges, T.A. Costi, C. Pasquier, D. Jérome, C. Meziere, P. Batail 

PRL 91, 016401 (2003) 

NRG & DMFT

• NRG can also solve DMFT (1 band)

24

introduced in Eq. !2", supplemented by a self-
consistency condition, which determines the bath de-
grees of freedom of the effective quantum impurity.
Since the technical details of the DMFT are not the sub-
ject of this review, we refer the reader to the review by
Georges et al. !1996".

To investigate lattice models in the DMFT we there-
fore need a technique !analytical or numerical" to calcu-
late the full frequency dependence of the self-energy for
a single-impurity Anderson model defined by arbitrary
input parameters #!f, U, T, and a manifestly energy-
dependent hybridization function "!#"$. There are many
methods besides the NRG available to calculate dy-
namic quantities for quantum impurity models and we
shall not give an overview here #for reviews see, for ex-
ample, Sec. IV in Georges et al. !1996", Sec. III in Maier
et al. !2005", and Bulla !2006"$, but rather concentrate on
the application of the NRG method to the Hubbard
model !see Sec. V.A", the periodic Anderson and Kondo
lattice models !see Sec. V.B", and lattice models with
coupling to phonons !see Sec. V.C" within the DMFT
approach.

Before we discuss the results obtained for those mod-
els, we comment on peculiarities of the NRG method
when applied to DMFT calculations. The DMFT self-
consistency specifies at each iteration an input hybridiza-
tion function "!#", the form of which depends on the
model under investigation, its parameters, and also the
history of the previous DMFT iterations. The frequency
dependence of "!#" has to be taken into account within
the logarithmic discretization scheme, as described in
Sec. II and already employed in the NRG investigations
of the soft-gap Anderson model !see Sec. IV.C.2".

Concerning the output, the quantity of interest is usu-
ally the self-energy $AM of the effective single-impurity
Anderson model, although in some cases, as for the Be-
the lattice, knowledge of the single-particle Green’s
function is sufficient for the DMFT iteration !Georges et
al., 1996". It has proven advantageous to calculate,
within DMFT, the self-energy $AM via the ratio of a
two-particle and a one-particle Green’s function #see Eq.
!86"$. As discussed by Bulla et al. !1998" !see also Sec.
III.B.2" calculation of the self-energy via Eq. !86" signifi-
cantly improves the quality of the results. This approach
has been used in most NRG calculations within DMFT.

A. Hubbard model

The simplest model for correlated fermions on a lat-
tice is the single-band Hubbard model with the Hamil-
tonian

H = − t %
&ij'%

!ci%
† cj% + cj%

† ci%" + U%
i

ci↑
† ci↑ci↓

† ci↓. !144"

Consequently, the first applications of the NRG method
within DMFT focused on this model; in particular on the
Mott transition, which the Hubbard model displays in
the half-filled paramagnetic case. These investigations
and further generalizations are described in the follow-
ing sections.

1. Mott metal-insulator transition

Although the qualitative features of the Mott transi-
tion were correctly described very early in the develop-
ment of the DMFT #see the review by Georges et al.
!1996"$, the NRG method helped to clarify a number of
conflicting statements #see the discussion by Bulla !1999"
and Bulla et al. !2001"$. The NRG method appears to be
ideally suited to investigate the Mott transition because
!i" the transition occurs at interaction strengths of the
order of the bandwidth, which requires the use of a non-
perturbative method; and !ii" at T=0 the Mott transition
is characterized by a vanishing energy scale, T*→0,
when approached from the metallic side. Thus a method
is needed that is able to resolve arbitrarily small energies
close to the Fermi level.

The first investigation of the Mott transition with the
NRG method was by Sakai and Kuramoto !1994" #see
also Shimizu and Sakai !1995"$. These calculations did
not use an expression of the self-energy as in Eq. !86",
but nevertheless a Mott transition and a hysteresis re-
gion were observed, with critical values very close to the
ones reported later by Bulla !1999".

A detailed discussion of the NRG calculations for the
Hubbard model has been given by Bulla !1999" for T
=0 and by Bulla et al. !2001" for finite temperatures. The
main results are summarized in Fig. 25: Spectral func-
tions calculated with the NRG method for the half-filled
Hubbard model in the paramagnetic regime for different
values of U and T=0 are shown in Fig. 25!a". Upon in-
creasing U from the metallic side, the typical three-peak
structure forms, with upper and lower Hubbard peaks at
#( ±U /2 and a central quasiparticle peak at #=0. The
width of this quasiparticle peak goes to zero when the
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FIG. 25. !Color online" !a" Spectral functions for the half-filled
Hubbard model at T=0 for various values of U #similar data as
in Fig. 2 in Bulla !1999"$. !b" Phase diagram for the Mott tran-
sition. For a comparison with other methods see the corre-
sponding Fig. 9 in Bulla et al. !2001".

439Bulla, Costi, and Pruschke: Numerical renormalization group method for …

Rev. Mod. Phys., Vol. 80, No. 2, April–June 2008

R. Bulla et al. (1999)

• But :

• difficult away from half-filling.

• CT-QMC is a now a serious competitor (see later)

κ-(BEDT-TTF)2Cu[N(CN)2]Cl



NRG : strengths & limitations

• Strengths : 

• Energy scale separation built in.

• Low energy fixed points, crossover towards low temperature.

• Solve directly in real frequency (≠ QMC)

• Limitations : 

• Not precise at high energy (e.g. details in the Hubbard bands)

• Does not scale well with the size of the impurity problem

• Flat bath, no spectral function : 3-4 maximum

• DMFT : 1 band, undoped only.

25
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Quantum Monte Carlo



• Principle : use a Markov chain in configuration space.

• Average replaced by average over the Markov chain.

• Transition rate Wx→y : probability to go from x to y 

• Detailed balance : 

• Ergodicity property : 
It is possible to reach y from x, ∀x,y in a finite number of steps.

Monte Carlo sampling 27

• Partition function and operator averaging :     (assume p(x) >0) 

Z =
∫

C
dx p(x), 〈A〉 =

1
Z

∫

C
dx A(x)p(x)

Cf e.g. Werner Krauth’s book “Statistical Mechanics : algorithms & computations”

Configuration space 
Probability of configuration x
e.g. in classical model :  p(x) ∝ e−βE(x)

Wx→y

Wy→x
=

p(y)
p(x)



Metropolis algorithm

• To build the Markov chain:

• Propose moves in the configuration space 

• Accept them with some probability, such that :

28

Proposition 
probability 
(chosen)

Acceptance 
probability
(computed)

N. Metropolis et al. J. Chem. Phys. 1953

Wx→y = W prop
x→y ×W acc

x→y

W acc
x→y ≡ min

(
1,

p(y)W prop
y→x

p(x)W prop
x→y︸ ︷︷ ︸

Rx→y

)



A textbook example : the Ising model

• Ising model : 

29

• Configuration : the value of all the Ising spins.

p({σi}) ∝ e−βH[{σi}]

• MC Move (simplest) : flip spin k chosen at random

• The probability ratio is easy to compute since H is local 

H = −J
∑

〈i,j〉

σiσj , σi = ±1



The sign problem

• But generically, the denominator (average of sign (p(x)) decays 
exponentially as temperature is lowered or in large volume limit.

• The QMC is correct if <sign>≠1, but becomes untractable when 
<sign>≈0 (large error bars). 

• A major limitation of Quantum Monte Carlo (specially for fermions)

• The sign pb is not intrinsic : it depends on the basis/rewriting of Z  !
We can hope to find “better” expression for Z.

30

• What if p(x) is not always positive ? Use |p(x)| as the probability !

〈A〉 =
1
Z

∫

C
dx A(x)p(x) =

∫
C dx

(
A(x) sign(p(x))

)∣∣p(x)
∣∣

∫
C dx

(
sign(p(x))

)∣∣p(x)
∣∣



Monte Carlo 

• A QMC algorithm : 

• Rewrite Z, ideally as a sum of positive terms.

• Find local ergodic moves

• Advantages : 

• QMC is a very flexible technique

• QMC is massively parallel by construction.

• Drawbacks : 

• Convergence is slow, like 1/√time

• Sign problem may be severe !

31

Monte Carlo is just a technique to compute sums.
How to rewrite Z, which move to use, etc... is your choice !



Quantum Monte Carlo for impurity models

• Hirsch-Fye algorithm : Hirsch-Fye PRL (1986)
The historical algorithm: uses a fixed time grid, is limited to density-
density interaction.

• The Continuous Time “Revolution” (CT-QMC) : 
Expansion in interactions (CT-Int): A.N. Rubtsov et al., PRB (2005) 
Expansion around atomic limit (CT-Hyb):  P.  Werner et al, PRL (2006)
Auxiliary field (CT-AUX): similar to Hirsch-Fye, but in continuous 
time) : E.Gull et al., EPL (2008)

• Work in imaginary time (Matsubara formalism)

• No sign problem for single impurity (and some N orbital cases).
Sign problem reappears for large cluster of impurities

• CT-QMC are several orders of magnitude faster than Hirsch-Fye  
and exact (up to Monte Carlo error bars) : no time discretization. 
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Continuous time QMC : principle
• Write a perturbative expansion of the partition function :

33

x = (n, γ, τ1, τ2, ...τn)
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C. Diagrammatic Monte Carlo – the sampling of path
integrals and other diagrammatic expansions

The partition function Eq. 16 may be expressed as a
sum of integrals in a diagrammatic expansion:

Z =
∞∑

k=0

∑

γ∈Γk

∫ β

0
dτ1 . . .

∫ β

0
dτkw(k, γ, τ1, . . . , τk), (29)

which has the form of Eq. (17). The individual configu-
rations are of the form

x = (k, γ, (τ1, . . . , τk)), (30)

where k is the expansion or diagram order and
τ1, . . . , τk ∈ [0, β) are the times of the k vertices in the
path. The parameter γ ∈ Γk includes all discrete vari-
ables, such as spin, orbital, lattice site, and auxiliary
spins at the interaction vertices.

A configuration x has a weight

p(x) = w(k, γ, τ1, . . . , τk)dτ1 · · · dτk, (31)

which we will assume to be non-negative for now. The
case of negative weights is discussed in Sec. II.D. Al-
though these weights are well-defined probability den-
sities they involve infinitesimals dτ , which one might
worry could cause difficulties with proposal and accep-
tance of steps in the random walk in configuration space.
As (Beard and Wiese, 1996; Prokof’ev et al., 1996, 1998)
showed, this is not the case.

The various algorithms reviewed here differ in the rep-
resentations, weights, and updates but all express the
partition function in the general form (29). To illustrate
the Monte-Carlo sampling of such continuous-time parti-
tion function expansions and in particular to demonstrate
that the infinitesimal does not cause problems, we start
with a very simple partition function

Z =
∞∑

k=0

∫ β

0
dτ1

∫ β

0
dτ2 · · ·

∫ β

0
dτk

w(k)

k!
(32)

which using time ordering can be rewritten as

Z =
∞∑

k=0

∫ β

0
dτ1

∫ β

τ1

dτ2 · · ·
∫ β

τk−1

dτkw(k). (33)

The distribution describing the probability of a dia-
gram of order k with vertices at times {τj} is (here we
make the times explicit)

p((k, τ1, . . . , τk)) = w(k)
k∏

i=1

dτi (34)

In the following we will always assume time-ordering τ1 ≤
τ2 ≤ . . . ≤ τk and visualize the configurations using a
diagrammatic representation as in Fig. 1.

Updates of the configurations that are typically re-
quired in diagrammatic Monte Carlo codes involve:
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a)

0 β

b)

0 β
τ1

c)

0 β
τ1 τ2

d)

0 β
τ1 τ2 τ3

FIG. 1 Diagrammatic representation of configurations x =
{(k; τ1, . . . τk)} ∈ C showing examples with orders k = 0, 1, 2, 3
and vertices (represented by dots) at times τ1, . . . , τ3.
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FIG. 2 An insertion update (top to bottom) inserting a vertex
at time τ3 and the corresponding removal update (bottom to
top), removing the interaction vertex at τ3.

1. updates that increase the order k by inserting an
additional vertex at a time τ .

2. updates that decrease the order k by removing a
vertex τj .

These insertion and removal updates are necessary to sat-
isfy the ergodicity requirement and are often sufficient:
we can reach any configuration from another one, simply
removing all the existing vertices and then inserting new
ones. Additional updates keeping the order k constant
are typically not required for ergodicity but sometimes
are added to speed up equilibration and sampling. In
the following we will focus on the insertion and removal
updates, illustrated in Fig. 2.

For the insertion let us start from a configuration
(k,$τ) = (k, τ1, . . . , τk) of order k. We propose to insert a
new vertex at a time τ uniformly chosen in the interval
[0, β), to obtain a new time-ordered configuration (k +
1,$τ ′) = (k + 1, τ1, . . . , τ, . . . , τk) ≡ (k + 1, τ ′

1, . . . , τ
′
k+1).

The proposal rate for this insertion is given by the prob-
ability density

W prop
(k,$τ),(k+1,$τ ′) =

dτ

β
. (35)

The reverse move is the removal of a randomly chosen
vertex. The probability of removing a particular vertex
to go back from (k + 1,$τ ′) to (k,$τ) is just one over the
number of available vertices:

W prop
(k+1,$τ ′),(k,$τ) =

1

k + 1
. (36)

To obtain the Metropolis acceptance rates we first cal-

Representation of the configurationsConfigurations

H = Ha + Hb

Z = TrTτe−βHa exp

[
−

∫ β

0
dτHb(τ)

]

=
∑

n≥0

(−1)n

∫ β

0
dτ1 . . .

∫ β

τn−1

dτn Tr
[
e−βHaHb(τn)Hb(τn−1) . . .Hb(τ1)

]

=
∑

n≥0

∑

τ1<τ2<...τn

∑

γ∈Γn

(∆τ )nw(n, γ, τ1, . . . , τn)︸ ︷︷ ︸
p(x)

=
∑

x∈C
p(x)



Continuous time QMC : principle (II)

• Move : add/remove one interaction term (= change n by 1 ), e.g. 
x = (n, ...) configuration with n vertices
y = (n+1, ...) configuration with n+1 vertices

34

A CT-QMC move
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C. Diagrammatic Monte Carlo – the sampling of path
integrals and other diagrammatic expansions

The partition function Eq. 16 may be expressed as a
sum of integrals in a diagrammatic expansion:

Z =
∞∑

k=0

∑

γ∈Γk

∫ β

0
dτ1 . . .

∫ β

0
dτkw(k, γ, τ1, . . . , τk), (29)

which has the form of Eq. (17). The individual configu-
rations are of the form

x = (k, γ, (τ1, . . . , τk)), (30)

where k is the expansion or diagram order and
τ1, . . . , τk ∈ [0, β) are the times of the k vertices in the
path. The parameter γ ∈ Γk includes all discrete vari-
ables, such as spin, orbital, lattice site, and auxiliary
spins at the interaction vertices.

A configuration x has a weight

p(x) = w(k, γ, τ1, . . . , τk)dτ1 · · · dτk, (31)

which we will assume to be non-negative for now. The
case of negative weights is discussed in Sec. II.D. Al-
though these weights are well-defined probability den-
sities they involve infinitesimals dτ , which one might
worry could cause difficulties with proposal and accep-
tance of steps in the random walk in configuration space.
As (Beard and Wiese, 1996; Prokof’ev et al., 1996, 1998)
showed, this is not the case.

The various algorithms reviewed here differ in the rep-
resentations, weights, and updates but all express the
partition function in the general form (29). To illustrate
the Monte-Carlo sampling of such continuous-time parti-
tion function expansions and in particular to demonstrate
that the infinitesimal does not cause problems, we start
with a very simple partition function

Z =
∞∑

k=0

∫ β

0
dτ1

∫ β

0
dτ2 · · ·

∫ β

0
dτk

w(k)

k!
(32)

which using time ordering can be rewritten as

Z =
∞∑

k=0

∫ β

0
dτ1

∫ β

τ1

dτ2 · · ·
∫ β

τk−1

dτkw(k). (33)

The distribution describing the probability of a dia-
gram of order k with vertices at times {τj} is (here we
make the times explicit)

p((k, τ1, . . . , τk)) = w(k)
k∏

i=1

dτi (34)

In the following we will always assume time-ordering τ1 ≤
τ2 ≤ . . . ≤ τk and visualize the configurations using a
diagrammatic representation as in Fig. 1.

Updates of the configurations that are typically re-
quired in diagrammatic Monte Carlo codes involve:
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a)

0 β

b)

0 β
τ1

c)

0 β
τ1 τ2

d)

0 β
τ1 τ2 τ3

FIG. 1 Diagrammatic representation of configurations x =
{(k; τ1, . . . τk)} ∈ C showing examples with orders k = 0, 1, 2, 3
and vertices (represented by dots) at times τ1, . . . , τ3.
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FIG. 2 An insertion update (top to bottom) inserting a vertex
at time τ3 and the corresponding removal update (bottom to
top), removing the interaction vertex at τ3.

1. updates that increase the order k by inserting an
additional vertex at a time τ .

2. updates that decrease the order k by removing a
vertex τj .

These insertion and removal updates are necessary to sat-
isfy the ergodicity requirement and are often sufficient:
we can reach any configuration from another one, simply
removing all the existing vertices and then inserting new
ones. Additional updates keeping the order k constant
are typically not required for ergodicity but sometimes
are added to speed up equilibration and sampling. In
the following we will focus on the insertion and removal
updates, illustrated in Fig. 2.

For the insertion let us start from a configuration
(k,$τ) = (k, τ1, . . . , τk) of order k. We propose to insert a
new vertex at a time τ uniformly chosen in the interval
[0, β), to obtain a new time-ordered configuration (k +
1,$τ ′) = (k + 1, τ1, . . . , τ, . . . , τk) ≡ (k + 1, τ ′

1, . . . , τ
′
k+1).

The proposal rate for this insertion is given by the prob-
ability density

W prop
(k,$τ),(k+1,$τ ′) =

dτ

β
. (35)

The reverse move is the removal of a randomly chosen
vertex. The probability of removing a particular vertex
to go back from (k + 1,$τ ′) to (k,$τ) is just one over the
number of available vertices:

W prop
(k+1,$τ ′),(k,$τ) =

1

k + 1
. (36)

To obtain the Metropolis acceptance rates we first cal-

W prop
x→y =

∆τ

β
W prop

y→x =
1

n + 1

Rx→y =
p(y)W prop

y→x

p(x)W prop
x→y

=
w(y)(∆τ )n+1

w(x)(∆τ )n

β

∆τ (n + 1)

The algorithm can be formulated directly in continuous time 

• The Metropolis rate has a finite limit. Prokofiev (1996)
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a,b = 1,N : degree of freedom (e.g. spin, orbital index, ...)

Seff = −
∫ β

0
c†a(τ)G−1

0ab(τ − τ ′)cb(τ ′) +
∫ β

0
dτHlocal({c†a, ca})(τ)

G−1
0ab(iωn) = (iωn + µ)δab −∆ab(iωn)

Bath

Interaction

Which perturbative expansion ?

• Expansion in power of the interactions : 
A.N. Rubtsov et al., Phys. Rev. B 72, 035122 (2005) 

• Expansion in power of hybridization (around atomic limit) :
P.  Werner, A. Comanac, L. de’ Medici, M. Troyer, A. J. Millis, PRL 97, 076405 
(2006); P . Werner, A.J. Millis, Phys. Rev. B 74, 155107 (2006)



Expansion in interaction

• Standard perturbative technique at finite temperature.

36

Z

Z0
= 1 − U

∫ β

0
dτ1 〈n↑(τ1)n↓(τ1)〉0 +

U2

2

∫∫ β

0
dτ1dτ2 〈Tτn↑(τ1)n↓(τ1)n↑(τ2)n↓(τ2)〉0 . . .

• Using Wick Theorem :

Seff = −
∑

σ=↑,↓

∫∫ β

0
dτdτ ′c†σ(τ)G−1

0σ (τ − τ ′)cσ(τ) +
∫ β

0
dτUn↑(τ)n↓(τ)

Z

Z0
=

∑

n≥0

1
n!

∫ β

0
dτ1 . . . dτn (−U)n

∏

σ=↑,↓
det

1≤i,j≤n

[
G0

σ(τi − τj)
]

︸ ︷︷ ︸
w(n, {τi})



Expansion in hybridization 37

• Expansion in hybridization :

• w is positive (in single impurity problem)

• Hlocal can be anything (but exponential scaling in N !)

• Green function computation (or higher order correlations functions): 

Seff = −
∫ β

0
c†a(τ)G−1

0ab(τ − τ ′)cb(τ ′) +
∫ β

0
dτHlocal({c†a, ca})(τ)

G−1
0ab(iωn) = (iωn + µ)δab −∆ab(iωn)

P.  Werner et al, PRL (2006)

Z =
∑

n≥0

∫

<

n∏

i=1

dτidτ ′i
∑

ai,bi=1,N

det
1≤i,j≤n

[
∆ai,bj (τi − τ ′j)

]
Tr

(
T e−βHlocal

n∏

i=1

c†ai
(τi)cbi(τ

′
i)

)

︸ ︷︷ ︸
w(n, {ai, bi}, {τi})

Gab(τ) =
∑

n≥0

∫

<

n∏

i=1

dτidτ ′i
∑

ai,bi=1,N

[∆]−1
ai,bj

(τi − τ ′j)δ(τi − τ ′j = τ)δai=aδbj=bw({τi})/Z

Gab(τ) =
1
Z

δZ

δ∆ba(−τ)

a,b = 1,N



CT-QMC : efficient algorithms 38

calculate the determinant ratios and the new enlarged
(reduced) matrices in a time O!k2". We store and manipu-
late M, the inverse of Eq. (5), because M allows easy
access to the determinant ratios in Eqs. (6) and (7) and is
required for measuring the Green function, since

 G!!" #
!
1

"

Xk

i#1

Xk

j#1

Mj;i!!!; !ei $ !sj"
"
; (8)

 !!!; !0" #
#
#!!$ !0" !0 > 0
$#!!$ !0 $ "" !0 < 0

: (9)

The end points G!0" and G!"" can be measured accurately
from the average total length of the segments.

In the form given here, the algorithm generalizes
straightforwardly to any model with interaction terms
which are diagonal in an occupation number basis (for
models with exchange, see Ref. [14]). One simply intro-
duces one collection of segments for each spin or orbital
state, and the weight of a configuration now also depends
on the segment overlap. For example, in the one-orbital
Hubbard model with on-site interaction U, there is one
collection of segments for spin-up and one for spin-down,
while in Eqs. (6) and (7) one has to add a factor
exp!$#ovU" on the right-hand side, where #ov denotes
the change in overlap between up and down segments.

We have used the new method to study the paramagnetic
phase of the Hubbard model with semicircular density of
states of bandwidth 4t, for interactions of the order of the
Mott critical value Uc2 and temperatures as low as "t #
400. For this model the self-consistency condition reduces
to F!!" # t2G!$!". Simulations for temperatures down to
"t % 50 can be run on a laptop. For calculations at "t #
400, we typically used 10 CPU hours for each iteration
in order to accurately resolve the short- and long-time
behavior.

Figure 2 shows the impurity model Green function for
U=t # 3:5

$$$
2

p
, "t # 20, 31.4, 200, and 400 and n # 1 (half

filling). The lower two temperatures are out of reach of the
Hirsch-Fye algorithm. We collected the data on a grid of
104 points for "t # 200, 400, and 103 points for "t # 20,
31.4. The lines with symbols show that the method accu-
rately captures the steep short-time drop of G; the lines
without symbols demonstrate clearly the difference in
long-time behavior between the insulating (high-T) and
metallic (low-T) solutions.

Despite the almost perfect resolution, the typical size, k,
of the matrices, M, which are generated during the simu-
lation, remains reasonable even at low temperatures. This
property explains the superior performance of the strong-
coupling expansion method. Figure 3 shows the probability
distribution p!k" for "t # 100 and different values of the
interaction strength. While the peak value of the distribu-
tion is proportional to ", it shifts to lower order as the
interaction strength is increased, in contrast to Hirsch-Fye
or the method of Ref. [13], where the matrix size scales

approximately as 5"U and 0:5"U, respectively. The inset
of Fig. 3 shows that the linear size of the matrix in our
method can easily be a factor 100 smaller than in a Hirsch-
Fye calculation or a factor 10 smaller than in the weak-
coupling approach of Ref. [13]. The cubic scaling of the
computational effort with matrix size implies a dramati-
cally improved efficiency at couplings of the order of the
Mott critical value, making low T behavior accessible.

To verify the accuracy of the method we show in Fig. 4
the kinetic energy K # 2t2

R"
0 d!G!!"G!$!" obtained via

the new approach, the exact diagonalization method [15],
and the Hirsch-Fye method. The results are plotted against
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FIG. 2. Green functions for n # 1, U=t # 3:5
$$$
2

p
, "t # 400,

200, 31.4, and 20. Lines without symbols (upper and right axes)
show G!!" on a semilog scale over the wide time interval ["=2,
"] revealing marked differences between metallic ("t # 200,
400) and insulating ("t # 20, 31.4) solutions. Lines with sym-
bols (lower and left axes) show the same data on a linear scale in
the very narrow ! range [0, "=2000], revealing the accurate
representation of the rapid drop of G!!".
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FIG. 2: Scaling of the matrix size with inverse temperature
and interaction strength. Upper panel: temperature depen-
dence for U/t = 4. In the case of Hirsch-Fye, the resolution
N = βU has been chosen as a compromise between reasonable
accuracy and acceptable speed, while the average matrix size
is plotted for the continuous-time solvers. Lower panel: de-
pendence on U/t for fixed βt = 30. The solutions for U ≤ 4.5
are metallic, while those for U ≥ 5.0 are insulating. The much
smaller matrix size in the relevant region of strong interactions
is the reason for the higher efficiency of the hybridization ex-
pansion method.

Spin and charge susceptibilities, or more generally
the density-density correlators can be obtained in-
dependently and accurately (and with negligible
computational effort) from the segment configurations.
These segments, shown in the lower panel of Fig. 1,
represent the occupation of the orbital.

IV. RESULTS

A. Matrix size

For all three algorithms, the computational effort
scales as the cube of the matrix size, which for the
Hirsch-Fye solver is determined by the time discretiza-
tion ∆τ = β/N and in the case of the continuous-time

solvers is determined by the perturbation order k, which
is peaked roughly at the mean value determined by the
probability distribution p(k). In Fig. 2, we plot these
matrix sizes as a function of inverse temperature β for
fixed U/t = 4 and as a function of U/t for fixed βt = 30.
All our simulation results are for a semi-circular density
of states with band-width 4t.

It is obvious from the upper panel of Fig. 2 that the
matrix size in all three algorithms scales linearly with β.
The Hirsch-Fye data are for N = βU , which is apparently
a common choice, although Figs. 3 and 5 show that it
leads to considerable systematic errors. Thus, the grid
size should in fact be chosen much larger (N ! 5βU).

While the matrix size in the weak coupling approach
is approximately proportional to U/t, as in Hirsch-Fye,
the U -dependence of the hybridization expansion algo-
rithm is very different: a decrease in average matrix size
with increasing U/t leads to much smaller matrices in
the physically interesting region 4 " U/t " 6, where the
Mott transition occurs. The results in Fig. 2 and the
cubic dependence of the computational effort on matrix
size essentially explain why the continuous-time solvers
are much more powerful than Hirsch-Fye and why the
hybridization expansion is best suited to study strongly
correlated systems.

There is of course a prefactor to the cubic scaling,
which depends on the computational overhead of the dif-
ferent algorithms and on the details of the implementa-
tion. Blümer [16] has demonstrated substantial optimiza-
tions of the Hirsch-Fye code and has in particular shown
that extrapolating results at non-zero time step ∆τ to the
∆τ = 0 limit considerably improves the accuracy. Of the
continuous time codes investigated here, only the weak
coupling results have been optimized. We estimate that
similar modifications in the code for the hybridization ex-
pansion algorithm would provide a speed-up of at least
a factor of 10. However, the results presented here in-
dicate large enough difference between the methods that
the effects of optimization can be ignored.

B. Accuracy for constant CPU time

The three quantum Monte Carlo algorithms considered
in this study work in very different ways. Not only are
the configuration spaces and hence the update procedures
entirely different, but also the measurements of the Green
functions and other observables.

In order to study the performance of the different im-
purity solvers, we therefore decided to measure the accu-
racy to which physical quantities can be determined for
fixed CPU time (in this study 7h on a single Opteron
244 per iteration). This is the question which is rele-
vant to people interested in implementing either of the
methods and avoids the tricky (if not impossible) task of
separating the different factors which contribute to the
uncertainty in the measured results. Because the vari-
ance of the observables measured in successive iterations

Typical matrix size vs β
(DMFT, U/t=1)

<n>

• Complexity ≈ <n>^3 
• All diverge like 1/T (singular at T=0), but huge prefactor differences

CT-QMC is much more efficient

E. Gull et al, Phys. Rev. B 76, 235123 (2007)

P. Werner et al, Phys. Rev. Lett 97, 076405 (2006)



39

CT-QMC : some applications



Comparison NRG-CTQMC

• Im Σ(ω) by CTQMC (Werner’s algorithm) and NRG
for DMFT, 1 band, Bethe Lattice, Beta=400, U = 5.2 et D = 1. 

• Continued by Padé method to real axis from Matsubara
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Back to multiorbital models 41

• Example : Iron-based superconductors LaFeAsO, LDA +DMFT, 
Aichhorn et al. (2009).

• Possible to solve the 5-band impurity model with Werner’s algorithm.

• Degree of correlations of those materials ? Moderate.  

• Extract quasi-particle residue Z /effective mass m* from Matsubara 
self-energy (Z ≈ 0.62, m* ≈ 1.62)

• Using analytic continuation method, spectral function....!"#$%&'#()*+,$-)*'#(./0$'&',$(1/00232#
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Cluster DMFT & cuprates

• Experiments : Nodal-antinodal dichotomy in cuprates.

42

D
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B

C

Brillouin zone patchings

8 sites cluster

A(k,ω = 0)

Antinodal region: No Quasi-Particle
Shen et al. Science 307, 901 (2005) 

Nodal region : Quasi-Particle
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• Theory : sector selective Mott transition
Some sector of the Brillouin Zone (C) become
insulating first. 

Gull, OP, Werner, Millis PRB 80 245102 (2009)
Werner, Gull, OP , Millis PRB 80 045120 (2009) 
Ferrero, Cornaglia, De Leo, OP, Kotliar, Georges, EPL and PRB 2009
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that the properties of each region will be described by
one orbital of the effective impurity model. More pre-
cisely, we choose the minimal set of two patches of equal
area P+ and P− represented in Fig. 1: P+ is a central
square centered at momentum (0, 0) and containing the
nodal region; the complementary region P− extends to
the edge of the BZ and contains in particular the antin-
odal region and the (π, π) momentum. On Fig. 2, we also
present the partial density of state of both patches.

(0,!) (!,!)

(!,0)(0,0)

P
+

P
-

FIG. 1: (Color online) The Brillouin zone is divided into two
patches P+ (inside the inner blue square) and P− (between
the two squares). The dotted line is the free (U = 0) Fermi
surface at δ = 0.1 for t′/t = −0.3. P+ (resp. P−) encloses the
nodal (resp. antinodal) region.
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FIG. 2: (Color online) Partial density of states of the two
patches P+ (solid blue curve with circles) and P− (solid
red curve with squares), and total density of states (dashed
curve); t′/t = −0.3.

It is important to check that the main qualitative re-
sults of our approach are independent of the precise shape
of the patches. We will discuss this point in Sec. III E,
and show that indeed our results are qualitatively similar
for a family of patches in which the P+ patch encloses a
variable part of the bare Fermi surface around the nodal

point. Moreover, we have also considered another clus-
ter method, cellular-DMFT (CDMFT),4,18 and obtained
qualitatively similar results. Because two-site CDMFT
breaks the lattice square symmetry, we focus here on a
generalized DCA approach.

Following the DCA construction (see also Ap-
pendix A), we associate a momentum-independent self-
energy Σ±(ω) to each patch of the Brillouin zone. This
self-energy is then identified with the Fourier transform
of the cluster self-energy of a two-site cluster of Ander-
son impurities embedded in a self-consistent bath. This
two-site Anderson impurity model is given by

Seff = −
∫∫ β

0
dτdτ ′

∑

a,b=1,2
σ=↑,↓

c†aσ(τ)G−1
0,ab(τ, τ

′)cbσ(τ ′)

+

∫ β

0
dτU

∑

a=1,2

na↓na↑(τ) (3)

G−1
0ab(iωn) = (iωn + µ)δab − t̄(1 − δab) − ∆ab(iωn), (4)

where a, b = 1, 2 is the site index, U is the on-site inter-
action, ∆ is the hybridization function with a local com-
ponent ∆11(ω) = ∆22(ω) and an inter-site one ∆12(ω).
We choose a convention in which the hybridization ∆
vanishes at infinite frequencies and therefore denote the
constant term separately (t̄). Since we restrict ourselves
to paramagnetic solutions, we dropped the spin depen-
dence of G0, ∆ and t̄. The self-consistency condition de-
termines both ∆ and t̄ and is written in the Fourier space
of the cluster, which in this case reduces to the even and
odd orbital combinations c†±σ = (c†1σ ± c†2σ)/

√
2:

ΣK(iωn) =G0K(iωn)−1 − GK(iωn)−1 (5)

GK(iωn) =
∑

k∈PK

1

iωn + µ − εk − ΣK(iωn)
. (6)

In this expression, momentum summations are normal-
ized to unity within each patch, and the index K = ±
refers both to the inner/outer patch index and to the
even/odd orbital combinations of the two-impurity prob-
lem. t̄ is determined by the 1/ω2 expansion of the previ-
ous equations, leading to

t̄ =
∑

k∈P+

εk = −
∑

k∈P−

εk. (7)

The impurity model has the same local interaction as the
original lattice model: This is a consequence of the fact
that both patches have equal surface (see Appendix A).

As usual in the DMFT problems, the quantum impu-
rity model (3) can be rewritten in a Hamiltonian form,
i.e. as the Hamiltonian for a dimer coupled to a self-
consistent bath

H = Hdimer + Hbath, (8)

kx

ky

2 sites cluster

Only possible with CT-QMC (various flavours)



CTQMC : strengths & limitations

• Strengths : 

• A lot faster than before.

• Solve more general interactions (except CT-AUX)

• Some have good scaling with number of orbitals/sites

• Limitations : 

• Works in Matsubara : analytical continuation is an ill-posed pb.

• Still long for complex interactions & low symmetry ...

• Werner’s algorithm scales exponentially with size of the local pb.

• Open question :

• Even faster/more precise algorithms, other rewriting of Z....

43
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Out of equilibrium physics



Motivations 45

transmission probability of much less than one.
In addition, the on-site Coulomb energy U tends
to block the state with an extra electron on the
dot. Although U is an order of magnitude larger
than the characteristic energy scale kBTK (kB is
the Boltzmann constant), the Kondo effect com-
pletely determines electron tunneling at low en-
ergies (i.e., low T and VSD). In the absence of the
Kondo effect (e.g., for electron number N !
even), the system consists of two separated
Fermi seas. In contrast, for N ! odd, the screen-
ing of the local spin creates a single, extended
many-body system with a single, well-defined
Fermi surface extending throughout the whole
system. The quasiparticles at this Fermi surface
no longer experience the repulsive barrier po-
tentials nor the on-site Coulomb repulsion. Be-
cause the local spin for N ! odd is completely
screened and because the dot has zero spin for

N ! even, the whole system of leads and dot is
in a singlet state over a wide gate voltage range
(between –430 and –350 mV in Fig. 2A), al-
though the nature of the ground state in the even
and odd valleys is very different.

For a quantitative analysis, we rewrite Eq.
1 as ln(TK) ! "!0(!0 # U )/$U # constant,
indicating a quadratic dependence for ln(TK)
on gate voltage Vgl (16 ). Following the work
in (17 ), we fit G versus T for different gate
voltages (Fig. 3C) to the empirical function

G%T & ! G0! T K
'2

T 2 " T K
'2" s

(2)

with TK' ! TK/(21/s – 1)1/2, where the fit
parameter s ( 0.2 for a spin-1⁄2 system (17,
18). Figure 3B shows the obtained Kondo
temperatures TK versus Vgl. The red parabola

demonstrates that the obtained values for TK

are in excellent agreement with Eq. 1 (19).
The Kondo temperature, as derived above,

is obtained from the linear response conduc-
tance. In earlier works (8–12), estimates for TK

were obtained from measurements of dI/dVSD

versus VSD (I is the current between source and
drain). In that case, the full width at half max-
imum (FWHM) was set equal to kBTK/e. How-
ever, applying a finite VSD introduces dephas-
ing even at T ! 0 (6, 20). To compare these two
methods, we also plot FWHM/kB measured for
different gate voltages at the base temperature
(Fig. 3B). Also, now we find a parabolic de-
pendence, but the values are larger than TK

obtained from linear-response measurements.
The difference may indicate the amount of
dephasing due to a nonzero VSD.

The normalized conductance, G/(2e2/h), is

Fig. 1 (left). (A) Atomic force microscope image of the device. An AB ring is
defined in a 2DEG by dry etching of the dark regions (depth is)75 nm). The
2DEG with electron density nS! 2.6* 1015 m+2 is situated 100 nm below
the surface of an AlGaAs/GaAs heterostructure. In both arms of the ring
(lithographic width, 0.5,m; inner perimeter, 6.6,m), a quantum dot can be
defined by applying negative voltages to gate electrodes. The gates at the
entry and exit of the ring are not used. A quantum dot of size)200 nm by
200 nm, containing )100 electrons, is formed in the lower arm using gate voltages Vgl and Vgr (the central plunger gate was not working). The average
energy spacing between single-particle states is )100 ,eV. The conductance of the upper arm, set by Vgu, is kept at zero, except for AB
measurements. (B) Color plot of the conductance G as function of Vgl and B for Vgr ! +448 mV and T ! 15 mK. The upper arm of the AB ring
is pinched off by Vgu ! +1.0 V. Red and blue correspond to high and low conductance, respectively. (C) Two selected traces G(Vgl) for B ! 0
and 0.4 T. The Coulomb oscillations at B ! 0 correspond to the oscillating color in (B). For some ranges of B, the valley conductance increases
considerably, reaching values close to 2e 2/h, i.e., the unitary limit [e.g., along the yellow dashed line at 0.4 T in (B)]. Fig. 2 (right). (A)
Coulomb oscillations in G versus Vgl at B ! 0.4 T for different temperatures. T ranges from 15 mK (thick black trace) up to 800 mK (thick red
trace). Vgr is fixed at +448 mV. The red line in the right inset highlights the logarithmic T dependence between )90 and )500 mK for Vgl !
+413 mV. The left inset explains the variables used in the text with $ ! $L # $R. !0 is negative and measured from the Fermi level in the leads
at equilibrium. (B) Differential conductance dI/dVSD versus dc bias voltage between source and drain contacts VSD for T ranging from 15 mK (thick
black trace) up to 900 mK (thick red trace), at Vgl ! +413 mV and B ! 0.4 T. The inset shows that the width of the zero-bias peak, measured
from the FWHM, increases linearly with T. The red line indicates a slope of 1.7 kB/e. At 15 mK, the FWHM ! 64 ,V, and it starts to saturate
around 300 mK.
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• Quantum dots. Current : I(V).

• Steady state computations 

I(V)

Nanostructures Quenches in cold atoms

• Lattice to impurity via DMFT

• e.g. Change interaction at t=0, 
study relaxation, etc... 

• Methods, e.g. : 

• Time dependent NRG F. Anders et al. Phys. Rev. Lett. 100, 086809 (2008)

• Real time QMC ....



Real Time Quantum Monte Carlo

• Diagrammatic Monte Carlo : use the Keldysh contour !

• Start non-equilibrium at t=0, and 

• try to relax to steady state 

• study quench

46
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The Monte Carlo procedure follows the usual scheme,
with addition and removal of vertices.

In a cluster dynamical mean field calculation of the
one-dimensional Holstein model (Hubbard interaction set
to 0) the method reveals interesting near-Fermi-level
structures in the electron spectral function related to in-
termediate range correlations (Assaad, 2008); see Fig. 16
for representative results. The flexibility of the method
and the importance of electron-phonon couplings in ma-
terials science suggests that the implementation and in-
vestigation of more general types of electron phonon cou-
plings would be a worthwhile effort.

VIII. EXPANSION ON THE KELDYSH CONTOUR:
REAL-TIME AND NON-EQUILIBRIUM PHYSICS

A. Introduction

In this section we describe a diagrammatic Monte
Carlo technique capable of computing the nonequilib-
rium properties of quantum impurity models. These
methods have been used to calculate the transport
properties and relaxation dynamics of current-biased
quantum dots and as impurity solvers for dynami-
cal mean field studies of the nonequilibrium proper-
ties of solids. Real-time CT-QMC methods were pi-
oneered by Mühlbacher and Rabani who used a hy-
bridization expansion method to study a problem of
electrons coupled to phonons (Mühlbacher and Rabani,
2008). The non-equilibrium hybridization expansion
was generalized to the case of electron-electron interac-
tions in (Schmidt et al., 2008), (Werner et al., 2009b),
(Schiró and Fabrizio, 2009), (Schiro, 2009), while the
real-time version of the CT-AUX method was given in
(Werner et al., 2009b), (Werner et al., 2010) and used in
(Eckstein et al., 2009a,b). It is important to bear in mind
that unlike in the equilibrium case, where the algorithms
have been tried, tested and optimized, the nonequilib-
rium extensions of CT-QMC are still in an experimental
stage. The methods which have been implemented so far
are more-or-less straightforward adaptations of the equi-
librium CT-QMC algorithms. Significant improvements
in methodology may be possible.

While both CT-AUX and CT-HYB based meth-
ods have been studied, we will restrict our explicit
discussion in this section to the CT-AUX algorithm,
which has allowed an accurate study of the steady-
state current-voltage characteristics of half-filled quan-
tum dots in the weak- and intermediate-correlation
regime. For a discussion of the real-time CT-HYB
algorithm we refer the reader to the original papers
by Mühlbacher and Rabani (Mühlbacher and Rabani,
2008), Schiro and Fabrizio (Schiró and Fabrizio, 2009),
and also to Ref. (Werner et al., 2010), where both CT-
AUX and CT-HYB real-time algorithms are presented in
detail.
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FIG. 17 Illustration of the Keldysh contour for a CT-AUX
study of the Anderson model with interaction quench (top
panel) and voltage quench (bottom panel). In an interaction
quench starting from U = 0, the imaginary time branch of
the contour is shifted to t = −∞ and must not be explicitly
considered in a weak-coupling Monte Carlo simulation. The
red arrows represent auxiliary Ising spin variables. The top
panel shows a Monte Carlo configuration corresponding to
perturbation order n+ = 2, n− = 2, and the bottom panel
a configuration corresponding to n+ = 3, n− = 2, nβ = 2.
From Ref. (Werner et al., 2010).

B. Keldysh formalism

The basic theoretical task is to evaluate the expecta-
tion value of some operator O at some time t, given that
the system was prepared at time t = 0 in a state de-
scribed by the density matrix ρ0. Using the Heisenberg
representation the expectation value may be expressed
mathematically as

〈O(t)〉 = Tr
[
ρ0e

i
R t
0 dt′H(t′)Oe−i

R t
0 dt′′H(t′′)

]
(153)

(the generalization to operators with multiple time de-
pendencies is straightforward and will not be written ex-
plicitly). A nonequilibrium situation may arise through a
time dependence of H (as occurs for example in a system
‘pumped’ by a laser), through nonequilibrium correla-
tions expressed by ρ0 (as occurs for a quantum dot with
current flowing across it) or through an initial density
matrix ρ0 which is different from the long-time (thermal
equilibrium) limit, as occurs if a system is ‘quenched’
into a different state. Only the latter two examples have
so far been studied with CT-QMC techniques. The ex-
amination of ‘pumping’ problems is an interesting open
issue.

One may (Kadanoff and Baym, 1962) view the expec-
tation value in Eq. (153) as an evolution on one of the
Schwinger-Keldysh contours illustrated in the two panels
of Fig. 17. In each panel the upper contour represents
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structures in the electron spectral function related to in-
termediate range correlations (Assaad, 2008); see Fig. 16
for representative results. The flexibility of the method
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plings would be a worthwhile effort.
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methods have been used to calculate the transport
properties and relaxation dynamics of current-biased
quantum dots and as impurity solvers for dynami-
cal mean field studies of the nonequilibrium proper-
ties of solids. Real-time CT-QMC methods were pi-
oneered by Mühlbacher and Rabani who used a hy-
bridization expansion method to study a problem of
electrons coupled to phonons (Mühlbacher and Rabani,
2008). The non-equilibrium hybridization expansion
was generalized to the case of electron-electron interac-
tions in (Schmidt et al., 2008), (Werner et al., 2009b),
(Schiró and Fabrizio, 2009), (Schiro, 2009), while the
real-time version of the CT-AUX method was given in
(Werner et al., 2009b), (Werner et al., 2010) and used in
(Eckstein et al., 2009a,b). It is important to bear in mind
that unlike in the equilibrium case, where the algorithms
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rium extensions of CT-QMC are still in an experimental
stage. The methods which have been implemented so far
are more-or-less straightforward adaptations of the equi-
librium CT-QMC algorithms. Significant improvements
in methodology may be possible.

While both CT-AUX and CT-HYB based meth-
ods have been studied, we will restrict our explicit
discussion in this section to the CT-AUX algorithm,
which has allowed an accurate study of the steady-
state current-voltage characteristics of half-filled quan-
tum dots in the weak- and intermediate-correlation
regime. For a discussion of the real-time CT-HYB
algorithm we refer the reader to the original papers
by Mühlbacher and Rabani (Mühlbacher and Rabani,
2008), Schiro and Fabrizio (Schiró and Fabrizio, 2009),
and also to Ref. (Werner et al., 2010), where both CT-
AUX and CT-HYB real-time algorithms are presented in
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B. Keldysh formalism

The basic theoretical task is to evaluate the expecta-
tion value of some operator O at some time t, given that
the system was prepared at time t = 0 in a state de-
scribed by the density matrix ρ0. Using the Heisenberg
representation the expectation value may be expressed
mathematically as

〈O(t)〉 = Tr
[
ρ0e

i
R t
0 dt′H(t′)Oe−i

R t
0 dt′′H(t′′)

]
(153)

(the generalization to operators with multiple time de-
pendencies is straightforward and will not be written ex-
plicitly). A nonequilibrium situation may arise through a
time dependence of H (as occurs for example in a system
‘pumped’ by a laser), through nonequilibrium correla-
tions expressed by ρ0 (as occurs for a quantum dot with
current flowing across it) or through an initial density
matrix ρ0 which is different from the long-time (thermal
equilibrium) limit, as occurs if a system is ‘quenched’
into a different state. Only the latter two examples have
so far been studied with CT-QMC techniques. The ex-
amination of ‘pumping’ problems is an interesting open
issue.

One may (Kadanoff and Baym, 1962) view the expec-
tation value in Eq. (153) as an evolution on one of the
Schwinger-Keldysh contours illustrated in the two panels
of Fig. 17. In each panel the upper contour represents

Switch on interaction Switch on voltage

Mühlbacher, Rabani (2008)
Werner et al (2009)
Schiro and Fabrizio (2009)

• Sign problem due to real time (i factor in time evolution)

• Computation limited in time (does not reach the Kondo time)



Real Time QMC : applications

• Quench in Hubbard model M. Eckstein et al, ArXiv:0904.0976

• DMFT, change U at t=0. Dynamical phase transition at U = 3.2 (?) 

• Solution of a quantum dots (in some regimes) Werner et al. (2010)
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FIG. 52 Plot of the total current I as a function of the bias
voltage for a noninteracting quantum dot coupled to phonons
at half filling with voltage bias applied symmetrically, εd = 0,
µL,R = ±V

2 , and T = 1
5 , in units of Γ = ΓL + ΓR. From

Ref. (Mühlbacher and Rabani, 2008). M0 denotes the phonon
coupling strength, γ the coupling to a secondary bath.

A. Results: Current-voltage characteristics

1. Real-time CT-HYB

The first nonequilibrium applications of the CT-QMC
technique were to the current-voltage characteristics of a
quantum dot under a bias voltage. In their pioneering pa-
per, Mühlbacher and Rabani (Mühlbacher and Rabani,
2008) studied a non-interacting dot coupled to phonons
(essentially the Holstein-Hubbard model, Eq. (134), with
U = 0). They showed that the hybridization expansion
method could be directly applied on the Keldysh contour,
and that long enough times could be reached to permit
measurements of steady state behavior. Figure 52 shows
the current-voltage characteristics for different choices of
the phonon frequency ω0 and phonon coupling strength
M0 (= λ). The lines are the result from an approximate
calculation (Flensberg, 2003). These calculations start
from an initial state in which the dot is decoupled from
the leads, and the calculation must build in appropriate
entanglement. Both the presence of phonons and the rel-
atively high T are important in the convergence of the
calculation. Especially in interacting dots, where the ex-
pansion must be performed for both spin flavors, reaching

 0
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FIG. 53 Time evolution of the current for different voltage
biases (U/Γ = 6, T = 0). In the initial state, the current is
given by the steady state current through the non-interacting
dot. At time t = 0, the interaction is turned on. From
Ref. (Werner et al., 2010).

a steady state becomes challenging. Results for for inter-
acting dots have been published in (Schiró and Fabrizio,
2009; Schmidt et al., 2008; Werner et al., 2009b). At-
tempts to optimize the algorithm by considering initial
states with dot-lead entanglement (Schiro, 2009) have not
led to dramatic improvements.

2. Real-time CT-AUX

In the weak coupling methods, for example the CT-
AUX algorithm explained in Sec. VIII.A, the real-time
simulation starts from a state with dot-lead entangle-
ment. While the presence of interactions of course mod-
ifies this entanglement, it seems that up to interaction
strengths of U ≈ 10Γ, fewer perturbation orders are re-
quired to reach steady state (at least in the particle-hole
symmetric case), and the method yields usefully accurate
results of the stead-state current. We will illustrate this
with some results for the time-dependence of the cur-
rent and the current-voltage characteristics of half-filled
quantum dots with symmetrically applied voltage bias
(µL = −µR = V/2). The half-filling and symmetric bias
eliminates odd orders of perturbation theory and consid-
erably increases the times which can be reached. The
results presented here were obtained via the “interaction
quench” method. Temperature enters only as a param-
eter in the lead correlators, making it possible to treat
arbitrary temperatures, including T = 0.

At time t = 0, the system is non-interacting but sub-
ject to an applied bias V , so a current I0(V ) appropriate
to the non-interacting model is flowing through the dot.
At t = 0+ the interaction is turned on and the system
relaxes into the steady-state configuration appropriate to
the interacting model. In Fig. 53 we plot the time evolu-
tion of the current for fixed U/Γ = 6 and several voltage
biases. For voltages V/Γ ! 2, even though the tran-

 Time evolution of the current for different voltage biases (U/Γ=6,T=0). 
In the initial state, the current is given by the steady state current through 

the non-interacting dot.  Interaction turned on at t=0
        



Conclusion

• A lot of progress recently on Continuous Time QMC

• Enable us to solve more complex/realistic models.

• Open issues : 

• Faster QMC for low symmetry realistic atoms ?

• Real frequency QMC solution ?

• (t-)DMRG for small cluster ? 

• Use other diagrammatics ? e.g. NCA, cf Gull et al. arXiv:1004.0724

• Better methods out of equilibrium ?
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