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Phases	
  	
  &	
  	
  Ques*ons	
  
1)  SuperconducGvity	
   	
  –	
  	
  Why	
  a	
  dome	
  ? 	
  –	
  	
  Why	
  peaked	
  at	
  p	
  =	
  0.16	
  ?	
  
2)  Pseudogap	
   	
   	
  –	
  	
  What	
  is	
  it	
  ? 	
   	
  –	
  	
  Crossover	
  or	
  transi;on	
  ?	
  
3)  Charge	
  order	
   	
   	
  –	
  	
  Why	
  a	
  dome	
  ? 	
  –	
  	
  Why	
  peaked	
  at	
  p	
  =	
  0.12	
  ?	
  
4)  NemaGcity	
   	
   	
  –	
  	
  Where	
  from? 	
  –	
  	
  Crossover	
  or	
  transi;on	
  ?	
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Next we study the broken-symmetry states by
examining Zð→r, EÞ measured simultaneously with
the

→
k-space data in Fig. 2, but now for D0 < |E| <

D1 (pink regions in Fig. 1B), where D1 is the
maximum detectable gap [pseudogap at low p
andmaximum superconducting gap at high p (35)].
These images exhibit several distinct broken spa-
tial symmetries whose evolution with p we ex-
plore. Figure 3A shows Zð→r, E ∼ D1Þ for p =
0.08,whereas Fig. 3B showsZð→r, E ∼ D1Þ for p=
0.23, with their Fourier transforms Zð→q, E ∼ D1Þ
shown in Fig. 3, C and D, respectively. The former
exhibits the widely reported (24–26, 35, 36) quasi-
static wave vectors →q∗

1 and →q∗
5 of states with local

symmetry breaking along with the Bragg peaks
(red circle), whereas in the latter, the quasi-static
wave vectors →q∗

1 and →q∗
5 have disappeared. The

→
Q ¼ 0 broken C4-symmetry states can be detected
by using the lattice-phase–resolved nematic order
parameter (11)

Oq
N ðEÞ ¼ ReZð→Qy, EÞ − ReZð→Qx, EÞ ð3Þ

The
→
Qx and

→
Qy are the Bragg vectors after the

necessary transformation to nearly perfect lattice
periodicity in Zð→r, EÞ so that real and imaginary
components of the Bragg amplitudes, ReZð→Q, EÞ
and ImZð→Q, EÞ, are well defined (11, 35). The
measured Oq

N ð
→r, E ∼ D1Þ for p = 0.06 and

Oq
N ð

→r, E ∼ D1Þ for p = 0.23 are shown in Fig. 3,

E and F, respectively (supplementary text section
IV) (38). Here we see that the extensive order in
Oq

N ð
→r, E ∼ D1Þobserved at low p (11) has dis-

appeared at high p, leaving nanoscale domains of
opposite nematicity (26) probably nucleated by
disorder. The doping dependence of Ið→q∗

5 Þ, the
intensity of the →q∗

5 modulations in Zð→q, EÞ, is
shown in Fig. 3G (supplementary text section
III and figs. S4 and S5) (38), whereas the de-
pendence of the spatially averaged magnitude
j < Oq

N ð
→r, E ∼ D1Þ > j of the →

Q ¼ 0 C4 break-
ing is shown in Fig. 3H (supplementary text
section IVand figs. S7 and S8) (38). These plots
reveal that the more extended

→
Q ¼ 0 broken

symmetry and the shorter-range ordering tenden-
cies in

→
Q ≠ 0 modulations (11, 26, 35) disap-

pear near a critical doping pc ≈ 0.19.
Figure 4A is a schematic summary of our find-

ings, from Bogoliubov QPI techniques (32, 35, 37),
on the dependence of

→
k-space electronic structure

with increasing p. Fig. 4B shows that the wave vec-
tors

→
k ¼ →qE=2 of states at which Bogoliubov QPI

disappears (circles) evolve along the
→
k‐space lines

ðT1, 0Þp=a0 → ð0, T1Þp=a0 with increasing p.
Concomitantly, the quasi-static wave vectors
→q∗
1 =2 and ð2p − →q∗

5 Þ=2 of broken-symmetry
states also evolve on the same trajectory (squares).
Thus, the →q∗

1 and →q∗
5 wave vectors of incommen-

surate (density-wave) modulations evolve with

doping, as shown in Fig. 4C (35). Figure 4D
shows the area of →k‐space between the arc and
the line ð1, 0Þp=a0 → ð0, 1Þp=a0 (left inset)
increasing proportional to hole density p (32,
35); at p = 0.19, there is a transition to a
diminishing area of electron count as 1-p for the
closed-contour FS topology. Finally, we show in
Fig. 4, E to G, that the critical point pc ≈ 0.19 is
associated microscopically with a transition to
conventional d-wave Bogoliubov QPI on a com-
plete FS (simulated in Fig. 4E and measured at
p > pc in 4G) from a highly distinct form of
scattering (Fig. 4F) of unknown cause (39).

To recapitulate: With increasing hole density,
the

→
Q ≠ 0 modulations (density waves) weaken

and disappear at pc ≈ 0.19 (Fig. 1A and Fig. 3, A
to D and G). Concurrently, the

→
Q ¼ 0 broken-

symmetry (intra–unit-cell nematic) states become
progressively more disordered (13) and reach a
zero average value at approximately the same pc
(Fig. 1A and Fig. 3, E to F and H). Simulta-
neously, the

→
k-space topology of coherent Bogo-

liubov quasi-particles (or the FS supporting their
superconducting gap) undergoes an abrupt tran-
sition from arcs to closed contours (Figs. 2 and
4 and movie S2) (38). This key transformation
of cuprate electronic structure is therefore linked
directly with disappearance of electronic sym-
metry breaking. However, this phenomenology

Fig. 3. Measurements of hole-density dependence of
→
Q = 0 and

→
Q ≠ 0

ordering. (A) Z(→r, E ∼ D1) for p = 0.08. Incommensurate conductance
modulations are clearly seen; D1 = 84 T 1 meV. (B) Z(→r, E ∼ D1) for p =
0.23 is shown; D1 = 20 T 1 meV. No specific →q‐vector for modulations is
seen, although the QPI signature of Bogoliubov quasi-particles does produce a
jumbled standing wave pattern. (C) Z(→q, E ∼ D1) for p = 0.08 from (A); →q1∗
and →q5

∗ wave vectors are indicated by purple and orange circles, respectively.
Bragg peaks in (C) and (D) are denoted by red circles. (D) Z(→q, E ∼ D1) for p=
0.23 from (B). No specific broken-symmetry state wave vectors are apparent,
whereas the residual dispersive effects of Bogoliubov quasi-particles are seen.
(E)

→
Q = 0 broken C4-symmetry order parameter ON

q (→r, E ∼ D1) for p = 0.06;

D1 = 124 T 1 meV. This whole field of view is a single color, indicating that
long-range

→
Q = 0 intra–unit-cell C4 symmetry breaking exists. (F) Intra–unit-

cell broken C4 symmetry ON
q (→r, E ∼ D1) for p = 0.22; D1 = 28 T 1 meV.

Long-range order has been lost, but nanoscale domains of opposite nematicity
persist. The dashed circle represents the spatial resolution of the analysis.
(G) Intensity of incommensurate modulations with wave vector →q5

∗, I(→q5∗)
initially increases upon doping peaking near p ~ 1/8, and then diminishes to
reach zero at p ≈ 0.19. (H) Squares indicate measured spatial average value
of the

→
Q ¼ 0 broken C4 symmetry j< ON

q (→r, E ∼ D1) >j, which diminishes
steadily with increasing p, to reach zero near p = 0.19. Triangles indicate
measured standard deviation of ON

q : dON
q (→r, E ∼ D1).
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Suppression of charge order by pressure in YBCO 

Restoring the full superconducting dome 
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(where t is time) for arbitrary dj are non-vanishing only near the
‘surface’, so in the thermodynamic limit the phases fj of the CDW
fluctuations on neighbouring stripes are not locked together and
there is no CDW order. The physical origin of this effect is easily
understood. The difference in arc lengths, DjL ¼ Ljþ1ðxÞ 2 LjðxÞ, is a
sum of contributions with random sign, which are more or less
independently distributed along the distance jxj. For this reason,
DjL (and the dephasing) grow with increasing jxj roughly as in a
random walk, that is jDjLj2,Djxj, where D is a transverse diffusion
constant.

This result may be obtained formally by integrating out the stripe
fluctuations (Y) perturbatively in powers of V and, subsequently, J.
To first order in V, the effective interaction between the CDWs on
neighbouring stripes, V(1)(x; Df(x)), is given by the expression:

V ð1Þðx; DfÞ ¼ hVðDYÞcos½
ÅÅÅÅÅÅ
2p

p
ðDfÞ 2 2kFðDLÞÿi ð6Þ

where h i implies averaging over transverse stripe fluctuations. To
lowest order in a cumulant expansion:

V ð1Þðx; DfÞ ¼ V̄ðxÞcos½
ÅÅÅÅÅÅ
2p

p
ðDfÞÿ ð7Þ

V̄ðxÞ ¼ hVðDYÞiexp{ 2 ð2k2
FÞh½DLðxÞÿ2i}

At any non-zero temperature, in agreement with the simple physical
argument given above, it is straightforward to show that
h½DLðxÞÿ2i,ATjxj for large jxj, where A is a complicated measure
of the magnitude of the transverse stripe fluctuations. It is impor-
tant to note that A is dominated by short-wavelength transverse
fluctuations, and is insensitive to details of their quantum
dynamics. At precisely T ¼ 0, for technical reasons that are not
important for present purposes, the dephasing effect is somewhat
more subtle, and in fact h½DLðxÞÿ2i,A~q̄logjxj, which implies that V̄
falls as a power of jxj as opposed to the exponential fall-off at non-
zero T. These expressions, which can readily be extended to higher
order in perturbation theory and higher order in the cumulant
expansion, capture the essential general point of the physics—that
the effective coupling between CDWs vanishes except in a narrow
‘surface’ region at the ends of the stripes, and hence can be ignored
in the thermodynamic limit.

The effect of Josphenson coupling between stripes may be
analysed in the same way. To first order in J, the effective action is
proportional to:

h J i < J0exp{ða2=2Þh½DjYÿ2i} ð8Þ

Hence the superconducting coupling is strongly enhanced by the
transverse stripe fluctuations. (There is a similar enhancement of
the CDW coupling, V, but it is overwhelmed by the dephasing
effect.) Physically, this enhancement reflects the fact that the mean
value of J is dominated by regions where neighbouring stripes
come close together so that h J i is very much larger than the median.
From equation (1) it can be seen that, when Kc . 1=2, the pair
susceptibility on an individual stripe diverges as T ! 0 and
hence, for non-zero J, the smectic phase is always globally super-
conducting below a finite (Kosterlitz–Thouless) ordering tem-
perature, Tc,ðh J i¢sÞKc =ð2Kc 2 1Þ. Because of the broken rotational
symmetry of this phase, all that can be said about the symmetry
of the superconducting state is that it is singlet; its symmetry is
necessarily a mixture of ‘s-wave’ and ‘d-wave’. On the other hand, for
Kc , 1=2 and h J i sufficiently small, the system remains a (quantum
critical) non-Fermi liquid all the way to T ¼ 0. Although such
quantum critical phases are common in one dimension10, where
they are often called ‘Luttinger liquids’, we believe this is the first
theoretically well justified example in two dimensions.

To complete the physical picture of the quantum smectic, we
construct a global phase diagram, shown schematically in Fig. 2, by
considering the possible zero and finite temperature phase transi-
tions from the smectic state to states with other symmetries. This
can be done, to a large extent, on the basis of general considerations

of symmetry and by analogy with the phase diagram of conventional
liquid crystals; the argument relies on nothing more than the
existence (and electronic character) of the quantum smectic phase.

Along the T ¹ 0 axis of the figure, the phases evolve as ~q̄ is
varied. Starting from the smectic phase:

(1) To the left, as the system becomes progressively more
‘classical’, there is a (first-order) phase transition to a crystalline
state, in which the phases of the CDWs on neighbouring stripes are
locked, the transverse stripe fluctuations become the phonons of a
fully ordered crystal, superconducting order is destroyed, and the
system becomes globally insulating.

(2) To the right, as the system becomes more quantum and, in
particular, when the r.m.s. magnitude of the transverse fluctuations
of the stripes becomes comparable to their spacing, there is a T ¼ 0
transition to a quantum nematic phase. This transition is driven by
dislocations which destroy the stripe positional ordering at long
distances. We generally expect this transition to be continuous. This
implies that, for Kc . 1=2, the superconducting order must con-
tinue across the smectic to nematic phase boundary. Similarly, in
the case Kc , 1=2, the Luttinger liquid behaviour must persist across
the phase boundary.

(3) At still larger ~q̄=V, there must be a transition to an isotropic
phase. Landau theory suggests that the nematic to isotropic tran-
sition should be continuous in two spatial dimensions, although it is
first-order in three.

(4) For Kc . 1=2, there are two possible schemes for the termina-
tion of the high-temperature superconducting order with increas-
ing ~q̄: If the nematic region of the phase diagram is narrow, so that
significant local stripe correlations survive into the isotropic phase,
then the superconducting state could survive until some larger value
of ~q̄, as shown in Fig. 2; in this case, the superconducting state will
have a pure symmetry (‘s’ or ‘d’) where it extends into the isotropic
phase. Otherwise, the high-temperature superconducting phase
could terminate at a critical point within the nematic phase. In
either case, beyond this point, the ground state is a (possibly)
anisotropic Fermi liquid (similar to a conventional metal) or, if
there remain sufficient residual interactions, a low-temperature
superconductor. A highly schematic view of the local stripe order
in these various phases is shown in Fig. 3.

Except for the choices among the possible schemes described
above, and so long as the phase transitions are continuous, the
topology of the phase diagram is constrained to be as shown in Fig. 2
for the case Kc . 1=2. At high enough temperature, there must be a
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static but short ranged16–20 necessarily implies that quenched
disorder plays a role, even in such a clean cuprate.

Microscopic nature of the CDW modulation. Our data also
bring new information on the structure of the CDW. First, the
charge modulation of the high-field phase develops on top of the
normal-state charge modulation so that Tcharge does not corre-
spond to a simple switch between two different CDW patterns.
Indeed, the normal-state broadening actually persists below
Tcharge, where it is superimposed on the line splitting and is
approximately temperature independent (Fig. 3d).

Second, the modulation in the normal state is not just a weak-
amplitude version of the modulation in the high-field phase. At
least for the ortho-II sample, it shows less in-plane anisotropy
than in the high-field phase where planar anisotropy in the
magnitude and/or the period of the charge order is inferred from
the difference in the splitting of Cu(2E) and Cu(2F) lines13. In
contrast, these two sites experience similar broadening here in the
normal state (Fig. 3f).

Third, the charge modulation in the normal state breaks intra-
unit-cell symmetry. Indeed, the raw data (Fig. 2) show that the
O(2) sites (in bonds oriented along the a axis) experience a
different broadening as compared with the O(3) sites (along b
axis). At high temperatures, the difference of width between O(2)

and O(3) is small and temperature independent (Figs 2a,b and 6),
consistent with a differentiation due to the lattice anisotropy of
YBa2Cu3Oy (orthorhombicity and/or to strain from the chains).
However, the width difference becomes temperature dependent
and increases on cooling (Figs 3a,b and 6), which shows that it
involves electronic correlations. In this sense, the temperature-
dependent differentiation represents a form of nematic order,
even though it could eventually arise in response to the structural
anisotropy.

Origin of intra-unit-cell nematic order. An important obser-
vation for understanding the microscopic origin of the inequi-
valence of O(2) and O(3) is that it appears at Tonset (Figs 3a,b
and 6). The intra-unit-cell inequivalence thus appears as a mere
consequence of the CDW pattern.

Two main types of patterns can produce such nematicity: a
uniaxial CDW and a biaxial CDW with d-symmetry23,24. In the
latter case, however, the distribution of charge density is
statistically identical for the two subsets of oxygen sites in
orthogonal bonds. Therefore, the purely biaxial d-CDW cannot
be visible in the NMR linewidth, which represents the breadth of
this statistical distribution. We conclude that the inequivalence of
O(2) and O(3) in the NMR data of ortho-VIII (Fig. 6c,d) betrays a
certain degree of planar anisotropy of the local charge modulation
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magnetic hyperfine contribution to the line broadening in ortho-II at
O(2) and O(3) planar sites. See Methods section for analysis details.
(b) Nematicity amplitude N calculated as the difference of (dnmagn(T)
! dnmagn(HT)] values between O(2) and O(3) sites, where dnmagn(HT) is
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(c) CDW-induced quadrupole contribution to the broadening in ortho-VIII.
(d) Nematicity amplitude N calculated as the difference of (dnquad(T)
! dnquad(HT)) values between O(2EF) and O(3F) sites, where dnquad(HT)
is the high-temperature limit shown by orange and blue lines. Since the
measurement was performed with H||b, the (dnquad(T)! dnquad(HT)), data
for O(3) were multiplied by a factor 0.78 as in ortho-II (Fig. 3). Grey vertical
bars indicate Tonset, the onset of NMR broadening by static short-range
CDW order. Orange and blue curves guide the eye. Error bars are s.d. in the
fits of the lineshapes. Note that neither the magnitude of the differentiation
observed in the electronic spin polarization, which is particularly striking in
ortho-II (a), nor the magnitude of the differentiation in the quadrupole
frequency, which is opposite for ortho-II (Fig. 3a,b) and ortho-VIII (c),
are understood. These quantitative data represent unique information on
charge order at the microscopic level but exploiting them requires
theoretical input on how the CDW affects the magnetic and electric
fields measured in NMR.
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that has not been detected in the XRD measurements18.
Therefore, ortho-VIII may not be fundamentally dissimilar to
ortho-II for which a marked anisotropy is evident from both
NMR (Figs 3a,b and 6a,b) and XRD19,20.

As described above, because it gives access to the width of a
statistical distribution and not to a direct visualization of each
unit-cell, NMR may not be sensitive to all types of differentia-
tions. Thus, the oxygen differentiation in the NMR data of
YBa2Cu3Oy might be, at least partially, different from the (long-
ranged) intra-unit-cell nematicity identified by scanning tunnel-
ling microscopy in Bi2212 (ref. 10). Also, we cannot exclude that
nematic order exists without concomitant translational symmetry
breaking25 elsewhere in the phase diagram. Therefore, that the
intra-unit-cell inequivalence measured here is nothing else than
planar anisotropy of the short-ranged charge modulation is not
necessarily a conclusion that can be claimed to be generic from
our results.

Lessons from canonical CDW systems. In layered CDW
materials such as NbSe2, a generalized version of the Friedel
oscillations of common metals takes the form of a static charge
density modulation of period p/qCDW, where qCDW is the
ordering wave vector of the CDW, even above the CDW transi-
tion at TCDW (refs 26–28). On cooling towards TCDW, the charge
modulation grows around defects over a typical length set by the
charge correlation length xcharge of the pure system and with an
intensity reflecting the amplitude of the CDW susceptibility wCDW
(refs 26–28). This produces an NMR line broadening starting to
be detected near TonsetE2.3 TCDW and actually persisting below
TCDW as the CDW pattern remains perturbed around defects26,27.

All aspects of the above-described NMR broadening in
YBa2Cu3Oy, including its onset near TonsetE2–3Tcharge, strikingly
resemble the above description. This suggests that the static

charge modulation in the normal state also arises from CDW
fluctuations frozen or ‘pinned’ by defects that are always present
in any sample. Furthermore, disorder pinning offers a plausible
explanation of the stronger in-plane anisotropy of the modulation
in the high-field phase of ortho-II: an intrinsically unidirectional
modulation in a square lattice becomes locally bidirectional when
pinned to defects14,29,30; we expect this pinning to affect more
strongly the short-range order of the normal state than the
long-range order of the high-field phase.

Generic impact of the static charge modulation. Because the
pinned modulation is static and pervasive in CuO2 planes, it
offers a natural explanation of the anomalous Tc depression near
p¼ 0.12 and of many anomalies observed near Tonset in YBa2-
Cu3Oy; the Hall coefficient curves downwards, suggesting the
beginnings of a Fermi surface reconstruction11, the electrical
resistivity rab(T) shows an inflexion point31 and new modes
appear in optical spectroscopy32,33. We also note that the NMR
relaxation rate (T1T)" 1 has a maximum near Tonset, until now
attributed to the pseudogap (ref. 34).

There is moreover, both direct and indirect, evidence that
similar disorder-pinned charge modulation is ubiquitous in the
normal state of underdoped cuprates: similar Fermi surface
reconstruction suggesting incipient charge ordering35 and similar
sequence of temperature crossovers in rab

36 are observed in
HgBa2CuO4þ d. Out-of-plane oxygen defects are thought to play
a primary role in pinning analogous short-ranged charge
modulations in Bi-based cuprates37. Likewise, particle-hole
asymmetry and spectral broadening in photoemission
experiments have been attributed to short-range, rather than
long-range, order whose microscopic nature could not be
identified4.

CDW versus pseudogap. In general, caution is required when
discussing onset temperatures as they can be influenced by the
signal-to-noise ratio in the data and by the subjectivity of the
chosen criterion. Here, we cannot exclude that Tonset values would
be higher in measurements with orders of magnitude greater
precision. Also, the pseudogap onset temperature is not unequi-
vocally defined in YBa2Cu3Oy—for the same y value, T* values
can differ by B100 K depending on the measurement2,31,38.
Nonetheless, even with these precautions, the experimental
situation is unambiguous: Tonset and T* appear as two
dissimilar, markedly separated, scales in the phase diagram
(Fig. 7), especially since T*, defined by the onset of a decrease in
the spin susceptibility, is definitely above room temperature for
our YBa2Cu3Oy samples38. It should thus be clear that there is
nothing in our data suggesting that CDW correlations could be
responsible for the pseudogap.

This, however, does not mean that the two phenomena are
entirely unrelated. Since CDW correlations are manifested only
within the pseudogap regime, they must have roots in common
(likely local antiferromagnetic correlations). Furthermore, we
cannot exclude that CDW correlations contribute to the
pseudogap in the temperature range TcoToTonset, even though
they are not involved in its formation at higher temperature. The
question of the relationship between the pseudogap and the CDW
is actually broader and more complex than a simple issue of
causation. It is thus beyond the scope of this paper.

Search for intra-unit-cell magnetic order. Intra-unit-cell (that is,
Q¼ 0) magnetic order is observed in neutron scattering studies2,
and its onset turns out to coincide with thermodynamic evidence
of a phase transition at T* (ref. 21). This could lead to the
conclusion that Q¼ 0 magnetic order is a genuine broken
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NATURE COMMUNICATIONS | DOI: 10.1038/ncomms7438 ARTICLE

NATURE COMMUNICATIONS | 6:6438 | DOI: 10.1038/ncomms7438 | www.nature.com/naturecommunications 5

& 2015 Macmillan Publishers Limited. All rights reserved.

Two	
  scenarios	
  	
  –	
  	
  	
  	
  	
  	
  

SDW	
  scenario	
  

NMR	
  



CDW	
  nema;city	
  

Comin	
  et	
  al.,	
  Science	
  347,	
  1335	
  (2015)	
  

Two	
  scenarios	
  	
  –	
  	
  	
  	
  	
  	
  

SDW	
  scenario	
  
RSXS	
  

This leaves open the fundamental question of
whether stripes are the underlying charge in-
stability in thewhole class of hole-doped cuprates.
We used resonant x-ray scattering (RXS) to

study the local density correlations of the charge-
ordered state and the interaction of this state with
superconductivity (SC) in underdoped YBCO. The
RXS technique, which is now at full maturity, rep-
resents a unique combination of diffraction (to
probe reciprocal space) and resonant absorption
(allowing element specificity and therefore site
selectivity). RXS directly measures the structure
factor S(Qx, Qy), where Qx and Qy represent the
momenta along the reciprocal axes H and K, re-
spectively. The structure factor is linked to the
density-density correlation function and there-
fore to the CDW order parameter in momentum
space (27). To reconstruct the two-dimensional
(2D) structure factor with high resolution, we used
a specifically devisedRXS probing schemewhereby
a charge-ordering peak is sliced along different di-
rections in the (Qx,Qy) plane, parameterized by the
azimuthal anglea (Fig. 1). The resulting 2Dshapeof
theCDWpeaks rules out checkerboard order and is
instead consistent with a stripy nature of charge
modulations in YBCO (28). We carried out RXS

measurements in the vicinity of the CDW wave
vectorsQa ≈ (0.31, 0) andQb ≈ (0, 0.31) for three
detwinned, oxygen-ordered YBCO samples: YBa2-
Cu3O6.51 (Y651, with hole doping p ≈ 0.10), YBa2-
Cu3O6.67 (Y667, p≈ 0.12), and YBa2Cu3O6.75 (Y675,
p ≈ 0.13).
In our experimental scheme, the CDW peaks

are scanned in a radial geometry via control of
the azimuthal angle a (29) (Fig. 1A). At the Cu-L3
edge, the measured signal is mainly sensitive to
periodic variations in the Cu-2p→ 3d transition
energy (30, 31), which is a scalar quantity, even
though the detailed contribution of a pure charge
modulation versus ionic displacements to the RXS
signal cannot be decoupled (32). In addition, the
poor coherence of the CDW across the CuO2

planes (11, 24, 26) qualifies this electronic ordering
as a 2D phenomenon, thus motivating our focus
on the structure factor in the (Qx,Qy) plane. Rep-
resentative scans of the CDW peak for different a
values and at the superconducting critical temper-
ature T ≈ Tc are shown in the insets to Fig. 1A, for
the Qb and Qa CDW peaks of a Y667 sample. A
change in the peak half width at half maximum
(HWHM) DQ between a = 0° and a = 90° is al-
ready apparent but is even better visualized in

the color map of Fig. 1B, which shows the se-
quence of Q-scans versus azimuthal angle and
the corresponding variation of DQ for Qb in the
range a = –90° to 90°. This same procedure is
applied to all three YBCO doping levels, for both
the Qa and Qb CDW peaks; polar plots of DQ
versus a are shown in Fig. 1, C to E, for Y651,
Y667, and Y675, respectively. With the aid of the
ellipse fits to the CDW profiles (continuous lines),
four key aspects of these data stand out: (i) All
peaks show a clear anisotropy between the two
perpendicular directions a = 0° and a = 90°; (ii)
for each doping, the Qa and Qb peaks have dif-
ferent shapes, and in the case of Y651 and Y667
this is more evident as the peaks are elongated
along two different directions; (iii) the departure
from an isotropic case, quantified by the elonga-
tion of the CDW ellipses, increases toward the
underdoped regime and is opposite to the evo-
lution of orthorhombicity, which is instead max-
imized at optimal doping [see (27) and fig. S4 for a
more detailed discussion]; and (iv) the peak elon-
gation at Qa and Qb, evolving from biaxial (Y651
and Y667) to uniaxial (Y675), is inconsistent with
the doping independence of the uniaxial symmetry
of the CuO chain layer, which rules out the
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Fig. 1. Charge order topology in momentum space. (A) Schematic repre-
sentation of the momentum structure of charge modulations in YBCO. Left
inset: Selected momentum scans of the CDW peak along the b axis at Qb =
(0, 0.31), for different azimuthal angles (a = 0°, 45°, 90°). Continuous lines
represent Lorentzian fits; horizontal bars denote the linewidth DQ (HWHM).
Right inset: Same as for the left inset, but for the CDW peak along the a axis at
Qa ≈ (0.31, 0). (B) Color map of a series of Q-scans (normalized to the peak

height) slicing theQb peak between a = –90° and a = 90°; black bars represent
the linewidth DQ, which is largest at a = 0°. (C to E) Polar plots of DQ as a
function of the azimuthal angle a for Qa (red) and Qb (blue) in YBa2Cu3O6.51

(Y651), YBa2Cu3O6.67 (Y667), and YBa2Cu3O6.75 (Y675), respectively. Concen-
tric gray circles are spaced by 0.01 Å–1; continuous lines are fits to an elliptic
profile. Bottom right insets: CDW peaks represented as solid ellipses and
compared with their rotated versions (hollow ellipses) for each doping.
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FIG. 5. (Color online) In-plane anisotropy of the
background-subtracted RXS signal in YBa2Cu3O6.86, YBa2Cu3O6.6,
YBa2Cu3O6.55, and YBa2Cu3O6.51 (Note that in this figure the overall
intensities between the samples have been rescaled for clarity). Full
and empty symbols stand for data taken along the (0,1,0) and (1,0,0)
directions, respectively.

of samples. In order to extract the peak width and position, the
data of Fig. 4 were fitted to Lorentzian profiles. Figure 6(a)
shows a summary plot of the doping dependence of the in-
commensurability determined in this way over the entire CDW
stability range. Both δa and δb decrease linearly with increasing
doping. This behavior contrasts markedly with the one in the
214 materials shown for comparison in Fig. 6(b), where δ first
increases with increasing p and then saturates for p ∼ 1/8.

Figure 7(a) displays the doping dependence of the
Lorentzian full width at half maximum (FWHM) of the
CDW peak at Tc in both directions. The correlation length
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La1.8-xEu0.2SrxCuO4

δ C
D

W
(r

.l.
u.

)

hole concentration (p)

FIG. 6. (Color online) Doping dependence of the CDW wave
vector in YBa2Cu3O6+x compared to the wave vector characterizing
charge order in the “striped” state of La2−xBaxCuO4 (Ref. [6]) and
La1.8−xEu0.2BaxCuO4 (Ref. [5]).

ξ extracted from these data [Fig. 7(b)] reaches a maximum
of ∼75 Å (about 20 lattice spacings) for p ∼ 0.12, mirroring
the amplitude maximum inferred from the raw data in Fig. 3.
Near the end points of the CDW stability range, ξ ∼ 30 Å
(about 8 lattice spacings), comparable to the CDW correlation
lengths observed in Bi2Sr2CuO6+δ , Bi2Sr2CaCu2O8+δ , and
HgBa2CuO4+δ . For the samples with the largest ξ , the peak
widths in the h and k directions differ by up to ∼50%, which
translates into a highly anisotropic correlation volume in the
CuO2 planes.

C. Temperature dependence

The temperature dependence of the CDW peak intensity is
plotted in Fig. 8 for representative samples. In agreement with
prior work, we note that the intensity is maximal around Tc in
all samples except the one with x = 0.86, where the maximum
appears to be slightly below Tc. The superconductivity-
induced intensity reduction is most pronounced for p ∼ 0.12,
and it is less marked near the end points of the CDW stability
range. Figure 9 shows that the FWHM of the CDW peak
follows a related trend. The peaks first become narrower
upon cooling from high temperature, indicating progressive
expansion of the CDW correlation volume, and then broaden
again below Tc, reflecting the suppression of CDW order
by superconductivity. Once again, this behavior is most
pronounced for p ∼ 0.12.
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Figure 8. Magnetic phase diagram of underdoped YBCO6+x . (a) A p–T section
of the phase diagram with the crossover temperatures TSDW and TELC extracted
from figure 5(a) (and similar data for other samples) and figure 7, respectively,
along with the phase boundaries of commensurate antiferromagnetism [22] and
superconductivity [53]. (b) A schematic diagram of a p–H section of the phase
diagram derived in a field-theoretical treatment of competing SDW and SC order
parameters [35]. The control parameter in the field theory was heuristically
identified with the doping level p. The field range covered by the data of figure 4
and the larger field range covered by the quantum oscillation experiments on
YBCO6.5 samples are indicated by red arrows.

4. Summary

Figure 8(a) summarizes the overall layout of the p–T phase diagram of underdoped YBCO6+x .
The SDW and ELC crossover lines established by our neutron scattering results are shown along
with the previously determined phase boundaries for commensurate antiferromagnetism [22]
and superconductivity [53]. At T = 0, the SDW and SC phases coexist over some range of
p. Our data are consistent with µSR evidence of coexistence between magnetic order and
superconductivity in this doping regime [22, 54], but µSR does not contain information about
the spatial character of the local magnetization. The neutron scattering data presented here
demonstrate that the magnetic order coexisting with superconductivity is incommensurate. At
the present time, they are insufficient to determine whether the coexistence is spatially uniform,
as predicted by spiral models [17, 30], or spatially modulated in the form of stripes [16, 55] or
spin vortex lattices [56]. In any case, unavoidable oxygen defects in the YBCO6+x crystal lattice
are expected to induce some degree of spatial inhomogeneity.

Both the SDW order parameter extracted from the intensity of the quasi-elastic peak as
T ! 0 and the crossover temperature TSDW that characterizes its onset at T 6= 0 are continuously
reduced with increasing p. This indicates that the SDW phase boundary ends at a quantum
critical point (QCP) at p ⇠ 0.1, close to the chemical composition YBCO6.5. Further evidence
for quantum criticality is derived from the scaling properties of the dynamical spin correlations
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