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How to study the deep Earth ?
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Tomography principle
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Imaging slabs, plumes...
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Normal modes 
Upper and lower mantle 

Long wave-lengths 

Body waves 
Upper and lower mantle 

Short wave-lengths 

Surface waves 
Upper mantle 

Debayle & Ricard [2012]!
Zaroli et al. [2010]!

1.1%  
 
 
 
 
 
 
 
 
 
 
 
 
-1.1% 

Collège de France, 7
th

October 2021 7/39



Introduction Method SEISGLOB project What is the future ?

Surface wave data

Rayleigh phase velocities (40-360 s)
1) Automated waveform inversion (Cara and Lévêque, 1987 ; Debayle and Ricard 2012).
Rayleigh waveforms, period range : 50 -250 s

2) Application to a massive dataset (Debayle and Ricard, 2012)
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Surface wave data

Rayleigh phase velocities (40-360 s)
534,359 sets of dispersion curves

From fundamental mode up to the 5th overtone
Phase velocity and errors at 60 periods

Largest dataset of Rayleigh wave phase velocity measurements
with their errors (Durand et al. [2015])
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Normal mode data

Normal modes
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Normal mode data

Normal modes
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Normal mode data

Splitting coefficients of spheroidal modes
Up to the degree 8, for 158 spheroidal modes
Koelemeijer et al. [2013], Deuss et al. [2013], Masters et al. [2000], Resovsky & Ritzwoller [1999],

Smith & Masters [1989]

But they ONLY constrain the EVEN degrees of the spherical
harmonic decomposition of the mantle structure

Collège de France, 7
th

October 2021 12/39



Introduction Method SEISGLOB project What is the future ?

Normal mode data

Splitting coefficients of spheroidal modes
Up to the degree 8, for 158 spheroidal modes
Koelemeijer et al. [2013], Deuss et al. [2013], Masters et al. [2000], Resovsky & Ritzwoller [1999],

Smith & Masters [1989]

But they ONLY constrain the EVEN degrees of the spherical
harmonic decomposition of the mantle structure

Collège de France, 7
th

October 2021 12/39



Introduction Method SEISGLOB project What is the future ?

Normal mode data

Coupling coefficients of spheroidal modes
Up to the degree 8, for 26 spheroidal modes
Deuss et al. [2013], Resovsky & Ritzwoller [1999]

They can constrain BOTH the EVEN and ODD degrees of the
spherical harmonic decomposition of the mantle structure

The FIRST tomographic model to include data on the
coupling of normal modes
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Body wave data

S, SS and ScS travel times
47,007 S, 42,174 SS and 11,480 ScS measured at 34 s

Zaroli et al. [2013]
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Inversion

Parametrization

• Model parameters : VS assuming an a
priori correlation with VP and ⇢
d ln(⇢) = 0.2 d ln(VS)
d ln(VP) = 0.55 d ln(VS)

• Lateral parameterization : spherical
harmonics up to degree 40/20/8

• Radial parametrization : spline functions
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SEISGLOB1

SEISGLOB1 : a pure Sv model based on normal modes and surface waves
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SEISGLOB1

A new large scale pattern at 2800 km depth
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SEISGLOB1

Stronger odd degrees

Decrease of the degree 2 throught the D".
The complexity comes from odd degrees and thus from the

normal mode coupling data.
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SEISGLOB1

Stronger odd degrees
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Impacts

It can tell us something about mantle and core dynamics
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SEISGLOB2

SEISGLOB2 : a S model based on normal modes, surface wave and body waves

Surface 
tectonics

Subducted
slabs

LLSVPs

Durand et al. [2017]
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SEISGLOB2

There is a “change” at ⇡ 1000 km depth
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SEISGLOB2

Is it a global feature ?
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SEISGLOB2

Is it a discontinuity or a “transition” zone ?
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Impacts

What could be the origin ? A viscosity jump...
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Impacts

What could be the origin ? A viscosity jump...yields a radial correlation structure much more
similar to that found in tomographic models
(Fig. 4,AandB) than does a viscosity increase at
670 km (Fig. 4D). The rapid change in radial cor-
relation at 1000-km depth in tomographic mod-
els thus suggests a contrast in viscosity, because
no change in phase is known to occur at this depth.
We emphasize that these models include simpli-
fied representations of mantle viscosity structure
(fig. S7) and that a more gradual increase in vis-
cosity may also be compatible with the observa-
tions. Other, more complex viscosity structures
can also alter the behavior of upwellings and down-
wellings and consequently change the radial cor-
relation structure. Convection simulations runwith
a “second asthenosphere,” a weak zone extend-
ing from 670- to 1000-km depth as suggested
in some of our inversions (Fig. 1) as well as in in-
versions by Kido et al. (17), show a greater ten-
dency toward layered convection (27), which
promotes decorrelation.
The viscosity contrast at a 1000-km depth pro-

vides a physical mechanism for the observation
that slabs and plumes stagnate or becomedeflected
deeper than the transition zone in the absence of
a pervasive compositional barrier or another en-
dothermic phase change. It may also reconcile
observations of changes in seismic structure (28)
that led to a proposed hot abyssal layer (29),
though this was originally placed at greater depths.
Given the present state of understanding in
mineral physics, no unique mechanism can be
identified for this increase in viscosity, and our
observation should motivate further experimen-
tal and computational studies. First principles cal-
culations have indicated a continuous though
gentle increase in the viscosity of bridgmanite due
to greater vacancy diffusion starting at around
40 GPa (~1000 km) and continuing until the
postperovskite phase transition (30). The increase
in the strength of ferropericlase observed by
Marquardt and Miyagi (14) is the first positive
experimental evidence for a possible change in
rheology at these depths. Whether this effect,
which is localized in high–strain-rate regions
(surrounding slabs), should be expected to con-
tribute to the viscosity inferred on the basis of the
very-long-wavelength components of the geoid,

remains to be determined. The spin transition in
ferropericlase occurs at much greater depths, and
first-principles simulations suggest that the higher-
pressure phase (low spin) should have increased
diffusion and lower viscosity (31), with a viscosity
minimum near 1500-km depth (32).
Two possible intriguing (though speculative)

solutions remain. Changes in the relative abun-
dance of ferric versus ferrous iron due to dis-
prortionation (33) at these depths or gradually
over a depth range might change the bonding
strength in bridgmanite enough to markedly
strengthen it. Perhaps of greater interest and of
more pervasive dynamical consequencemight be
the gradual drying of the bridgmanite perovskite
as the solubility of water in the structure decreases
with pressure (34), becoming more viscous at
1000-km depth.
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Fig. 4. Radial correlation functions of tomographic and geodynamic models. (A) Radial correlation functions for spherical harmonic degrees 1 to 3 from
SEMUCB-WM1 and (B) GAP-P4 show an abrupt decorrelation of structure across 1000-km depth. Very similar radial correlation functions are seen in the
temperature field from numerical mantle convection simulations with imposed plate motions, including a viscosity contrast at 1000-km depth (C), but not
when the viscosity contrast is smaller and shallower, at 670-km depth (D).
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though this was originally placed at greater depths.
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Geodynamic model 
with viscosity jump 
at 1,000 km depth

Geodynamic model 
with a lower viscosity 
jump at 670 km depth

yields a radial correlation structure much more
similar to that found in tomographic models
(Fig. 4,AandB) than does a viscosity increase at
670 km (Fig. 4D). The rapid change in radial cor-
relation at 1000-km depth in tomographic mod-
els thus suggests a contrast in viscosity, because
no change in phase is known to occur at this depth.
We emphasize that these models include simpli-
fied representations of mantle viscosity structure
(fig. S7) and that a more gradual increase in vis-
cosity may also be compatible with the observa-
tions. Other, more complex viscosity structures
can also alter the behavior of upwellings and down-
wellings and consequently change the radial cor-
relation structure. Convection simulations runwith
a “second asthenosphere,” a weak zone extend-
ing from 670- to 1000-km depth as suggested
in some of our inversions (Fig. 1) as well as in in-
versions by Kido et al. (17), show a greater ten-
dency toward layered convection (27), which
promotes decorrelation.
The viscosity contrast at a 1000-km depth pro-

vides a physical mechanism for the observation
that slabs and plumes stagnate or becomedeflected
deeper than the transition zone in the absence of
a pervasive compositional barrier or another en-
dothermic phase change. It may also reconcile
observations of changes in seismic structure (28)
that led to a proposed hot abyssal layer (29),
though this was originally placed at greater depths.
Given the present state of understanding in
mineral physics, no unique mechanism can be
identified for this increase in viscosity, and our
observation should motivate further experimen-
tal and computational studies. First principles cal-
culations have indicated a continuous though
gentle increase in the viscosity of bridgmanite due
to greater vacancy diffusion starting at around
40 GPa (~1000 km) and continuing until the
postperovskite phase transition (30). The increase
in the strength of ferropericlase observed by
Marquardt and Miyagi (14) is the first positive
experimental evidence for a possible change in
rheology at these depths. Whether this effect,
which is localized in high–strain-rate regions
(surrounding slabs), should be expected to con-
tribute to the viscosity inferred on the basis of the
very-long-wavelength components of the geoid,

remains to be determined. The spin transition in
ferropericlase occurs at much greater depths, and
first-principles simulations suggest that the higher-
pressure phase (low spin) should have increased
diffusion and lower viscosity (31), with a viscosity
minimum near 1500-km depth (32).
Two possible intriguing (though speculative)

solutions remain. Changes in the relative abun-
dance of ferric versus ferrous iron due to dis-
prortionation (33) at these depths or gradually
over a depth range might change the bonding
strength in bridgmanite enough to markedly
strengthen it. Perhaps of greater interest and of
more pervasive dynamical consequencemight be
the gradual drying of the bridgmanite perovskite
as the solubility of water in the structure decreases
with pressure (34), becoming more viscous at
1000-km depth.
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the lowermost mantle. Several solutions, using
depth-dependent Rr;S or Rr;S ¼ 0:4, feature a
lower-viscosity layer between 670- and 1000-km
depth. Some solutions include a high-viscosity
“hill” in themid-mantle between 1000- and 1500-km
depth, separating upper and lower mantles of
lower viscosity.
Many early studies advocated for layeredman-

tle convection with an interface at or somewhat
below 670-km depth, and in particular Wen and
Anderson (9) noted that the amplitude and pat-
tern of the long-wavelength geoid and surface
topography could bewell reproduced usingman-
tle flow models with an imposed barrier to flow
about 250 km deeper than the 670-km seismic
discontinuity. However, tomographic images of
relict Farallon and Tethys slabs in the lower man-
tle suggest that the concept of layered mantle
convection is at best incomplete, and we empha-
size that our mantle flow calculations do not im-
pose layered convection.
Our results favor viscosity structures in which

the overall increase in viscosity is a factor of 10 to
150, in agreement with previous studies. All of our
results favor the location (interface depth) of this
viscosity increase lying below 670-km depth, and
most models place this viscosity increase deeper
still, in the vicinity of 1000-km depth. This result
is particularly intriguing given the observation

that most actively subducting slabs stagnate be-
low the 670-km seismic discontinuity, at depths
of 1000 km (10). For instance, both the GAP-P4
model (11) and SEMUCB-WM1 reveal slabs stag-
nating above the 670-kmdiscontinuity in theNorth-
ern Honshu arc, but passing through the 670-km
discontinuity and stagnating above 1000-kmdepth
along the Tonga and Kermadec arcs. In at least
one region, Central America, the slab appears to
enter the lower mantle without stagnation. The
mechanism responsible for this slab stagnation
is unclear, as there is no velocity discontinuity at
this depth in one-dimensional (1D) seismic mod-
els (12), nor a known phase transition.
Twomechanisms have been recently suggested

for slab stagnation in the mid-mantle. First,
King et al. (13) have suggested that the pyroxene
tomajoritic garnet phase transition in subducted
slabs is kinetically hindered, and thus older, colder,
slabs are more prone to stagnation. Marquardt
and Miyagi (14), based on high-pressure defor-
mation experiments of (Mg,Fe)O, argued that vis-
cosity in the regions surrounding settling slabs
in the shallow-most 900 km of the lower mantle
may be about two orders of magnitude higher
than previously expected, causing slabs to spread
laterally and to settle very slowly through this re-
gion. Our results indicate that there may be a vis-
cosity increase in the mid-mantle, and many of

our inversions have viscosity contrasts at depths
comparable to those suggested (14). However, we
note that the observation of regional differences
in slab behavior, and in particular the speculation
that old, cold, slabs preferentially stagnate, cannot
be explained using our 1D viscosity structure or
by a viscosity contrast that would occur in the
mantle surrounding all slabs, irrespective of age,
without invoking additional mantle dynamic pro-
cesses or subduction zone histories, such as the
prevalence of trench rollback.
Previous inversions for layered viscosity struc-

ture with prescribed layer interfaces depths re-
vealed some indication of an increase in viscosity
at or around 1000-km depth. In particular, King
andMasters (15) inverted for layered viscosity struc-
ture constrained by the geoid using a uniform
velocity to density conversion factor, with veloc-
ity anomalies inferred from S-wave tomographic
models, and found evidence for a viscosity in-
crease of ~20 at 670-km depth and a second in-
crease of ~5 at 1022-km depth. Forte and Peltier
(16) also found, using a combination of a slab
density model and lower-mantle tomographic
model, that the agreement between modeled and
observed geoid was better for a layered viscosity
structurewith an interface at 1200-kmdepth than
at 670-km depth. Kido et al. (17) performed in-
versions for layered mantle viscosity structure
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yields a radial correlation structure much more
similar to that found in tomographic models
(Fig. 4,AandB) than does a viscosity increase at
670 km (Fig. 4D). The rapid change in radial cor-
relation at 1000-km depth in tomographic mod-
els thus suggests a contrast in viscosity, because
no change in phase is known to occur at this depth.
We emphasize that these models include simpli-
fied representations of mantle viscosity structure
(fig. S7) and that a more gradual increase in vis-
cosity may also be compatible with the observa-
tions. Other, more complex viscosity structures
can also alter the behavior of upwellings and down-
wellings and consequently change the radial cor-
relation structure. Convection simulations runwith
a “second asthenosphere,” a weak zone extend-
ing from 670- to 1000-km depth as suggested
in some of our inversions (Fig. 1) as well as in in-
versions by Kido et al. (17), show a greater ten-
dency toward layered convection (27), which
promotes decorrelation.
The viscosity contrast at a 1000-km depth pro-

vides a physical mechanism for the observation
that slabs and plumes stagnate or becomedeflected
deeper than the transition zone in the absence of
a pervasive compositional barrier or another en-
dothermic phase change. It may also reconcile
observations of changes in seismic structure (28)
that led to a proposed hot abyssal layer (29),
though this was originally placed at greater depths.
Given the present state of understanding in
mineral physics, no unique mechanism can be
identified for this increase in viscosity, and our
observation should motivate further experimen-
tal and computational studies. First principles cal-
culations have indicated a continuous though
gentle increase in the viscosity of bridgmanite due
to greater vacancy diffusion starting at around
40 GPa (~1000 km) and continuing until the
postperovskite phase transition (30). The increase
in the strength of ferropericlase observed by
Marquardt and Miyagi (14) is the first positive
experimental evidence for a possible change in
rheology at these depths. Whether this effect,
which is localized in high–strain-rate regions
(surrounding slabs), should be expected to con-
tribute to the viscosity inferred on the basis of the
very-long-wavelength components of the geoid,

remains to be determined. The spin transition in
ferropericlase occurs at much greater depths, and
first-principles simulations suggest that the higher-
pressure phase (low spin) should have increased
diffusion and lower viscosity (31), with a viscosity
minimum near 1500-km depth (32).
Two possible intriguing (though speculative)

solutions remain. Changes in the relative abun-
dance of ferric versus ferrous iron due to dis-
prortionation (33) at these depths or gradually
over a depth range might change the bonding
strength in bridgmanite enough to markedly
strengthen it. Perhaps of greater interest and of
more pervasive dynamical consequencemight be
the gradual drying of the bridgmanite perovskite
as the solubility of water in the structure decreases
with pressure (34), becoming more viscous at
1000-km depth.
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yields a radial correlation structure much more
similar to that found in tomographic models
(Fig. 4,AandB) than does a viscosity increase at
670 km (Fig. 4D). The rapid change in radial cor-
relation at 1000-km depth in tomographic mod-
els thus suggests a contrast in viscosity, because
no change in phase is known to occur at this depth.
We emphasize that these models include simpli-
fied representations of mantle viscosity structure
(fig. S7) and that a more gradual increase in vis-
cosity may also be compatible with the observa-
tions. Other, more complex viscosity structures
can also alter the behavior of upwellings and down-
wellings and consequently change the radial cor-
relation structure. Convection simulations runwith
a “second asthenosphere,” a weak zone extend-
ing from 670- to 1000-km depth as suggested
in some of our inversions (Fig. 1) as well as in in-
versions by Kido et al. (17), show a greater ten-
dency toward layered convection (27), which
promotes decorrelation.
The viscosity contrast at a 1000-km depth pro-

vides a physical mechanism for the observation
that slabs and plumes stagnate or becomedeflected
deeper than the transition zone in the absence of
a pervasive compositional barrier or another en-
dothermic phase change. It may also reconcile
observations of changes in seismic structure (28)
that led to a proposed hot abyssal layer (29),
though this was originally placed at greater depths.
Given the present state of understanding in
mineral physics, no unique mechanism can be
identified for this increase in viscosity, and our
observation should motivate further experimen-
tal and computational studies. First principles cal-
culations have indicated a continuous though
gentle increase in the viscosity of bridgmanite due
to greater vacancy diffusion starting at around
40 GPa (~1000 km) and continuing until the
postperovskite phase transition (30). The increase
in the strength of ferropericlase observed by
Marquardt and Miyagi (14) is the first positive
experimental evidence for a possible change in
rheology at these depths. Whether this effect,
which is localized in high–strain-rate regions
(surrounding slabs), should be expected to con-
tribute to the viscosity inferred on the basis of the
very-long-wavelength components of the geoid,

remains to be determined. The spin transition in
ferropericlase occurs at much greater depths, and
first-principles simulations suggest that the higher-
pressure phase (low spin) should have increased
diffusion and lower viscosity (31), with a viscosity
minimum near 1500-km depth (32).
Two possible intriguing (though speculative)

solutions remain. Changes in the relative abun-
dance of ferric versus ferrous iron due to dis-
prortionation (33) at these depths or gradually
over a depth range might change the bonding
strength in bridgmanite enough to markedly
strengthen it. Perhaps of greater interest and of
more pervasive dynamical consequencemight be
the gradual drying of the bridgmanite perovskite
as the solubility of water in the structure decreases
with pressure (34), becoming more viscous at
1000-km depth.
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Fig. 4. Radial correlation functions of tomographic and geodynamic models. (A) Radial correlation functions for spherical harmonic degrees 1 to 3 from
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Geodynamic model 
with viscosity jump 
at 1,000 km depth

Geodynamic model 
with a lower viscosity 
jump at 670 km depth

yields a radial correlation structure much more
similar to that found in tomographic models
(Fig. 4,AandB) than does a viscosity increase at
670 km (Fig. 4D). The rapid change in radial cor-
relation at 1000-km depth in tomographic mod-
els thus suggests a contrast in viscosity, because
no change in phase is known to occur at this depth.
We emphasize that these models include simpli-
fied representations of mantle viscosity structure
(fig. S7) and that a more gradual increase in vis-
cosity may also be compatible with the observa-
tions. Other, more complex viscosity structures
can also alter the behavior of upwellings and down-
wellings and consequently change the radial cor-
relation structure. Convection simulations runwith
a “second asthenosphere,” a weak zone extend-
ing from 670- to 1000-km depth as suggested
in some of our inversions (Fig. 1) as well as in in-
versions by Kido et al. (17), show a greater ten-
dency toward layered convection (27), which
promotes decorrelation.
The viscosity contrast at a 1000-km depth pro-

vides a physical mechanism for the observation
that slabs and plumes stagnate or becomedeflected
deeper than the transition zone in the absence of
a pervasive compositional barrier or another en-
dothermic phase change. It may also reconcile
observations of changes in seismic structure (28)
that led to a proposed hot abyssal layer (29),
though this was originally placed at greater depths.
Given the present state of understanding in
mineral physics, no unique mechanism can be
identified for this increase in viscosity, and our
observation should motivate further experimen-
tal and computational studies. First principles cal-
culations have indicated a continuous though
gentle increase in the viscosity of bridgmanite due
to greater vacancy diffusion starting at around
40 GPa (~1000 km) and continuing until the
postperovskite phase transition (30). The increase
in the strength of ferropericlase observed by
Marquardt and Miyagi (14) is the first positive
experimental evidence for a possible change in
rheology at these depths. Whether this effect,
which is localized in high–strain-rate regions
(surrounding slabs), should be expected to con-
tribute to the viscosity inferred on the basis of the
very-long-wavelength components of the geoid,

remains to be determined. The spin transition in
ferropericlase occurs at much greater depths, and
first-principles simulations suggest that the higher-
pressure phase (low spin) should have increased
diffusion and lower viscosity (31), with a viscosity
minimum near 1500-km depth (32).
Two possible intriguing (though speculative)

solutions remain. Changes in the relative abun-
dance of ferric versus ferrous iron due to dis-
prortionation (33) at these depths or gradually
over a depth range might change the bonding
strength in bridgmanite enough to markedly
strengthen it. Perhaps of greater interest and of
more pervasive dynamical consequencemight be
the gradual drying of the bridgmanite perovskite
as the solubility of water in the structure decreases
with pressure (34), becoming more viscous at
1000-km depth.
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Fig. 4. Radial correlation functions of tomographic and geodynamic models. (A) Radial correlation functions for spherical harmonic degrees 1 to 3 from
SEMUCB-WM1 and (B) GAP-P4 show an abrupt decorrelation of structure across 1000-km depth. Very similar radial correlation functions are seen in the
temperature field from numerical mantle convection simulations with imposed plate motions, including a viscosity contrast at 1000-km depth (C), but not
when the viscosity contrast is smaller and shallower, at 670-km depth (D).
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Nusselt numbers Nu (Supplementary Table 3)—that is, a criterion for convective vigour50. e, Snapshot of viscosity shows that BEAMS are more viscous
than upwelling and downwelling conduits. Also see Supplementary Movies 1–4.

is imposed to ensure comparable viscosity profiles and convective
vigours between cases (Supplementary Information).

A new regime of mantle convection
In the newly described regime B, large-scale intrinsically strong
SiO2-enriched domains organize mantle convection patterns.
Initially, the upper-mantle pyrolitic material cools near the surface,
and soon sinks through the strong material in the lower mantle,
thus forming relatively weak conduits. As theweakermaterial covers
the core–mantle boundary and is heated, it becomes buoyant and
rises upwards through the strong layer to establish complementary
upwelling conduits. Subsequently, the SiO2-enriched material is
encapsulated by the weaker pyrolite, which continues to circulate

between the shallow and deepest mantle through the existing
weak channels (Fig. 1c–e). This encapsulation by weak material
dramatically reduces stresses within strong domains. Therefore,
strong domains—hereafter referred to as bridgmanite-enriched
ancient mantle structures (BEAMS)—tend to avoid significant
internal deformation, rather assuming slow coherent rotation.

The weaker pyrolitic material slowly but progressively entrains
SiO2-enriched material as it circulates around BEAMS. Conduits
thus contain an assemblage of SiO2-poor and SiO2-enriched
materials, the latter of which would manifest as a pyroxenite-
like mafic rock in the upper mantle. Note, however, that the
SiO2-poor pyroliticmaterial itselfmay consist of a fine-scalemixture
of ultramafic to mafic rocks with compositions ranging from

NATURE GEOSCIENCE | VOL 10 | MARCH 2017 | www.nature.com/naturegeoscience

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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What could be the origin ? Chemical layering...

Ballmer et al. [2015]

in the models is sustained by segregation (or “unmixing”) of basalt
from surrounding rock, primarily due to the breakdown of basaltic plumes
near the 660. Plume breakdown at similar depths is predicted by regional-
scale geodynamic models of the Hawaiian plume and consistent with
seismic tomography (31–33). Basaltic material from the base of the
MTZ enters the lower mantle [as an avalanche (34) or passively en-
trained] and accumulates there. Alternatively, small-scale convection
within stagnant slabs may separate dense basalt from buoyant harz-
burgite and contribute to mantle layering (35). We show that such
rather small-scale processes of compositional segregation, often un-
resolved by global-scale geodynamic models, can balance convective
mixing in the long term and thus affect heat andmaterial fluxes through
the mantle.

DISCUSSION AND CONCLUSION

Our global-scale geodynamic models demonstrate that compositional
mantle layering can be sustained by, and even may be a natural
consequence of, thermochemical whole-mantle convection. Our suite
of separate regional-scale geodynamic models predicts that slabs
stagnate at ~1000-km depth in such amoderately compositionally layered
mantle. To use slab flattening at this depth (as observed in Fig. 1) as
evidence for moderate compositional layering, however, alternative
mechanisms for stagnation need to be evaluated.

A gradual viscosity increase through the shallow lower mantle with
a viscosity maximum at ~1500-km depth has been proposed as an
alternative explanation for slab flattening (36, 37). We tested this
hypothesis in a suite of slab-sinking models with XLM = 0%, G =
−1 MPa/K, and a linear increase in viscosity (more than two orders

of magnitude) from a depth of 660 to 1500 km. The models show that
such an increase in viscosity is sufficient to decelerate slab sinking to
the point that slabs flatten near horizontally to apparently stagnate in a
(tomography) snapshot (fig. S1). However, the slabs indeed continue
to sink slowly through the mantle, and thus a gradual increase in vis-
cosity alone provides no explanation for slab flattening to preferentially
occur at any particular depth. In contrast, seismic tomography shows
that slab flattening in the shallow lower mantle (that is, for nearly all
five examples) occurs consistently at depths of 800 to 1000 km (16). Such
a clustering of stagnation depths concurs with the predictions of our
models in regime II (red squares in Fig. 3D; see fig. S2) and is thus a
good indication for moderate mantle compositional layering. A com-
bination of both mechanisms may slightly reduce the excess fraction
of basalt required in the lower mantle.

Mantle compositional layering, in general, and slab stagnation in
the uppermost lower mantle, in particular, are also consistent with
numerous detections of seismic-wave conversions and reflections in
the uppermost lower mantle (Fig. 5A). Without any known phase
transitions in the uppermost lower mantle, wave conversions and
reflections are ascribed to radial changes in mantle composition
(38–40) or subhorizontal basalt layers that are less than 10 km thick
(41). Such layers may result from basalt segregation in the MTZ or
long-term slab stagnation at ~1000-km depth. Although some scatter
is expected for each of these scenarios, the depths of detections indeed
peak at about 1000 to 1100 km (Fig. 5B). A subset of detections near
well-illuminated subduction zones confirms the presence of stagnant
slabs beneath Indonesia and Tonga-Kermadec.

By integrating geodynamic modeling and seismic observations, we
argue that an intrinsically dense lower mantle enriched in basalt inhib-
its the sinking of some slab segments beyond depths of ~1000 km.
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Fig. 4. Compositional mantle layering predicted by a global-scale thermochemical mantle-convection model (case A1) after ~4.57 Gy
model time. (A) Relative to the asthenosphere, the shallow lower mantle is enhanced by basalt (see translucent bars). (B) Model snapshot of
composition (see fig. S6 for time series).
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Imaging attenuation

Velocity alone cannot discriminate thermal or compositional effects...
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Imaging attenuation

There is a need of new observations (Qs) !
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Waveform inversion
1) Automated waveform inversion (Cara and Lévêque, 1987 ; Debayle and Ricard 2012).
Rayleigh waveforms, period range : 50 -250 s

2) Application to a massive dataset (Debayle and Ricard, 2012)
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QsADR2017

Global S-wave attenuation and velocity models

• Based on the same dataset : fundamental and

higher modes global dataset (372,629

Rayleigh waveforms).

• Inverted using the same approach with the

same horizontal and vertical smoothing

• Specific treatment for Qs :

Focusing/defocusing effects accounted for,

specific model for source excitation and

careful data selection
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QsADR2017

Joint interpretation of DR2012 & QsADR2017

Experimental results from Jackson et al. [2002]

Q�1

t = A


1
df0

✓
C

Cr

◆r

exp

✓
�

E + PV

RT

◆�↵

• A = 750 s�↵ µm↵

• E = 424 kJ mol�1

• V = 6.10�6 m3 mol�1

• ↵ = 0.26
• 1

f0
= 100 s (oscillation period)

• d = 1 � 100 mm (grain size)
• Water effect (after Behn et al. [2009])
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QsADR2017

Joint interpretation of DR2012 & QsADR2017

• Knowing Qs and temperature T we can predict
Vs for each T (or Qs) (blue curve).

• We assume a pyrolitic mantle, we use PerpleX to
predict Vs (Connolly, 2005), and we correct for the
effect of Qs on Vs (Karato, 1993).

• Then we can add our data (Vs and Qs at each
geographical point on each map) (dots from red
to grey)

• The blue curve does not explain all the data, we
can shift it to the left by adding melt, which
reduces velocities (Chantel et al., 2016)
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QsADR2017

There is melt !
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Temperature dependent anelastic model (Yamauchi & Takei, 2016 ; Takei, 2017)
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Temperature dependent anelastic model (Yamauchi & Takei, 2016 ; Takei, 2017)
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Impacts

Consequences on plate motions

Plate-scale crystal alignment beneath plates moving faster than
4 cm/year is associated with a greater amount of melt.

This requires either that melt facilitates deformation or that deformation
favours melt retention in the LVZ, or both
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Toward a 3D Reference Earth Model

There is currently an initiative on building a 3D Reference Earth Model,
REM, (R. Moulik, V. Lekič, B. Romanowicz, A. Dziewonski)
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New attenuation measurements

We are now measuring the differential attenuation between an observed
and a 3D synthetic seismogram (Durand et al. in prep)

The aim is to extend the attenuation model to the lower mantle.
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New data to study the deep Earth

It is based on the fact that aT
⌦̇Z

= 2c (Fichtner & Igel, 2009). Can we get velocity
measurement directly without any inversion ? (See R. Abreu’s poster)
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