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“Cats	and	crocodiles	don’t	play	together”	
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Zooming	in	on	the	problem:	from	vibra4ons	in	the	ear	to	abstrac4ons	in	the	head	



Zooming	in	on	the	problem	#2:	structure	building	for	interpreta4on	



Newton, Principia 
 

Our brain 

Our brain, really 

Our intuition 
 



Language                   &                          Brain 

Why bother? What could we learn? 
 

• something about how language works 
• something about how the brain works 
• nothing (interdisciplinary cross-sterilization) 
 
 

Chomsky 1959 



The	elementary	par4cles	(primi4ves)	of	language	and	music	



The	elementary	par4cles	(primi4ves)	of	language	and	music	





The	elementary	par4cles	(primi4ves)	of	language	and	music	



Levels	of	analysis:	a	view	from	the	perspec4ve	of	David	Marr

What	kind	of	
neural	circuits		
and	neural		
dynamics	may		
underpin…		



Unifying	concept:	neural	oscilla4ons		

Calderone	et	al.	2014	

Measurements	of	EEG,	MEG,	ECoG,	LFP	…	

•Homeosta4c	func4ons	
•	Exploita4on	for	
computa4on	–	specific	
func4ons		
•	Epiphenomenal	(“the	
exhaust	fumes	cor4cal	
computa4on”)	
	



Entrainment	and	segmenta4on	



sincetherearenowordboundarysignsinspokenlanguagethedifficultywefeelinreading
andunderstandingtheaboveparagraphprovidesasimpleillustrationofoneofthemaind
ifficultieswehavetoovercomeinordertounderstandspeechratherthananeatlyseparat
edsequenceofletterstringscorrespondingtothephonologicalformofwordsthespeech
signalisacontinuousstreamofsoundsthatrepresentthephonologicalformsofwordsin
additionthesoundsofneighboringwordsoftenoverlapwhichmakestheproblemofident
ifyingwordboundariesevenharder



Since there are no word boundary signs in spoken language the difficulty we feel 
in reading and understanding the above paragraph provides a simple illustration 
of one of the main difficulties we have to overcome in order to understand 
speech Rather than a neatly separated sequence of letter strings corresponding 
to the phonological form of words the speech signal is a continuous stream of 
sounds that represent the phonological forms of words In addition the sounds of 
neighboring words often overlap which makes the problem of identifying word 
boundaries even harder 

Two	opera4ons	must	be	executed	to	solve	this:		
segmenta4on	and	decoding	



“Cats	and	crocodiles	don’t	play	together”	



Auditory	cor4cal	ac4vity	is	entrained		
to	the	speech	envelope	

2 second

speech envelope reconstructed from MEG response
stimulus speech envelope
processed MEG response 

e.g.	Luo	&	Poeppel,	Neuron	2007;	Ding	&	Simon,	PNAS	2012;	J	Neuroscience	2013	

Neural	entrainment	is	seen	in	both	the	theta	and	delta	bands	during	
spoken	language	comprehension.	



Auditory	cortex	tracks	both	auditory	and	visual	s4mulus	dynamics	using	
low-frequency	neuronal	phase	modula4on.		
	

Luo, Liu & Poeppel (2010), PLoS Biology 
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Attend Female: Single Trial 1 

Attend Female: Single Trial 2 

Attend Male: Single Trial 3 

ECoG	Single	Trials,	an	example:	

Zion-Golumbic	et	al.	Neuron	2013	



Tracking	of	both	speakers	 Selec?ve	tracking	of	ABended	
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Two	types	of	Aben4onal	effects	

Highlights	
•	Both	low-frequency	phase	and	high-gamma	power	preferen4ally	track	a[ended	speech		
•	Near	auditory	cortex	a[en4on	modulates	response	to	a[ended	and	ignored	talkers		
•	In	higher	order	regions	tracking	is	selec4ve	only	for	the	a[ended	talker	
	•	Selec4vity	for	the	a[ended	talker	increases	over	4me		

Zion-Golumbic	et	al.	Neuron	2013	



Entrainment	and	cor4cal	rhythms	
x	

A	veritable	orgy	of	studies	and	data	on	cor4cal	oscilla4ons		
and	their	puta4ve	role	in	percep4on	and	cogni4on.	

(Buzsaki,	Singer,	Fries,	Schroeder,	…)	

•  GENERIC	AUDITORY	
•  Schroeder	et	al.	2008	
•  Lakatos	et	al.	2008	
•  Luo	et	al.	2006	
•  Doelling	&	Poeppel	2015	
•  	…	

•  SPEECH	
•  Ahissar	et	al.	2001	
•  Luo	&	Poeppel	2007	
•  Howard	&	Poeppel	2010	
•  Luo	et	al.	2010	
•  Cogan	&	Poeppel	2011	
•  Peelle,	Gross,	Davis	2012	
•  Ding	&	Simon	2012	
•  Zion-Golumbic	et	al.	2013	
•  Koskinen	&	Seppä	2014	
•  Doelling	et	al.	2014	
•  …	
	
	
	



Adapted from Peelle & Davis 2012 



Zooming	in	on	the	problem:	from	vibra4ons	in	the	ear	to	abstrac4ons	in	the	head	



Zooming	in	on	the	problem:	from	vibra4ons	in	the	ear	to	abstrac4ons	in	the	head	

Giraud & Poeppel, 2012, Nat Neurosci 

A third oscillator is in the gamma range, with a frequency set 
to be a multiple (set to 4 here) of the beta frequency. The span of 
a gamma cycle is commensurate with the rapid spectro-temporal 
transitions associated with dyad elements. The phase of the gamma 
oscillator is set to a constant at the start of the theta cycle, so as to 
maintain a consistent alignment of the gamma cycles within the 
beta cycles.

The cascaded oscillatory array possesses three properties that 
will prove to be crucial for a successful account of Ghitza and 
Greenberg’s (2009) data. Two are inspired by solid findings of 
the characteristics of cortical oscillations: (1) each oscillator has 
a finite range of oscillation frequencies (e.g., Buzsáki, 2006); (2) 
oscillators in the array are related (by nesting, e.g., Schroeder and 
Lakatos, 2009). A third property emerges from a hypothesis, central 
to Tempo: (3) the oscillators are capable of remaining locked to the 
input rhythm as its changes (slowly) with time (Ahissar et al., 2001; 
Nourski et al., 2009), implying that the cycle durations of the oscil-
lators adapt to the input. As demonstrated in Section “Emulating 
Intelligibility of Time-Compressed Speech with Insertions of Gaps,” 
performance (in terms of syllable error rate) remains high as long 
as locking is maintained but drops once out of lock (e.g., when 
the oscillators reach the boundaries of their respective frequency 
ranges).

DECODING
In the upper path, the acoustic stream is processed by two tem-
plate-matching components running in tandem. The first, a time– 
frequency match (TFM) component, maps beta-cycle long speech 
segments (i.e., dyads) to memory neurons, termed dyad neurons, 
by computing coincidence in firing across auditory (i.e., tonotopic) 
frequency channels. At this level, time–frequency patterns are 
matched over relatively short time intervals (about 50 ms) and 

FIGURE 1 | A block diagram of the Tempo model. It comprises lower and 
upper paths that process the sensory stream generated by a model of the 
auditory periphery. The lower path extracts parsing information, which controls 
the decoding process performed in the upper path. The parsing is expressed 
in the form of an internal clock-like mechanism, realized as an array of 
cascaded oscillators locked to the input syllabic rhythm; the frequencies and 
relative phases of the oscillations determine the processing time frames that 
control the decoding process. See text for details.

FIGURE 2 | Cochlear envelopes in terms of a simulated inner hair cell 
response, low-pass filtered to 50 Hz, at four characteristic frequencies. 
The input is the semantically unpredictable sentence “The ripe style heard 
their spades,” naturally spoken by a male speaker (from Ghitza and Greenberg, 
2009). The duration of the signal is roughly 2 s (ten 200-ms long frames). The 
rate of the envelope fluctuations is about 5 peaks per second. Low-frequency 
cochlear channels mainly reflect the presence of vowels and nasals, and high 
frequency channels mainly reflect fricatives and stop-consonants. The PLL 
(see Figure 1) is locked to the temporal fluctuations of the cortical auditory 
representation of the speech signal (e.g., the modulation spectrum), which is 
related to the cochlear response.

of cortical theta oscillations, on the other hand. This observation, 
and the robust presence of these energy fluctuations in the auditory 
response to the speech signal (as is illustrated in Figure 2), led to 
the hypothesis that the theta oscillator is the master in the cascaded 
array, and that the other oscillators entrain to theta. The theta oscil-
lator is assumed to be capable of tracking the input rhythm; it can 
be viewed, for example, as the voltage controlled oscillator (VCO) 
of a phase-lock loop (PLL) system (e.g., Viterbi, 1966; Ahissar et al., 
1997; Zacksenhouse and Ahissar, 2006), locked to the temporal 
fluctuations of the cortical auditory representation of the speech 
signal (e.g., the modulation spectrum). In accord with neurophysi-
ological data, the frequency of the theta oscillator is restricted to 
a range between 4 and 10 Hz (i.e., a theta cycle of 100- to 250-ms 
long). As such, the theta oscillator provides syllabic parsing.

The theta oscillator sets the frequency of a beta oscillator, to be 
a multiple of the theta frequency; for the present demonstration 
of Tempo the multiple was set to 4, hence the frequency of the 
beta oscillator range between 16 and 40 Hz3. The phase of the beta 
oscillator is set to 0 at the start of the theta cycle. Hence, there are 
four beta cycles inside one theta cycle, all with equal duration – this 
is so because of the assumption that the beta oscillator remains 
constant within one theta cycle. The beta oscillator provides finer 
parsing, on dyad-long information within the syllable (i.e., about 
50 ms long). It is worth recalling that a dyad is the acoustic reflec-
tion of the dynamic gesture of the articulators while moving from 
one phone to the next. Often, there is an “acoustic edge” (at the 
boundary between the phones) associated with this movement; 
hence the dyad may be viewed as the waveform segment “centered” 
at the acoustic edge. It is important to note, however, that for some 
diphones the exact location of an acoustic edge is not obvious.

3It is noteworthy that oscillations in the high end of this range may also be conside-
red low-gamma oscillations.

Ghitza Cascaded oscillators locked to the speech rhythm

www.frontiersin.org June 2011 | Volume 2 | Article 130 | 3

Ghitza, 2011, Frontiers 



Temporally	organized	spike	train		
(Output	Layers	II/III)	

S4mulus	induced	(SI)	theta	oscilla4ons		
(1-8	Hz;	LFP,	EEG,	MEG)	

2.	S4mulus		
envelope	tracking	

3.	Theta/gamma	nes4ng	

SI	theta-modulated	gamma	oscilla4ons	
(25-35	Hz)	

Speech	waveform	

High	excitability	
Strong	spiking	

Low	excitability	

1.	Phase	reset	

Spectro-temporal	
encoding	

5.	Alignment	of	neuronal	excitability	
with	acous4c	structure	

4.	Modula4on	of	neuronal	excitability	
and	output	discre4za4on	

S4mulus-driven	spike	train		
(input	Layer	IV)	

Giraud & Poeppel, 2012, Nature Neurosci 

Cor4cal	oscilla4ons	and	speech	processing:		
emerging	computa4onal	principles	and	opera4ons 



Ding N, Patel A, Chen L, Butler H, Luo C, Poeppel D (2017)  
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Pellegrino et al. 2011 

Ohala 1972 
Greenberg & Arai 2004 

http://www.phonetik.uni-muenchen.de/Bas/BasPHONSTATeng.html 

The syllable-sized acoustic chunk as perceptual primitive  



An	interes4ng	alignment	between:	
	

	theta	rhythm	(4-8	Hz)	–	systems	neuroscience	
	

	modula4on	spectrum	of	speech	(4-5	Hz)	–	physics	
	

	mean	syllable	dura4on	cross-linguis4cally	(150-300	ms)	–	linguis4cs	



Segmen4ng	events,	e.g.	syllables	

shehadyourdarksui4ngreasywashwaterallyear	

MEG	

Courtesy of Keith Doelling, NYU 



Segmen4ng	events,	e.g.	syllables	

shehadyourdarksui4ngreasywashwaterallyear	she															had								your								dark											sui4n							greasy								wash									water											allyear	

Courtesy of Keith Doelling, NYU 



But	does	entrainment	ma[er?	
	

Segmenta4on,	intelligibility,	
comprehension	



PL 

Fdiff 

Fcc 

Ahissar	et	al.	2001,	PNAS	



	

	

• Ahissar et al. 2001: compression compromises intelligibility 
 because cortex cannot entrain to the envelope at fast rates. 

 
 
 
 



 
 

Materials:  

Smith, Delgutte, and 

Oxenham, Nature, 2002 

Theta	phase	has	the	sensi4vity	to	discriminate	based	on	single	trials	

Luo & Poeppel, Neuron, 2007 



Theta	phase	tracking	displays	the	specificity	to	discriminate	sentences	

Classifica4on	analysis	

Luo & Poeppel, Neuron, 2007 



	

	

•	Ahissar	et	al.	2001:	compression	compromises	intelligibility	 	because	
cortex	cannot	entrain	to	the	envelope	at	fast	rates.	
	
•	Luo	&	Poeppel	2007:	acous4c	manipula4on	that	compromises	

	intelligibility	also	reduces	phase	tracking.		
		
	
	
	



Figure 1. Schematic of stimulus creation (figure from Ghitza, 2012). This figure shows the 
steps that each initial waveform underwent to create the stimuli used. A. Each stimulus was 
filtered into 16 logarithmically-spaced critical bands from 230-3800 Hz, the Hilbert envelope is 
derived and an operator O for each condition (identified in B, C and D) is executed. Finally, 
critical bands are linearly summed. B; Control. Operator O is a low-pass filter of the envelope 
at 10 Hz. C; Noθ. The operator is a stop-band filter from 2-9 Hz. D; Chθ. The operator is a 
peak picking code (PPC) in which each peak in the envelope is replaced by a peak of uniform 
height and shape.  

Doelling et al., NeuroImage, 2014 
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Figure 2. Intelligibility and Sharpness. Top panel. 
Increased intelligibility ratings from  both Noθ and Chθ 
to Noθ+Chθ. No significant difference between Noθ 
and Noθ+Glbθ. Bottom panel. Sharpness metric. All 
conditions are significantly different. 

	

Doelling et al., NeuroImage, 2014 
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Figure 4. Increase in CACoh due to sharpness increases intelligibility. A. CACoh averaged 
across 4 auditory regions. Significant increase from Noθ	to	both	Noθ+Chθ	and	Noθ+Glbθ.	B.	
Difference	 in	CACoh	between	Noθ	and	Noθ+Chθ.	 	Anterior	regions	show	signi:icance.	C.		
Change	 in	 CACoh	 in	Anterior	Right	 channels	 between	Noθ	 (gray,	 dotted	 line)	 and	most	
intelligible	 conditions	 (Control,	 left,	 and	 Noθ+Chθ,	 right)	 correlates	 with	 change	 in	
Intelligibility.	No	correlation	with	Chθ	(dark,	solid	line). 

Doelling et al., NeuroImage, 2014 



	

	

•	Ahissar	et	al.	2001:	compression	compromises	intelligibility	 	because	
cortex	cannot	entrain	to	the	envelope	at	fast	rates.	
	
•	Luo	&	Poeppel	2007:	acous4c	manipula4on	that	compromises	

	intelligibility	also	reduces	phase	tracking.		
			
•	Ghitza	(2012)	(psychophysical	version)	Doelling	et	al.	2014	(MEG)		

	Elimina4on	of	cues	–	no	tracking	–	no	intelligibility.	Reinstatement	 	of	
	simple	cues	for	entrainment 	upregulates	intelligibility.		

	
	
	



methods to address outstanding questions concerning the
lateralization and neural source of these phase-locked
responses. To separate linguistic and acoustic processes we
use a noise-vocoding manipulation that progressively reduces
the spectral detail present in the speech signal but faithfully
preserves the slow amplitude fluctuations responsible for
speech rhythm (Shannon et al. 1995). The intelligibility of
noise-vocoded speech varies systematically with the amount
of spectral detail present (i.e. the number of frequency chan-
nels used in the vocoding) and can thus be adjusted to
achieve markedly different levels of intelligibility (Fig. 1A).
Here, we test fully intelligible speech (16 channel), moder-
ately intelligible speech (4 channel), and 2 unintelligible
control conditions (4 channel rotated and 1 channel). Criti-
cally, the overall amplitude envelope—and hence the primary
acoustic signature of speech rhythm—is preserved under all

conditions, even in vocoded speech that is entirely unintelligi-
ble (Fig. 1B). Thus, if neural responses depend solely on
rhythmic acoustic cues, they should not differ across intellig-
ibility conditions. However, if oscillatory activity benefits from
linguistic information, phase-locked cortical activity should be
enhanced when speech is intelligible.

Materials and Methods

Participants
Participants were 16 healthy right-handed native speakers of British
English (aged 19–35 years, 8 female) with normal hearing and no
history of neurological, psychiatric, or developmental disorders. All
gave written informed consent under a process approved by the Cam-
bridge Psychology Research Ethics Committee.

Figure 1. Stimulus characteristics. (A) Spectrograms of a single example sentence in the 4 speech conditions, with the amplitude envelope for each frequency band overlaid.
Spectral change for the 16 channel sentence is absent from the 1 channel sentence. This spectral change is created by differences between the amplitude envelopes in
multichannel vocoded speech. (B) Despite differences in spectral detail, the overall amplitude envelope contains only minor differences among the 4 conditions. (C) The
modulation power spectrum of sentences in each condition shows 1/f noise as expected. Shading indicates 4–7 Hz where speech signals are expected to have increased power.
(D) Residual modulation power spectra for each of the 4 speech conditions: after 1/f noise is subtracted highlights the peak in modulatory power between 4 and 7 Hz. (E) Word
report accuracy for sentences presented in each of the 4 speech conditions. Error bars here and elsewhere reflect standard error of the mean with between-subject variability
removed (Loftus and Masson 1994).
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difference between 16 and 1 channel sentences [t(10) = 3.8, P
< 0.005 (one-sided)], we found increased coherence for mod-
erately intelligible 4 channel speech compared with unintelli-
gible 4 channel rotated speech [t(10) = 2.1, P < 0.05]. We also

conducted an exploratory whole-brain analysis to identify any
additional regions in which coherence was higher for the 4
channel condition than for the 4 channel rotated condition;
however, no regions reached whole-brain significance.

Figure 3. Source-localized cerebro-acoustic coherence results. (A) Source localization showing significant cerebro-acoustic coherence in the unintelligible 1 channel condition
compared to a permutation-derived null baseline derived from random pairings of acoustic envelopes to MEG data across all participants. Effects shown are whole-brain corrected
(P< 0.05). (B) ROI analysis on coherence values extracted from probabilistically defined primary auditory cortex regions relative to coherence for random pairings of acoustic and
cerebral trials. Data showed a significant hemisphere× number of channels× normal/random interaction (P< 0.001).

Figure 4. Linguistic influences on cerebro-acoustic coherence. (A) Group analysis showing neural sources in which intelligible 16 channel vocoded speech led to significantly
greater coherence with the acoustic envelope than the 1 channel vocoded speech. Effects shown are whole-brain corrected (P<0.05). Coronal slices shown from an MNI
standard brain at 8 mm intervals. (B) For a 5 mm radius sphere around the middle temporal gyrus peak (−60, −16, −8), the 4 channel vocoded speech also showed significantly
greater coherence than the 4 channel rotated vocoded speech, despite being equated for spectral detail. (C) Analysis of the first and second halves of each sentence confirms
that results were not driven by sentence onset effects: there was no main effect of sentence half nor an interaction with condition.
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Peelle et al., Cerebral Cortex, 2012 
auditory cortex (number of channels × pairing interaction:
F1,15 < 1, n.s.). This confirms that cerebro-acoustic coherence
in left auditory cortex, but not in right auditory cortex, is sig-
nificantly increased for intelligible speech.

To assess effects of intelligibility on cerebro-acoustic coher-
ence more broadly we conducted a whole-brain search for
regions in which coherence was higher for the intelligible 16
channel speech than for the unintelligible 1 channel speech,
using a voxel-wise threshold of P < 0.001, corrected for mul-
tiple comparisons (P < 0.05) using cluster extent. As shown in
Figure 4A, this analysis revealed a significant cluster of greater
coherence centered on the left middle temporal gyrus [13
824 μL: peak at (−60, −16, −8), Z = 4.11], extending into both
inferior and superior temporal gyri. A second cluster extended
from the medial to the lateral surface of left ventral inferior
frontal cortex [17 920 μL: peak at (−8, 40, −20), Z = 3.56].
A third cluster was also observed in the left inferior frontal
gyrus [1344 μL: peak at (−60, 36, −16), Z = 3.28], although

this was too small to pass whole-brain cluster extent cor-
rection (and thus not shown in Fig. 4). (We conducted an
additional analysis in which the source reconstructions were
calculated on a single frequency range of 4–7 Hz, as opposed
to averaging separate source localizations, as described
in Materials and Methods. This analysis resulted in the same
2 significant clusters of increased coherence in nearly identi-
cal locations.)

We conducted ROI analyses to assess which of these areas
respond differentially to 4 channel vocoded sentences that are
moderately intelligible or made unintelligible by spectral
rotation. This comparison is of special interest because these
2 conditions are matched for spectral complexity (i.e. contain
the same number of frequency bands), but differ markedly in
intelligibility. We extracted coherence values for each con-
dition from a sphere (5 mm radius) centered on the middle
temporal gyrus peak identified in the 16 channel > 1 channel
comparison, shown in Figure 4B. In addition to the expected

Figure 2. Sensor level cerebro-acoustic coherence for magnetometer sensors. (A) For 2 example participants, the magnetometer with the maximum coherence values (across
all frequencies) was selected. Coherence values were then plotted at this sensor as a function of frequency, along with significance levels based on permutation analyses (see
text). Topographic plots of coherence values for all magnetometers, as well as a topographic plot showing significance values, are also displayed. (B) Coherence values as a
function of frequency computed as above, but averaged for the maximum coherence magnetometer in all 16 listeners. Minimum and maximum values across subjects are also
shown in the shaded portion. Coherence values show a clear peak in the 4–7 Hz range.
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•	Ahissar	et	al.	2001:	compression	compromises	intelligibility	 	because	
cortex	cannot	entrain	to	the	envelope	at	fast	rates.	
	
•	Luo	&	Poeppel	2007:	acous4c	manipula4on	that	compromises	

	intelligibility	also	reduces	phase	tracking.		
			
•	Ghitza	(2012)	(psychophysical	version)	Doelling	et	al.	2014	(MEG)		

	Elimina4on	of	cues	–	no	tracking	–	no	intelligibility.	Reinstatement	 	of	
simple	cues	for	entrainment		upregulates	intelligibility.		
	
•	Peelle,	Gross,	Davis	2012:	Manipula4on	that	increases/decreases	

	intelligibility/comprehension	pa[erns	with	coherence	between	
	acous4cs	and	entrainment.		

		
	
	
	

Entrainment	likely	enables	segmenta4on	and	is	necessary	–	but	not		
sufficient	–	for	speech	comprehension.	Entrainment	yields	acous4c		
chunks	of	approximately	syllable	dura4on.	These	form	the	basis	for	decoding.	



One brief example of an attempt at a linking hypothesis, in the Marr spirit: 
the segmentation problem and neural oscillations 

sincetherearenowordboundarysignsinspokenlanguagethedifficultywefeelinreading
andunderstandingtheaboveparagraphprovidesasimpleillustrationofoneofthemaind
ifficultieswehavetoovercomeinordertounderstandspeechratherthananeatlyseparat
edsequenceofletterstringscorrespondingtothephonologicalformofwordsthespeech
signalisacontinuousstreamofsoundsthatrepresentthephonologicalformsofwordsin
additionthesoundsofneighboringwordsoftenoverlapwhichmakestheproblemofident
ifyingwordboundariesevenharder
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Speech envelope (<20Hz) 

Cor4cal	oscilla4ons	(neurobiological	implementa4on)	as	the	mechanisms	to	address	the	
segmenta4on	problem	(computa4onal	level)	by	phase	resepng	to	edges	(algorithm).	



Segmen4ng	events,	e.g.	syllables	

shehadyourdarksui4ngreasywashwaterallyear	

MEG	

Courtesy of Keith Doelling, NYU 



Segmen4ng	events,	e.g.	syllables	

shehadyourdarksui4ngreasywashwaterallyear	she															had								your								dark											sui4n							greasy								wash									water											allyear	

Courtesy of Keith Doelling, NYU 





Cor4cal	tracking	of	hierarchical	linguis4c	
structures	in	connected	speech		
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Boundaries between syllables are usually 
defined by the speech envelope, but not the 

boundaries between words and phrases. 

envelope 

waveform 

phonetic level 

word-level 

syntactic level 



lovely kids eat apples 

Noun Phrase Verb Phrase 

Sentence 

love ly kids eat ap ples 

Sentences 

Phrases 

Syllables 

Words 

Parsing Linguistic Structures 
Embedded in Continuous Speech 

The neural code for each linguistic unit must 
change at the rate of that linguistic unit. 



lovely kids eat apples 

Noun Phrase Verb Phrase 

Sentence 

love ly kids eat ap ples 

Hierarchical Entrainment to 
the Hierarchical Linguistic Structure? 



lovely kids eat apples 

Noun Phrase Verb Phrase 

Sentence 

love ly kids eat ap ples 

Hierarchical Entrainment to the 
Hierarchical Linguistic Structure? 

? 
e.g., Luo & Poeppel, 2007 

Ding & Simon, 2012 



A Sequence with Hierarchical 
Linguistic Structures	

4 Hz 

2 Hz 

1 Hz 





•  16 native listeners of Mandarin Chinese 

•  Outlier detection: occasionally, the noun 
phrases of two sentences will be switched, 
creating two nonsense sentences. 

•  Data processed by a spatial filter 
optimized to extract phase-locked activity. 

   (Wang et al., J Neurophys 2012; Ding & Simon, PNAS 2012; 
 de Cheveigné & Simon, 2008) 

	



Cortical Activity Tracks 
Hierarchical Linguistic Rhythms	



Data from Individual Listeners	











Non-speakers Only Track 
the Syllabic/Acoustic Rhythm	



Adj. + Noun + Verb +  Noun 
fat rat sensed fear 
wood shelf holds cans 
tan girls drove trucks 
gold lamps shine light 
dry fur rubs skin 
sly fox stole eggs 
top chefs cook steak 
our boss wrote notes 
two teams plant trees 
… 

new plans give hope 
large ants built nests 
teen apes hunt bugs 
rude cats claw dogs 
rich cooks brewed tea 
fun games waste time 
huge waves hit ships 
deaf ears hear you 
all moms love kids 
… 

The English Version	

With help from Gwyneth Lewis 





Hierarchical Entrainment for English	



Interim Summary 

•  Cortical activity is entrained to the phrasal 
and sentential rhythms of speech. 

•  Phrasal/sentential level entrainment is 
seen for both Chinese and English, and 
not confounded by encoding of acoustic 
features. 



A Markov Chain Language with 
Constant Transitional Probability 



A Markov Chain Language with 
Constant Transitional Probability 

Probability 
Fourier 

transform 



each sentence 
played ~12 times 



25 sentences, 
each repeated ~12 times 





demonstrating that the neural response continuously changes during the course of a 
sentence, which can last up to 2 seconds, rather than being a transient response only 
occurring at the sentence boundary. 
 

 
 
Figure 4. Neural tracking of sentences of varying structures. (A) The global field power 
of the neural response tracks the sentence duration, even when the sentence boundaries 
(dotted lines) are not conveyed by any acoustic gap. The responses to sentences of 
different durations are color-coded (sentence duration labeled in the same color). (B) The 
averaged global field power near a sentential boundary (colored bar). The power 
continuously changes throughout the duration of a sentence. Shaded area denotes 2 SEM. 
Significance differences between the power averaged over the duration of each syllable 
(shaded squares at the bottom) are marked by a star (P < 0.01, t-test, FDR corrected). (C) 
Confusion matrix for neural decoding of the sentence duration (leave-one-out cross-
validation).  (D) The responses to sentences starting with either a 3-syllable noun phrase 
or a 4-syllable noun phrase (shown in the bottom). The global field power shows a 
transient increase near the boundary of the noun phrase and the verb phrase, even when 
the phrasal boundary is not indicated by an acoustic gap. The yellow areas show the time 
intervals in which the response power depends on the phrase duration (P < 0.005, 
bootstrap, FDR corrected). 
 
A single-trial decoding analysis was performed to confirm by other means that cortical 
activity tracks the duration of sentences. The decoder applies template matching for the 
response time course, and its performance is evaluated by a leave-one-out cross-
validation procedure. The confusion matrix, i.e. histogram  of  the  decoder’s  output  for  
sentences of different durations is shown in Fig. 4C. On average, 34.9 ± 0.6% (mean ± 
SEM over subjects) of the sentences are correctly detected (significantly better than 
chance level, i.e. 20%, P < 10-6, t-test). 
 



Neural Source Localization using ECoG 

5 epileptic patients 
left hemisphere 

(3 patients) 
right hemisphere 

(2 patients) 



Spatially Dissociable Sentential and 
 Phrasal Representations 



Spatially Dissociable Sentential and 
 Phrasal Representations 



Summary 

•  Cortical circuits can generate slow rhythms 
matching the time scales of larger linguistic 
structures, even when such rhythms are not 
present in the speech input, which provides a 
plausible mechanism for online building of 
large linguistic structures. 

•  Such tracking of larger linguistic units is rule/
grammar-based, not confounded by encoding 
of auditory features or transitional probability. 



Cor4cal	Entrainment	to	the		
Hierarchical	Linguis4c	Structure	of	Spoken	Language	

	
Nai	Ding,	Lucia	Melloni,	Hang	Zhang,	Xing	Tian,	David	Poeppel	

	
Nature	Neuroscience,	2016	
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The temporal structure of speech requires 
processing on multiple scales, concurrently, to yield 
usable representations for comprehension. 



Levels	of	analysis:	a	view	from	the	perspec4ve	of	David	Marr

What	kind	of	
neural	circuits		
and	neural		
dynamics	may		
underpin…		



Thanks	to	support	from	NIH,	NSF,	ARO,	AFOSR,	Max-Planck	Society	


