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 A topological system without magnetic field   

Interplay between topology and discrete scaling 
symmetry : Quasi-crystals	
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In the previous lecture, we have discussed spectral 
properties of infinite Fibonacci chains,	



!

and apply them successfully to finite chains.	


!
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 Quasi-periodic stack of dielectric layers of 2 types A, B

Fibonacci sequence : F1 = B; F2 = A; Fj≥3 = Fj−2Fj−1⎡⎣ ⎤⎦

Defines a cavity whose mode spectrum is fractal.
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Scaled finite size Fibonacci chains

Density of modes

The mode spectrum is self-similar
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Scaled finite size Fibonacci chains

Density of modes

Integrated Density of 



Log-periodic oscillating structure is the 
indisputable fingerprint of the underlying 

fractal structure of the spectrum. 



Integrated Density of States-Gap Labeling

N ω gap( ) = p + qτ −1 within a          gapp,q[ ]

              are topological invariants (Chern numbers). 
Independent of the potential strength, inhomogeneity, ...
p,q( )∈!

τ =
1+ 5( )

2
golden mean



Today’s program

!

• Investigate topological properties of Fibonacci 
chains.	



• Nature and origin of Chern numbers	



• How to obtain Chern numbers from scattering 



We mentioned the existence of Chern numbers in the gap 
labeling theorem. 	


!
• Is there a relation with other occurrences of Chern 

numbers (e.g. in the quantum Hall effect, topological 
insulators, graphene…) ? 	



!
• Not so obvious : in the previous cases, topology and 

associated Berry connexion result from the existence of 
underlying magnetic fields, Aharonov-Bohm fluxes, 
Dirac structure…	



!



Some basic ingredients (more technically),	


!

• Non trivial manifold M (product of manifolds) 	


!

• Define over M a structure (fiber bundle) F	


!
Physics: M is the physical space, F is the representation of a 
continuous symmetry group (field, order parameter,…)	


!

• Define on F a connexion (“vector potential”    ) and a related 
curvature (“magnetic field”   ).	



!

A
!"

B
!"

• Chern classes : define possible topological invariants on F.
Systematic expansion using invariant polynomials (Chern&Weil):

P Ω( ) = 1+ c1 Ω( )+ c2 Ω( )+!

Chern classes



Example :               and the order parameter M = !2 ψ = ψ eiχ

F = ! U 1( )Fiber  :                , Lie group                  

ω = −i Axdx + Aydy( )
Ω = dω = −iB B = ∂x Ay − ∂y Ax

Connexion 1-form :

Curvature 2-form :                        with 

1
2π

c1 Ω( ) = n∈!
M
∫Chern number :

over a closed 	


manifold M

Flux 
quantisation 
condition.

Invariant polynomial : P Ω( ) = 1+ c1(Ω) = 1+
B
2π

K. Mallick, E.A., “topological aspects of low dimensional systems”, 	


Les Houches, 1998 



Example : Free electrons in a 2D crystal + magnetic field 

Outline
General features ----- square lattice

Half-flux quantum per unit cell ------- Dirac spectrum

Honeycomb lattice,  graphene, manipulation of Dirac points

Finite systems, edge states

Hofstadter in other contexts

0
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Anatomy of the Hofstadter butterfly

M. Azbel (1964)

G.H. Wannier

Y. Avron, B. Simon

J. Bellissard, R. Rammal

D. Thouless, Q. Niu

TKNN : Thouless, Kohmoto, Nightingale, den Nijs

Y. Hatsugai

Osadchy, Avron, (2001)

U1U2 = e
2iπαU2U1 α = φ

φ0
Anatomy of the Hofstadter butterfly

Energy levels and wave functions of Bloch electrons 
in rational and irrational magnetic fields, 
Douglas Hofstadter, Phys. Rev. B 14 (1976) 2239

0
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0I  
h
e

Mα = φ
φ0

Non trivial group of magnetic translations: 
U1 = e

iKx

U2 = e
iKy

⎧
⎨
⎪

⎩⎪

φ0 =
h
e

(Harper problem)

Hofstadter butterfly



!
!
Fibonacci quasi-crystal : Is there a (Berry) connexion and 
a corresponding curvature whose integral produces 
corresponding Chern numbers ? 	


!
Is it possible to define a non trivial fiber bundle such as 
the group of magnetic translations in the Harper model ?	


!
Is there a quantity playing the role of a magnetic field ?



Topological features manifest through specific 
properties of edge (gap) modes in the presence of 

boundaries

14

Under certain (boundary) conditions, instead of observing 

we observe Additional gap modes
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Outline

Boundary conditions 
finite size effect

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Palindromicity cycle

Topological edge-states (2D) 1D Fibonacci cavity

New 
controllable 

modes

These gap modes “move” through the gaps as a function 	


of a parameter     yet to be determined φ

analogous to



To understand the existence and nature of edge states, 
we need to discuss the different (equivalent) ways to 

build a quasi-periodic chain.

• Concatenation	


• Substitution matrix	


• Characteristic function	


• Cut & Project 
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Concatenation

Fibonacci sequence : F1 = B; F2 = A; Fj≥3 = Fj−2Fj−1⎡⎣ ⎤⎦

The length of the chain is necessarily a Fibonacci number : 
1,2,3,5,8,13,21…	



It is thus not possible to generate a chain of arbitrary length.
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Substitution matrix
Consider a substitution     acting on an alphabet of 	



two letters A and B :
σ

To this substitution, we associate a matrix M, whose columns give the 
number of letters A and B which occurs in the transforms.         

M = 1 1
1 0

⎛
⎝⎜

⎞
⎠⎟σ :

A→BA
B→A

⎧
⎨
⎪

⎩⎪

By successive applications of     we generate a word                   	


of length       (a Fibonacci number).  The words            converge to 	


an infinite sequence            left invariant by    (fixed point).  

σ
FN

σ ∞ A( )
σ N B( )

σ

FN+1 =σ
N B( )



!

 Characteristic function 	


(B. Simon, J.M. Luck, Krauss & Zilberberg, PRL, 2012. 

χn = sign cos 2πnτ −1+φ( )−cos π τ −1( )⎡⎣ ⎤⎦

▪ The C&P method defines 
crystals and quasicrystals.
▪ Rational slope
▪ Irrational slopes

▪ A famous C&P quasicrystal 
example –The Fibonacci chain.

▪ The Fibonacci chain can 
generated using:
▪ C&P method
▪ Characteristic function

Leonardo Pisano
(Fibonacci)

ABB A A BB AAB AA A

F�1 F�3

F�2 F�4

F�5

F�6

F�7 F�9 F�11 F�13

F�8 F�10 F�12

� � � �> @

]......[
1
1

cos2cos

21

11

NnN

n

F

nsign

FFFF

SWIWSF

 
 �
 �

�� ��

B
A

Cut and Project quasicrystals and the Fibonacci chain

+1=
−1=

▪ The C&P method defines 
crystals and quasicrystals.
▪ Rational slope
▪ Irrational slopes

▪ A famous C&P quasicrystal 
example –The Fibonacci chain.

▪ The Fibonacci chain can 
generated using:
▪ C&P method
▪ Characteristic function

Leonardo Pisano
(Fibonacci)

ABB A A BB AAB AA A

F�1 F�3

F�2 F�4

F�5

F�6

F�7 F�9 F�11 F�13

F�8 F�10 F�12

� � � �> @

]......[
1
1

cos2cos

21

11

NnN

n

F

nsign

FFFF

SWIWSF

 
 �
 �

�� ��

B
A

Cut and Project quasicrystals and the Fibonacci chain

FN = χ1 χ2…χn…χN[ ]

when     is not ignored it is considered a nuisance, 
not here!

φ

The angle      appears as a new and legitimate degree of 
freedom.  It is usually ignored.

φ

⇔



Cut & Project method (maps)

Very active branch in maths of tiling, dynamical systems,	


(classical) information theory,….

E. Pelantová et al. / Quasicrystals 7

Figure 3. Voronoi tiling of the cut-and-project set shown in Figure 2.

Figure 4. The tiles appearing in the Voronoi tiling of Figure 3.

V2 : y = ηx, ε ̸= η. If we choose vectors x⃗1 = 1
ε−η (1, ε) and x⃗2 = 1

η−ε(1, η) then
for any point of the lattice Z2 we have

(p, q) = (q − pη)x⃗1︸ ︷︷ ︸
π1(p,q)

+ (q − pε)x⃗2︸ ︷︷ ︸
π2(p,q)

.

Let us recall that the construction by cut and projection requires that the projection π1

restricted to the lattice L is one-to-one, and that the set π2(L) is dense in V2.
If η and ε are irrational numbers, then these conditions are satisfied. The projection

of the lattice L = Z2 on the straight lines V1 and V2 are written using additive abelian
groups

Z[η] := {a + bη | a, b ∈ Z} ,

Z[ε] := {a + bε | a, b ∈ Z} .

These groups are obviously isomorphic; the isomorphism ⋆ : Z[η] → Z[ε] is given by
the prescription

x = a + bη %→ x⋆ = a + bε .

The cut-and-project scheme can then be illustrated by the following diagram.

Duneau & Katz	


Moody, Meyer	



Pinsner, Voiculescu	


Mendes-France, Allouche	



Bombieri, Taylor,	


Kellendonk, Grimm,	



Queffelec, Bellissard, ……	



Generate both periodic and quasi-periodic (quasicrystals) structures.	


 	


             A brief tutorial for practical implementation in 1D.



▪ The C&P method defines 
crystals and quasicrystals

constbxy � 

Cut and Project quasicrystals and the Fibonacci chain

y = bx+const

Start from a 2D periodic lattice L = !2

▪ The C&P method defines 
crystals and quasicrystals

constbxy � 

Cut and Project quasicrystals and the Fibonacci chain

▪ The C&P method defines 
crystals and quasicrystals

constbxy � 

Cut and Project quasicrystals and the Fibonacci chain

▪ The C&P method defines 
crystals and quasicrystals

constbxy � 

ABB A B AAB AA A

Cut and Project quasicrystals and the Fibonacci chain

Generate only 2 	


possible distances

▪ The C&P method defines 
crystals and quasicrystals

constbxy � 

ABB A B AAB AA A

Cut and Project quasicrystals and the Fibonacci chain



For a rational slope : periodic superlattice

▪ The C&P method defines 
crystals and quasicrystals.
▪ Rational slope

constxy � 3
2

B AA B AA B AA

Periodic 
superlattice

Cut and Project quasicrystals and the Fibonacci chain

For an irrational slope : quasi-periodic structure
▪ The C&P method defines 

crystals and quasicrystals.
▪ Rational slope
▪ Irrational slopes

▪ A famous C&P quasicrystal 
example –The Fibonacci chain.

Leonardo Pisano
(Fibonacci)

)51( ; 2
11 � � � WW constxy

ABB A A BB AAB A AA

Cut and Project quasicrystals and the Fibonacci chain

▪ The C&P method defines 
crystals and quasicrystals.
▪ Rational slope
▪ Irrational slopes

▪ A famous C&P quasicrystal 
example –The Fibonacci chain.

Leonardo Pisano
(Fibonacci)

)51( ; 2
11 � � � WW constxy

ABB A A BB AAB A AA

Cut and Project quasicrystals and the Fibonacci chain

y = τ −1x+const

τ =
1+ 5( )

2
golden mean



All the four previous methods are equivalent and allow 
to generate infinite quasi-periodic Fibonacci chains.  

But they involve important and interesting differences :	


!

       Substitution and concatenation generate fixed 
structures : chains of length given by a Fibonacci number. 

C&P and characteristic functions do not involve constraint 	


on the length. 	


!
More importantly, they allow for an additional degree of 	


freedom, the phase     which appears in the characteristic 	


function approach.

φ

Meaning of this elusive phase    in the C&P approach ?φ
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Characteristic function

χn = sign cos 2πnτ −1+φ( )−cos π τ −1( )⎡⎣ ⎤⎦

φ    is usually an innocuous and thus 	


     ignored modulation phase.	


!
For an infinite (Fibonacci) structure : 

φ∞ = 3πσ = 3π τ −1

Define instead

C&P method

χn = sign cos 2πnτ −1+φ∞ + Δφ( )− cos πτ −1( )⎡⎣ ⎤⎦

Is it possible to give a meaning 	


to the phase      within the C&P method ?Δφ

▪ The C&P method defines 
crystals and quasicrystals

constbxy � 

Cut and Project quasicrystals and the Fibonacci chain

y = τ −1x+const

τ =
1+ 5( )

2
golden mean
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Characteristic function

χn = sign cos 2πnτ −1+φ( )−cos π τ −1( )⎡⎣ ⎤⎦

φ    is usually an innocuous and thus 	


     ignored modulation phase.	


!
For an infinite (Fibonacci) structure : 

φ∞ = 3πσ = 3π τ −1

Define instead

C&P method

χn = sign cos 2πnτ −1+φ∞ + Δφ( )− cos πτ −1( )⎡⎣ ⎤⎦

Is it possible to give a meaning 	


to the phase      within the C&P method ?Δφ

▪ The C&P method defines 
crystals and quasicrystals

constbxy � 

Cut and Project quasicrystals and the Fibonacci chain

y = τ −1x+const

τ =
1+ 5( )

2
golden mean

Characteristic function C&P method

(Usually ignored)

� � � �> @11 cos2cos �� �� SWIWSF nsignn

:I The modulation phase

Cut and Project quasicrystals and the Fibonacci chain

In finite structures: 13 � SWIFibo

� � � �> @11 cos2cos �� �'�� SWIIWSF Fibon nsign
S
IW
2

1 '
� � xy

Each I yields a valid 
Fibonacci segmentWe better understand the meaning of  Δφ

Δφ
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C&P method - Properties

▪ The C&P method defines 
crystals and quasicrystals

constbxy � 

Cut and Project quasicrystals and the Fibonacci chain

y = τ −1x+const

Characteristic function C&P method

(Usually ignored)

� � � �> @11 cos2cos �� �� SWIWSF nsignn

:I The modulation phase

Cut and Project quasicrystals and the Fibonacci chain

In finite structures: 13 � SWIFibo

� � � �> @11 cos2cos �� �'�� SWIIWSF Fibon nsign
S
IW
2

1 '
� � xy

Each I yields a valid 
Fibonacci segment

Δφ

• Each value of  the phase        accounts for an existing 	


segment of the infinite Fibonacci chain.	


!
•       is      -periodic. 	


!
•      corresponds to a translation (along the chain) cycle 	


!
 	



!

Δφ

Δφ

Δφ = 2πτ −1Δn

Δφ

2π

▪ The C&P method defines 
crystals and quasicrystals.
▪ Rational slope
▪ Irrational slopes

▪ A famous C&P quasicrystal 
example –The Fibonacci chain.

Leonardo Pisano
(Fibonacci)

)51( ; 2
11 � � � WW constxy

ABB A A BB AAB A AA

Cut and Project quasicrystals and the Fibonacci chain
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▪ The C&P method defines 
crystals and quasicrystals.
▪ Rational slope
▪ Irrational slopes

▪ A famous C&P quasicrystal 
example –The Fibonacci chain.

Leonardo Pisano
(Fibonacci)

)51( ; 2
11 � � � WW constxy

ABB A A BB AAB A AA

Cut and Project quasicrystals and the Fibonacci chain

How a change of phase is implemented along the chain ?

Δφ
2π

▪ The C&P method defines 
crystals and quasicrystals

constbxy � 

Cut and Project quasicrystals and the Fibonacci chain

y = τ −1x+const

Characteristic function C&P method

(Usually ignored)

� � � �> @11 cos2cos �� �� SWIWSF nsignn

:I The modulation phase

Cut and Project quasicrystals and the Fibonacci chain

In finite structures: 13 � SWIFibo

� � � �> @11 cos2cos �� �'�� SWIIWSF Fibon nsign
S
IW
2

1 '
� � xy

Each I yields a valid 
Fibonacci segment

Δφ

▪ The C&P method defines 
crystals and quasicrystals.
▪ Rational slope
▪ Irrational slopes

▪ A famous C&P quasicrystal 
example –The Fibonacci chain.

Leonardo Pisano
(Fibonacci)

)51( ; 2
11 � � � WW constxy

ABB A A BB AAB A AA

Cut and Project quasicrystals and the Fibonacci chain
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Characteristic function C&P method

(Usually ignored)

� � � �> @11 cos2cos �� �� SWIWSF nsignn

:I The modulation phase

Cut and Project quasicrystals and the Fibonacci chain

In finite structures: 13 � SWIFibo

� � � �> @11 cos2cos �� �'�� SWIIWSF Fibon nsign
S
IW
2

1 '
� � xy

Each I yields a valid 
Fibonacci segment

▪ The C&P method defines 
crystals and quasicrystals.
▪ Rational slope
▪ Irrational slopes

▪ A famous C&P quasicrystal 
example –The Fibonacci chain.

Leonardo Pisano
(Fibonacci)

)51( ; 2
11 � � � WW constxy

ABB A A BB AAB A AA

Cut and Project quasicrystals and the Fibonacci chain

▪ The C&P method defines 
crystals and quasicrystals.
▪ Rational slope
▪ Irrational slopes

▪ A famous C&P quasicrystal 
example –The Fibonacci chain.

Leonardo Pisano
(Fibonacci)

)51( ; 2
11 � � � WW constxy

ABB A A BB AAB A AA

Cut and Project quasicrystals and the Fibonacci chain

Characteristic function

(Usually ignored)

� � � �> @11 cos2cos �� �� SWIWSF nsignn

:I The modulation phase

Cut and Project quasicrystals and the Fibonacci chain

In finite structures: 13 � SWIFibo

� � � �> @11 cos2cos �� �'�� SWIIWSF Fibon nsign

I has a translation cycle
'I=2SW-1'n

Δφ
2π periodicity

How a change of phase is implemented along the chain ?
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Characteristic function C&P method

(Usually ignored)

� � � �> @11 cos2cos �� �� SWIWSF nsignn

:I The modulation phase

Cut and Project quasicrystals and the Fibonacci chain

In finite structures: 13 � SWIFibo

� � � �> @11 cos2cos �� �'�� SWIIWSF Fibon nsign
S
IW
2

1 '
� � xy

Each I yields a valid 
Fibonacci segment

▪ The C&P method defines 
crystals and quasicrystals.
▪ Rational slope
▪ Irrational slopes

▪ A famous C&P quasicrystal 
example –The Fibonacci chain.

Leonardo Pisano
(Fibonacci)

)51( ; 2
11 � � � WW constxy

ABB A A BB AAB A AA

Cut and Project quasicrystals and the Fibonacci chain

▪ The C&P method defines 
crystals and quasicrystals.
▪ Rational slope
▪ Irrational slopes

▪ A famous C&P quasicrystal 
example –The Fibonacci chain.

Leonardo Pisano
(Fibonacci)

)51( ; 2
11 � � � WW constxy

ABB A A BB AAB A AA

Cut and Project quasicrystals and the Fibonacci chain

Δφ
2π

Characteristic function

(Usually ignored)

� � � �> @11 cos2cos �� �� SWIWSF nsignn

:I The modulation phase

Cut and Project quasicrystals and the Fibonacci chain

In finite structures: 13 � SWIFibo

� � � �> @11 cos2cos �� �'�� SWIIWSF Fibon nsign

I has a translation cycle
'I=2SW-1'n

Translation

How a change of phase is implemented along the chain ?



A structural degree of freedom 

Scanning           generates local structural changes. Δφ
These changes have a meaning only for a finite length chain
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A structural degree of freedom 

Is there a symmetry of the Fibonacci chain probed 	


when scanning the phase over a period ? 

A single structural  
change for each 
value of Δφ



Palindrome ?

So what happens when we scan the modulation phase?

Properties of finite C&P quasicrystals and the Fibonacci chain

▪ Scanning  I triggers a train of identical 
structural changes.

▪ Each resultant structure is a finite 
segment of an infinite Fibonacci.

▪ The structural change staircase is not 
equally spaced. Step length depends on 
the structure length and the value of  I.

▪ Scanning  I drives the structure 
through a palindromicity cycle

Palindromicity

Scanning the phase      drives the chain through a palindromic cycle. Δφ



Fibonacci chains generated using substitution or concatenation 	


are “almost” palindromic.

They correspond to	


!
and a length equal to a Fibonacci number  

Δφ = 0⇔ φ = φ∞ = 3π τ −1

NF

An infinite chain contains arbitrary long palindromic substructures

Scanning the phase      drives the chain through a palindromic cycle. Δφ
Palindromicity



Define a function to account for deviation from 	


structural palindromicity

η Δφ( ) ≡ 1
N

χ j Δφ( )− χN− j Δφ( )
j=0

N−1
2

⎡
⎣⎢

⎤
⎦⎥

∑

Alternatively, using characteristic function or C&P to generate 	


chains, allows to monitor      and to consider arbitrary lengths.Δφ



The deviation from palindromicity saturates. 	



For the Fibonacci chain, the saturation corresponds to the occurrence 	


of [AA] doublets, knowing that [BB] doublets are forbidden.

76.3%

The saturation value depends on the C&P slope, i.e., 	


on type of quasi-periodic potential.

23.7%



Are there spectral consequences 	


of these structural properties ?

No !

Almost No…

We have already calculated and measure the spectrum in details
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Scaled finite size Fibonacci chains

Density of modes

Integrated Density of 



Integrated Density of States-Gap Labeling

N ω gap( ) = p + qτ −1 within a          gapp,q[ ]

              are topological invariants (Chern numbers). 
Independent of the potential strength, inhomogeneity, ...
p,q( )∈!

τ =
1+ 5( )

2
golden mean



How do we obtain the gap labeling theorem ?

All these characteristics are independent of the phase  Δφ

Using the substitution matrix approach



The gap labelling theorem 
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Substitution matrix
Consider a substitution     acting on an alphabet of 	



two letters A and B :
σ

To this substitution, we associate a matrix M, whose columns give the 
number of letters A and B which occurs in the transforms.         

M = 1 1
1 0

⎛
⎝⎜

⎞
⎠⎟σ :

A→BA
B→A

⎧
⎨
⎪

⎩⎪

By successive applications of     we generate a word                   	


of length       (a Fibonacci number).  The words            converge to 	


an infinite sequence            left invariant by    (fixed point).  

σ
FN

σ ∞ A( )
σ N B( )

σ

FN+1 =σ
N B( )
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Densities              of letters in the fixed point 	


infinite Fibonacci chain             are given by the components of 	


the positive eigenvector:  

σ ∞ A( )
dA ,dB( )

!
!
of the matrix M with highest eigenvalue normalised so that  dA + dB = 1

v1 =
dA
dB

⎛

⎝
⎜

⎞

⎠
⎟

For the Fibonacci chain, eigenvalues of M are  solutions of	


!
!

    namely,             and

x2 − x −1= 0

τ ,τ −1( ) v1 =
dA = τ −1
dB = 2 −τ

⎛

⎝
⎜

⎞

⎠
⎟

τ =
1+ 5( )

2
golden mean
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In order to state the gap labeling theorem, we need also the substitution 
matrix for two letters. The possible words with 2 letters are: 

σ AA( ) = ABAB
σ AB( ) = ABA
σ BA( ) = AAB
σ BB( ) = AA

σ :
A→AB
B→A

⎧
⎨
⎪

⎩⎪
Substitution matrix

M 2 =
0 0 1
1 1 0
1 1 0

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

For the Fibonacci chain, eigenvalues of      are  	


solutions of	


!
i.e., with the same highest eigenvalue     and the corresponding 	


!
normalised eigenvector 

M 2

x(x2 − x −1) = 0

τ
v2 =

dAA = 2τ − 3
dAB = 2 −τ
dBA = 2 −τ

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

Note: dAA = 2τ − 3 ≈ 23.7%frequency of AA in the infinite chain :



The deviation from palindromicity saturates. 	



For the Fibonacci chain, the saturation corresponds to the occurrence 	


of [AA] doublets, knowing that [BB] doublets are forbidden.

76.3%

The saturation value depends on the C&P slope, i.e., 	


on type of quasi-periodic potential.

23.7%



For the Fibonacci chain, it gives directly, 

N εgap( ) = p + qτ −1

τ −1 = τ −1

N εgap( ) = !+τ −1!( )∩ 0,1[ ]

Gap labeling theorem (poor man’s version) : for a Hamiltonian 
determined by  a substitution on a finite alphabet, the values of the 
integrated density of states (counting function) on the spectral gaps in 
[0,1] belong to           generated by the components of the normalised 
eigenvectors          with maximal eigenvalue    of      and        .  

! τ −1⎡⎣ ⎤⎦
v1,v2( ) M M 2τ

⇔

The 2 integers [p,q] in the gap counting function are Chern numbers.	


 



Important consequence : the counting function in the spectral gaps	


is independent of the structural modulation phase  Δφ

Δφ
More generally, the counting function (and the density of states) 	


over the whole spectrum is independent of the structural phase 

How to see it : scattering formalism and the Krein-Schwinger formula

The substitution matrix approach does not involve the structural 	


modulation phase       which (as we saw) is irrelevant for the 	


infinite chain.	



Δφ



Intermezzo : Scattering 
formalism - Krein-
Schwinger formula



Scattering formalism
It offers a general and elegant framework in order to investigate spectral 

properties and transport (Landauer approach)

Here, we consider 1D systems only. 
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where

⌅i =
ni sin �i+1
ni+1 sin �i

cos �i + cos �i+1

µi =
ni sin �i+1
ni+1 sin �i

(1.15)

and �i = k0nili.

1.4. Scattering matrix formalism

Propagation through a one-dimensional structure can be described by a scattering
matrix, or S-matrix, S(k), relating incoming and outgoing amplitudes of propagat-
ing plane waves of wave vector k = ⌃/c (see Figure 1.1.) . Excellent pedagogical
discussions, particularly for one-dimensional systems, can be found in.13–15

Figure 1.1. Schematic description of the scattering matrix setup, showing the incoming (iR, iL)
and outgoing (oR, oL) amplitudes on the left and right of the scattering region.

With obvious notations, the scattering S matrix is defined as:
�

oL
oR

⇥
=

�
r t
t r⌅

⇥�
iL
iR

⇥
⇤ S

�
iL
iR

⇥
. (1.16)

We consider the system to be invariant under time reversal, so that the matrix S is
symmetric. Furthermore, it is unitary (S�1 = S†) as a consequence of conservation
of probability (for the Schrödinger equation), or of the intensity of the field (for the
Helmholtz equation). This leads to the set of relations:

|r|2 + |t|2 = 1 (1.17)
|r⌅|2 + |t|2 = 1 (1.18)
tr⇥ + r⌅t⇥ = 0 . (1.19)

These equations imply that det S = rr⌅ � t2 = �t/t⇥. Since S is unitary, it can be
diagonalized by a unitary transformation into the diagonal form:

�
ei⇤1 0
0 ei⇤2

⇥
. (1.20)

Defining the total phase shift, ⇥(k) ⇤ (⇤1(k) + ⇤2(k))/2, we then have:

det S(k) = e2i⇥(k) = � t
t⇥

. (1.21)

A (quantum,wave) system with a potential (defined w.r.t. a free part ) 	


is enclosed in a “black box”. We probe it using scattering waves. 

With obvious notations, the 
(unitary) scattering matrix is :
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of probability (for the Schrödinger equation), or of the intensity of the field (for the
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�
ei⇤1 0
0 ei⇤2

⇥
. (1.20)

Defining the total phase shift, ⇥(k) ⇤ (⇤1(k) + ⇤2(k))/2, we then have:

det S(k) = e2i⇥(k) = � t
t⇥

. (1.21)

It can be diagonalised as 
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We consider the system to be invariant under time reversal, so that the matrix S is
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of probability (for the Schrödinger equation), or of the intensity of the field (for the
Helmholtz equation). This leads to the set of relations:
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tr⇥ + r⌅t⇥ = 0 . (1.19)

These equations imply that det S = rr⌅ � t2 = �t/t⇥. Since S is unitary, it can be
diagonalized by a unitary transformation into the diagonal form:

�
ei⇤1 0
0 ei⇤2

⇥
. (1.20)

Defining the total phase shift, ⇥(k) ⇤ (⇤1(k) + ⇤2(k))/2, we then have:

det S(k) = e2i⇥(k) = � t
t⇥

. (1.21)

Defining the total phase shift :



Assume that the scattering potential decreases fast enough 	


and enclose the system in a large “blackbox” of size L 	


(much larger than the system size). Apply periodic boundary 	


conditions to this box, namely, 

November 2, 2012 0:32 PSP Review Volume - 9.75in x 6.5in Panbook-GD-10-22-2012

6

From the definition of the phase of the transmission amplitude, t ⇥ |t|ei �, and from
(1.21), we obtain the relation ⇥(k) = �(k) + ⌅/2. A simple and elegant relation
exists between the phase shift ⇥(k) and the change of density of states ⇧(k):

⇧(k)� ⇧0(k) =
1

2⌅
Im

⌥

⌥k
ln det S(k) (1.22)

where ⇧0(k) is the density of states for the free system, namely with zero potential
for the Schrödinger equation in (1.3), or ⇤(x) = ⇤0 for the Helmholtz equation (1.2).

The source of scattering in either Schrödinger or Helmholtz equations is the
potential V(x) (or the varying refractive index n(x)). Should they vanish, the S-
matrix reduces to the identity. Now assume that they decrease fast enough so that
we can enclose the scattering system (the “black box” in Fig. 1.1.) inside a region
of size L, much larger than the support of the scattering potential. Apply periodic
boundary conditions, ⌃(0) = ⌃(L) and ⌃⌅(0) = ⌃⌅(L), at the boundary of the
large box, noting that for large enough L, the physics is independent of the precise
boundary conditions. For large enough L,

⌃(0) = ⌃(L) ⇤ iL + oL = oReikL + iRe�ikL

⌃⌅(0) = ⌃⌅(L) ⇤ ik(iL � oL) = ik(oReikL � iRe�ikL) . (1.23)

These algebraic relations may be written as a spectral condition:

det
�

1 � eikL
�

0 1
1 0

⇥
S(k)

⇥
= 0 . (1.24)

Solving for S, leads to the following relation between the total phase shift defined
in (1.21) and the possible wave vectors:

kn(L) =
⌅n
L

� ⇥(kn)
L

(1.25)

Noting that k(0)n (L) = ⌅n/2L are the eigenmodes in the absence of scattering po-
tential, namely for ⇥(k) = 0, we can rewrite (1.25) for two consecutive values of n
under the form,

(kn+1 � kn)

�
L +

d⇥(k)
dk

⇥
= ⌅ (1.26)

Defining the density of states, or density of modes (DOM) as ⇧(k) = 1/(kn+1 � kn)
leads to (1.22):

⇧(k)� ⇧0(k) =
1
⌅

d⇥(k)
dk

(1.27)

Recalling the definition in (1.9) of the counting function, N (k) =
⇤ k ⇧(k⌅)dk⌅, and

its relation to the DOM in (1.10), we obtain:

⇥(k) = ⌅�N(k) = ⌅ (N(k)� N0(k)) (1.28)

which relates the total phase shift of the S-matrix to a spectral quantity. Both (1.22)
and (1.28) are rather remarkable (and well-known) results since they express the
fact that a measurement of the scattering data from a black box allows one to re-
trieve its spectral information provided it is coupled to the external environment.
Some further details are given in the next section.

These algebraic equations can be written as a spectral condition: 
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Spectral condition: 
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leads to a relation between the total phase shift 	


and the possible wave vectors :
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From this relation we obtain the change of density of states :

An exemple of the general Krein-Birman-Schwinger relation :
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of the S-matrix defined in (1.34) can be related to the resolvents defined in the
presence (G) and in the absence (G(0)) of the scattering potential,

ln detS(z) = ln det(z � H)� ln det(z � H0) . (1.35)

Thus,

Im Tr
⇤
G(E + i0+)� G0(E + i0+)

⌅
= ⇧

d
dE

⇧
i

2⇧
ln detS(E)

⌃
. (1.36)

Recalling that the density of states is given by ⇧⌃(E) = �Im TrG(E + i0+) leads
again to (1.22). This relation is a particular case of a more general set of relations
known as the Krein-Birman-Schwinger relations which can be rewritten as,

Tr [G(z)� G0(z)] =
⌥ +⇤

�⇤

dE
(E � z)2

i
2⇧

ln detS(E) (1.37)

or more generally,

Tr [⇥(H)� ⇥(H0)] =
⌥ +⇤

�⇤
dE

d⇥
dE

i
2⇧

ln detS(E) (1.38)

where ⇥(H) is some regular function of the Hamiltonian H. When applied to
⇥(x) = e�tx, (1.38) gives the well known relations between the heat kernel P(t) ⇤
Tr

�
e�tH⇥

and the S-matrix:

P(t)� P0(t) =
⌥ +⇤

�⇤
dEe�tE [⌃(E)� ⌃0(E)] (1.39)

and between the zeta function ⌥H(s) = TrH�s and the total phase shift:

⌥H(s)� ⌥H0(s) = �
⌥ +⇤

�⇤
dEE�s d⇥(E)

dE
(1.40)

We now introduce some terminologies used in different fields to describe re-
lated quantities. From (1.34), we have that

detS(z) = det
z � H
z � H0

(1.41)

We can rewrite (1.35) in the form ln det S(z) = Tr ln(z � H)� Tr ln(z � H0). Then,
using the definition of the counting function N (E), we have

i⇥(z) =
⌥

dN (E) ln(z � E)�
⌥

dN0(E) ln(z � E) (1.42)

The quantity i⇥(z) = L(z) is sometimes called the Lyapunov function.6 Taking
z = E ± i� with � ⌅ 0+, we obtain

⇥(E) = ⇧ (N (E)�N0(E)) (1.43)

which states that the total phase shift measures the change of counting func-
tion up to energy E in the presence of the scattering potential. The quantity
�(z) = e2L(z) = det(z � H)/(z � H0) is often called the Fredholm determinant
or the Böttcher function in the mathematics literature.17

There is an interesting relation established by Herbert and Jones and by Thou-
less,21 which identifies the real part of the Lyapunov function

⌅(E) ⇤ ReL(E + i⇤) =
⌥

dN(E⇧) ln |E � E⇧| (1.44)

as the spatial decay (or localization) length of the corresponding energy state.

where            is a regular function of the Hamiltonian.
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Im Tr
⇤
G(E + i0+)� G0(E + i0+)

⌅
= ⇧

d
dE

⇧
i

2⇧
ln detS(E)

⌃
. (1.36)
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dE
(E � z)2

i
2⇧

ln detS(E) (1.37)
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⌥ +⇤

�⇤
dE

d⇥
dE

i
2⇧

ln detS(E) (1.38)
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where

⌅i =
ni sin �i+1
ni+1 sin �i

cos �i + cos �i+1

µi =
ni sin �i+1
ni+1 sin �i

(1.15)

and �i = k0nili.

1.4. Scattering matrix formalism

Propagation through a one-dimensional structure can be described by a scattering
matrix, or S-matrix, S(k), relating incoming and outgoing amplitudes of propagat-
ing plane waves of wave vector k = ⌃/c (see Figure 1.1.) . Excellent pedagogical
discussions, particularly for one-dimensional systems, can be found in.13–15

Figure 1.1. Schematic description of the scattering matrix setup, showing the incoming (iR, iL)
and outgoing (oR, oL) amplitudes on the left and right of the scattering region.

With obvious notations, the scattering S matrix is defined as:
�

oL
oR

⇥
=

�
r t
t r⌅

⇥�
iL
iR

⇥
⇤ S

�
iL
iR

⇥
. (1.16)

We consider the system to be invariant under time reversal, so that the matrix S is
symmetric. Furthermore, it is unitary (S�1 = S†) as a consequence of conservation
of probability (for the Schrödinger equation), or of the intensity of the field (for the
Helmholtz equation). This leads to the set of relations:

|r|2 + |t|2 = 1 (1.17)
|r⌅|2 + |t|2 = 1 (1.18)
tr⇥ + r⌅t⇥ = 0 . (1.19)

These equations imply that det S = rr⌅ � t2 = �t/t⇥. Since S is unitary, it can be
diagonalized by a unitary transformation into the diagonal form:

�
ei⇤1 0
0 ei⇤2

⇥
. (1.20)

Defining the total phase shift, ⇥(k) ⇤ (⇤1(k) + ⇤2(k))/2, we then have:

det S(k) = e2i⇥(k) = � t
t⇥

. (1.21)
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From the definition of the phase of the transmission amplitude, t ⇥ |t|ei �, and from
(1.21), we obtain the relation ⇥(k) = �(k) + ⌅/2. A simple and elegant relation
exists between the phase shift ⇥(k) and the change of density of states ⇧(k):

⇧(k)� ⇧0(k) =
1

2⌅
Im

⌥

⌥k
ln det S(k) (1.22)

where ⇧0(k) is the density of states for the free system, namely with zero potential
for the Schrödinger equation in (1.3), or ⇤(x) = ⇤0 for the Helmholtz equation (1.2).

The source of scattering in either Schrödinger or Helmholtz equations is the
potential V(x) (or the varying refractive index n(x)). Should they vanish, the S-
matrix reduces to the identity. Now assume that they decrease fast enough so that
we can enclose the scattering system (the “black box” in Fig. 1.1.) inside a region
of size L, much larger than the support of the scattering potential. Apply periodic
boundary conditions, ⌃(0) = ⌃(L) and ⌃⌅(0) = ⌃⌅(L), at the boundary of the
large box, noting that for large enough L, the physics is independent of the precise
boundary conditions. For large enough L,

⌃(0) = ⌃(L) ⇤ iL + oL = oReikL + iRe�ikL

⌃⌅(0) = ⌃⌅(L) ⇤ ik(iL � oL) = ik(oReikL � iRe�ikL) . (1.23)

These algebraic relations may be written as a spectral condition:

det
�

1 � eikL
�

0 1
1 0

⇥
S(k)

⇥
= 0 . (1.24)

Solving for S, leads to the following relation between the total phase shift defined
in (1.21) and the possible wave vectors:

kn(L) =
⌅n
L

� ⇥(kn)
L

(1.25)

Noting that k(0)n (L) = ⌅n/2L are the eigenmodes in the absence of scattering po-
tential, namely for ⇥(k) = 0, we can rewrite (1.25) for two consecutive values of n
under the form,

(kn+1 � kn)

�
L +

d⇥(k)
dk

⇥
= ⌅ (1.26)

Defining the density of states, or density of modes (DOM) as ⇧(k) = 1/(kn+1 � kn)
leads to (1.22):

⇧(k)� ⇧0(k) =
1
⌅

d⇥(k)
dk

(1.27)

Recalling the definition in (1.9) of the counting function, N (k) =
⇤ k ⇧(k⌅)dk⌅, and

its relation to the DOM in (1.10), we obtain:

⇥(k) = ⌅�N(k) = ⌅ (N(k)� N0(k)) (1.28)

which relates the total phase shift of the S-matrix to a spectral quantity. Both (1.22)
and (1.28) are rather remarkable (and well-known) results since they express the
fact that a measurement of the scattering data from a black box allows one to re-
trieve its spectral information provided it is coupled to the external environment.
Some further details are given in the next section.
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since



End of the intermezzo 



52

Fibonacci chain embedded between free spaces:        

δ k( ) = θt (k)+
π
2 is independent of the modulation phase Δφ
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But…since the phase      measures the deviation from palindromicity, 	


it should show up in the difference between the 2 scattering configurations, 

Δφ

r
!
= r
"
eiα

α should depend on the structural phaseΔφ
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But…since the phase      measures the deviation from palindromicity, 	


it should show up in the difference between the 2 scattering configurations, 

Δφ

r
!
= r
"
eiα

Two different  wave vectors
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On which physical quantity do we see a        dependence ?Δφ

On boundary (edge) states…since scattering states are 	


independent of the structural phase  Δφ

How to relate boundary (edge) states to the 	


scattering formalism ?



Creating edge modes

• Edge modes show up in most finite superlattices at gap frequencies 	


      which depend on boundary conditions:	


!

A. Boundary states due to a “closed” boundary condition (e.g., mirror)	


B. Interface modes	


C. Defect modes	



!
• Edge modes have the same origin and are of topological nature. 



Work with a closed boundary

mirror

Equivalent to the artificial palindrome

F
!"

N F
#!

N



Edge states of the artificial palindrome F
!"

N F
#!

N

• This structure displays additional modes in the band gaps	


!
• Gap locations remain unchanged w.r.t. the original structure	


!
• Frequencies of the gap modes depend on the structural 	


       modulation phase Δφ



Gap modes move through gaps in a discrete staircase which depends on the 
contrast of the Fibonacci letters. 

Behaviour intrinsic to the discrete nature of the chain 	


(unlike Harper or Aubry-Andre models).



Gap modes move through gaps in a discrete staircase which depends on the 
contrast of the Fibonacci letters. 

Dwell ”time” of the gap modes is periodic with the modulation phase	


with a period which depends on the gap.  

Δφ



Relation to the palindromic cycle



Δφ
π

Relation to the palindromic cycle

No topological edge states 	


at structural palindromicity

for all gaps



Relation to the gap labelling and Chern numbers

Δφ
π

Chern numbers [p,q] describe the behaviour of topological 	


edge states in the gaps when changing the structural 	



phase angle      i.e., while moving away from palindromicity.Δφ



Relation between the Chern numbers (for each gap) and 	


the scattering matrix

r
!
= r
"
eiα

α depends on the structural phase ΔφThe chiral angle
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r
!
= r
"
eiα

Δφ
π



defines the spectral deviation from palindromicityα q ω ,Δφ( )

It depends on : 	


!
• the Chern number q in a gap	


!
• on the frequency in the gap (spectral quantity)	


!
• the structural phase angle	



!
• it does not saturate unlike structural palindromicity 

Δφ



α q ω gap ,Δφ( )
Winding number of the spectral deviation from palindromicity                 

The Chern number    of a gap and                  are related. α q ω gap ,Δφ( )q



Relation between the Chern numbers (for each gap) and 	


the scattering matrix

r
!
= r
"
eiα

α depends on the structural phase       :Δφ

The Chern number q is the winding number of the reflected 
phase shift            associated to the structural phase.θq Δφ( )

q =
θq Δφ = 2π( )−θq Δφ = 0( )

2π

α q ω ,Δφ( ) =θ
!
q −θ
!
q = 2θq

α q ω gap ,Δφ( )
The Chern number q is half the winding number of the spectral	



deviation from palindromicity                     associated to the structural phase.



• Topological structure of finite size quasi-periodic chains 	


induced by the palindromic symmetry (non trivial fiber bundle)	


!

• Direct relation between scattering data (chiral reflection phase) 	


                                 	


!
and the gap labelling Chern numbers. 	


!
• C&P and scattering theory give a simple way to calculate/measure 

Chern numbers.	


!
!
!
!
!
!
A simple resonance condition allows to calculate the position of 	



Summary-Further directions

α q ω ,Δφ( ) =θ
!
q −θ
!
q = 2θq



• Effective Fabry-Perot condition : systematic and simple design of 
topological mirrors. 	



!
!
• A simple resonance condition allows to calculate the position of 	


the gap modes.	


!
!
!
!
• Spatial structure of the topological modes.	


!
!

LFP k( ) = λ k( )
4

θ
!
1 +θ
!
2

π
= m λ k( )

2
, m∈!



• Casimir effect between topological mirrors.	


!
• Topological origin of fractional charge (polyacetylene, SSH)	


!
• Quantum anomaly for relativistic fermions (Jackiw, Rebbi)	


!
• Topological invariants (Atiyah-Singer index theorem), 	



relation to scattering theory.	





Thank you for your attention.


