
Cellular Growth and Form 

Thomas Lecuit 
chaire: Dynamiques du vivant

Course 2:  What sets cell volume?
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Growth of living and non living matter

«  Pour tout corps inorganique, l’augmentation de volume et de masse est toujours 
accidentelle et sans bornes, et cette augmentation ne s’exécute que par juxtaposition, 
c’est-à-dire que par l’addition de nouvelles parties à la surface extérieure du corps 
dont il est question.
L’accroissement, au contraire, de tout corps vivant est toujours nécessaire et borné, et 
il ne s’exécute que par intussusception, c’est-à-dire que par pénétration intérieure, ou 
l’introduction dans l’individu de matières qui, après leur assimilation, doivent y être 
ajoutées et en faire partie. Or, cet accroissement est un véritable développement de 
parties du dedans au dehors, ce qui est exclusivement propre aux corps vivants ». 

Lamarck, Philosophie zoologique, Part II, chap. I.  (1809)

"For  any  inorganic  body,  the  increase  in  volume and  mass  is  always  accidental  and 
unbounded, and this increase is carried out only by juxtaposition, that is to say, by the 
addition of new parts to the outer surface of the body in question.
The increase, on the contrary, of any living body is always necessary and boundless, and 
it is only carried out by intussusception, that is to say, by the interior penetration, or the 
introduction into the individual of materials which, after their assimilation, must be added 
to it and become part of it. Now, this increase is a true development of parts from the 
inside to the outside, which is exclusively proper to living bodies". 
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Organism and Cell Growth

• Cell growth drives tissue and organism growth

• Discrete versus coarse-grained/continuous description of growth: 
Cell growth versus tissue growth
Does multicellularity imply specific principles of growth of 
living matter in a tissue?
Size measurement?
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Cell size — volume
Statement of the problem: 
• Cell size varies between cell types in Animals but within a given cell 

type there is very little size variation (ex. epithelial cell). So cells control 
their volume tightly.
—Why is cell size regulated?

• Cell size is tightly coupled to cell function, for example, neuron, oocyte, 
red blood cells, Ciliates etc.

 
• Cell size is physically constrained, e.g.: 

—diffusion of metabolites limits cell size.
—diffusion of signalling molecules limits communication within cells 
(unless other transport mechanisms operate such as motor driven 
or by trigger waves)
—surface to volume ratio for exchange with environment
—energetically: synthesis of ribosomes and translational capacity 
limits cell growth. Given maximal rate of rRNA transcription, there 
is a limit to cell growth, unless polyploidy or multinucleation (ex. 
muscle cells, ciliates etc).

• Cell size is governed by protein synthesis, osmotic flow and cell cycle 
which operate at different time scales: how is this integrated?
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Global Dispersal of Free-Living Microbial
Eukaryote Species

Bland J. Finlay

The abundance of individuals in microbial species is so large that dispersal
is rarely (if ever) restricted by geographical barriers. This “ubiquitous”
dispersal requires an alternative view of the scale and dynamics of
biodiversity at the microbial level, wherein global species number is
relatively low and local species richness is always sufficient to drive
ecosystem functions.

During the great age of natural history explora-
tion in the 19th century, it became abundantly
clear that many animal species—especially the
larger ones—had restricted geographical distri-
butions. In many cases, isolation had apparently
led to speciation, resulting for example in dis-
tinctive island faunas (1). A rather different
picture was provided by the small band of trav-
eling naturalists who were equipped with micro-
scopes. Most hoped to discover new and exotic
species of microbial eukaryotes (e.g., protozoa,
diatoms, and other microalgae), but their hopes
were dashed by the lack of novelty they found.
As early as 1887, the microscopist W. H.
Maskell conceded that the ciliated protozoa liv-
ing in the fresh waters of New Zealand were
basically identical to those known from Europe
(2). At around this time, similar ideas also began
to appear with respect to the prokaryotes (bac-
teria). Beijerinck’s pioneering use of enrichment
culture techniques showed that diverse types of
bacteria could be cultured from almost any type
of natural material (3), and species recorded
from a particular habitat type located in geo-
graphically distant places were usually similar if
not identical to each other.

Traces of Ubiquitous Eukaryotes
Recent evidence indicates that these ideas can
be extended to the microbial eukaryotes. There
is, for example, no evidence that flagellated
protozoan morphospecies have biogeographies
(4)—communities from adjacent sites are not
more similar to each other than they are to those
from more distant sites. The same flagellate
genotype has been isolated from a shallow in-
land fjord in Denmark and from hydrothermal
vents in the Pacific (5). The same planktonic
foraminiferan morphospecies are common to
both Arctic and Antarctic waters, and some of
these are also genetically identical (6). All 86
freshwater ciliated protozoan morphospecies
identified from a volcanic crater lake in Aus-
tralia in the late 1990s were already known
from Northern Europe by the mid-1930s (7, 8).

There are strong indications that protozoa

(Fig. 1) and other microbial eukaryotes in
general do not have biogeographies, and one
obvious explanation is that they are simply so
abundant that continuous large-scale dispers-
al sustains their global distribution. The local
abundance of microbial eukaryote species is,
indeed, impressively large. An average-sized
protozoon with a mass of about 1 ng typically
has an areal abundance roughly 12 orders of
magnitude greater than that of an average-
sized mammal (Fig. 2A), so sheer weight of
numbers might be expected to drive large-
scale dispersal for purely statistical reasons.
When we consider the many forces in the
natural environment that must drive the dis-
persal of small organisms (e.g., hurricanes,
global oceanic circulation, labyrinthine
groundwater networks, damp fur and feath-
ers), it is not surprising that some spectacular
examples have been recorded by explorer-
naturalists. While the Beagle was sailing in
oceanic waters of the tropical Atlantic, Dar-
win (9) scraped from the mast and sails a fine
layer of dust that was rich in freshwater

diatoms. These had been deposited by the
combined agency of a tornado and the Har-
mattan blowing from West Africa.

Local/Global Species Ratios
Doubtless, most of these diatoms were dead
by the time they were recovered, but many
microbial species can exist for long periods in
states such as resting cysts or spores. For
example, when a small sample of sediment
was collected from a freshwater pond and
examined microscopically, 20 ciliate species
were detected and identified, but after a va-
riety of enrichment techniques were used
over a period of 100 days, the species number
had risen to 137 (10), indicating that the
“seedbank” of species was very large.

If ubiquitous dispersal is typical of most (if
not all) microbial eukaryotes, we would expect
relatively low global species richness. This ap-
pears to be true for one of the best studied
groups, the free-living ciliates [!3000 species
(11)], and independent estimates place the spe-
cies richness of all free-living protozoa some-
where in the range of 10,000 to 20,000 (12, 13).
These are relatively small numbers compared
with 5 million species of insects (14). The main
difference, of course, is that many insect spe-
cies have geographically restricted ranges, and
similar niches located in geographically isolat-
ed regions of the world tend to be occupied by

Centre for Ecology and Hydrology (Windermere),
Ferry House, Ambleside, Cumbria LA22 0LP, UK. E-
mail: bjf@ceh.ac.uk

Fig. 1. A small sample from the variety of free-living protozoan species, drawn to scale next to a
pinhead. Virtually all species fall within the size range 0.002 to 2 mm.

www.sciencemag.org SCIENCE VOL 296 10 MAY 2002 1061
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• Protozoans

0.2 - 2mm in length

Bland J. Finlay 
Science 296, 1061 (2002); 
DOI: 10.1126/science.
1070710 

Cell size varies greatly between single cell organisms

51 
 

What is the range of cell sizes and 
shapes?  
 
 
 
 
Cells come in a dazzling variety of shapes and sizes. As we have already 
seen, deep insights into the workings of life have come from focused 
studies on key “model” types such as E. coli, budding (baker’s) yeast and 
certain human cancer cell lines. These model systems have helped 
develop a precise feel for the size, shape and contents of cells. However, 
undue focus on model organisms can give a deeply warped view of the 
diversity of life. Stated simply, there is no easier way to dispel the myth of 
“the cell”, that is the idea that what we say about one cell type is true for 
all others, than to show examples of the bizarre gallery of different cell 
types found both in unicellular and multicellular organisms.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: A gallery of microbial cell shapes. These drawings are based upon microscopy images 
from the original literature. (A) Stella strain IFAM1312 (380); (B) Microcyclus (a genus since 
renamed Ancylobacter) flavus (367); (C) Bifidobacterium bifidum; (D) Clostridium cocleatum; (E) 
Aquaspirillum autotrophicum; (F) Pyroditium abyssi (380); (G) Escherichia coli; (H) Bifidobacterium 
sp.; (I) transverse section of ratoon stunt-associated bacterium; (J) Planctomyces sp. (133); (K) 
Nocardia opaca; (L) Chain of ratoon stunt-associated bacteria; (M) Caulobacter sp. (380); (N) 
Spirochaeta halophila; (O) Prosthecobacter fusiformis; (P) Methanogenium cariaci; (Q) 
Arthrobacter globiformis growth cycle; (R) gram-negative Alphaproteobacteria from marine 
sponges (240); (S) Ancalomicrobium sp. (380); (T) Nevskia ramosa (133); (U) Rhodomicrobium 
vanniellii; (V) Streptomyces sp.; (W) Caryophanon latum; (X) Calothrix sp. (Y) A schematic of part 
of the giant bacterium Thiomargarita namibiensis (290). All images are drawn to the same scale. 
(Adapted from K. D. Young, Microbiology & Molecular Bio. Rev., 70:660, 2006.)  

• Bacteria

Cell Biology by the numbers.  Ron Milo, Rob Phillips, illustrated by Nigel Orme. 
Garland Science 2012
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How big is a human cell? 
 
 
 
 
A human is, according to the most recent estimates, an assortment of 
3.7±0.8x1013 cells (BNID 109716), plus a similar complement of allied 
microbes. The identities of the human cells are distributed amongst more 
than 200 different cell types (BNID 103626, 106155) which perform a 
staggering variety of functions. The shapes and sizes of cells span a large 
range as shown in Table 1. Size and shape, in turn, are intimately tied to 
the function of each type of cell. Red blood cells need to squeeze through 
narrow capillaries and their small size and biconcave disk shape achieve 
that while also maximizing the surface area to volume ratio. Neurons need 
to transport signals and when connecting our brains to our legs can reach 
lengths of over a meter (BNID 104901) but with a width of only about 10 
µm. Cells that serve for storage, like fat cells and oocytes have very large 
volumes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The different shapes also enable us to recognize the cell types. For 
example, the leukocytes of the immune system are approximately 
spherical in shape while adherent tissue cells on a microscope slide 

Table 1: Characteristic average volumes of human cells of different types. Large cell-
cell variation of up to an order of magnitude or more can exist for some cell types such 
as neurons or fat cells whereas for others the volume varies by much less, for example 
red blood cells. The value for beta cell comes from a rat but we still present it because 
average cell sizes usually changes relatively little among mammals.  

https://embryology.med.unsw.edu.au/embryology/index.php/Main_Page

https://www.quora.com/

Cell Biology by the numbers.  Ron Milo, Rob Phillips, illustrated by Nigel Orme. 
Garland Science 2012

M Ginzberg R Kafri and M. Kirschner . Science 348, 1245075 (2015). DOI: 10.1126/science.1245075 

REVIEW
◥

CELL BIOLOGY

On being the right (cell) size
Miriam B. Ginzberg,1* Ran Kafri,2* Marc Kirschner1*†

Different animal cell types have distinctive and characteristic sizes. How a particular cell size
is specified by differentiation programs and physiology remains one of the fundamental
unknowns in cell biology. In this Review, we explore the evidence that individual cells
autonomously sense and specify their own size. We discuss possible mechanisms by which
size-sensing and size-specification may take place. Last, we explore the physiological
implications of size control: Why is it important that particular cell types maintain a particular
size? We develop these questions through examination of the current literature and pose
the questions that we anticipate will guide this field in the upcoming years.

E
arly cytologists found that within a species,
it is the number of cells, rather than the size
of the cells, that makes one individual larger
than another; cell size is relatively constant
(1). Although this seems to downgrade the

question of cell size in favor of proliferative po-
tential, it raises the curious question of how cells
of a common cell type achieve such a uniform
size yet are capable of changing their size by or-
ders of magnitude during differentiation or in
response to physiological stimuli. For example,
pancreatic b cells are surrounded by acinar cells
that are roughly twice their size, and chondrocytes
increase their volume by 10- to 20-fold during
hypertrophic bone growth (2). These examples,
among others (Fig. 1), demonstrate that a cell’s
size is not the result of physical constraints but
rather is adaptively regulated. What, then, spe-
cifies a particular cell’s size?
Much work on this subject has focused on iden-

tifying extracellular factors (and their intracel-
lular responsive pathways) that elicit changes in
cell size. These studies found that the size of a cell
is largely controlled by its cell-surface receptors
and the combinations of growth factors, mitogens,
and cytokines in its environment. In the 1980s,
Zetterberg and co-workers distinguished between
factors, such as insulin-like growth factor 1 (IGF-1)
and insulin, that primarily initiate cell growth
and factors such as epidermal growth factor (EGF)
that primarily drive cell-cycle progression, even
in the absence of growth (3, 4). In Schwann cells,
for example, IGF-1 functions primarily as a growth
factor increasing cell mass, whereas glial growth
factor (GGF) acts as a mitogen, inducing prolif-
eration (5, 6). Consequently, Schwann cell size
can be manipulated through adjustment of the
relative concentrations of IGF-1 and GGF in their
environment. These findings caused some to con-
clude that in proliferating animal cells, growth
and cell-cycle progression are independent pro-

cesses, each governed by extracellular cues. Accord-
ing to this view, size itself is not actively controlled
but merely results from the independent control
of the rates of cell growth and cell division.
Although it is clear that extracellular growth

factors and mitogens can trigger changes in cell
size, such cues do not account for how cell-size
variance is constrained to achieve the uniformity
in cell size that is typically seen in tissues (Fig. 2).
These extracellular signals can dictate the mean
size of cells, but individual cells will still deviate
from that mean. Variability in cell size can arise
fromvariability in growth rate and cell-cycle length,
or asymmetry in cell division. These sources of
inevitable variation raise the question ofwhether
there are cellular mechanisms that might act to
increase size homogeneity. Size variation can
only be reduced with processes that differential-
ly affect cells of different sizes, despite the fact
that they share the same environment. Such a
process could reduce heterogeneity by eliminating
cells that deviate widely from the mean, through
cell death or differentiation. Alternatively, a size-
discriminatory process could force large cells
to accumulate less mass than small ones, in
response to identical extracellular signals. This
kind of control requires a mechanism by which
individual cells measure their own size and ad-
just their cell-cycle length, growth rate, or both,
as necessary to achieve a common target size. In

this Review, we will discuss a growing body of
evidence that such mechanisms exist and address
the following questions: (i) Do animal cells have
mechanisms to autonomously measure and ad-
just their individual sizes? (ii) Does the presence
of such mechanisms indicate that there is an
optimal cell size for a particular cell’s function?
Our discussion of cell-size control will focus

on proliferating populations of cells, which have
been more extensively studied in this context,
although many of the issues raised are relevant
in nonproliferating tissues as well.

Ways to limit heterogeneity in cell size

In proliferating cells, size variability can be con-
strained if cells progress through the cell cycle in
a size-dependent manner (Fig. 3A). Cells that are
born small would have more time to grow before
their next division, as compared with oversized
cells, which would divide more quickly. Several
groups have suggested thatmammalian cells have
a size threshold for exit from the G1 phase of the
cell cycle (7–9), as has been observed in budding
yeast (10). In order for a size threshold to work,
cell size must be reported to the processes regu-
lating the cell cycle. The “signal” could be the
amount of a particular protein or protein modi-
fication, the distance between cytoskeletal features,
or even the number or size of the cell’s neighbors.
Instead of (or in addition to) changing their

cell-cycle length in a size-dependent manner, cells
could also reach their target size by adjusting
their growth rate, so that small cells grow quick-
ly and large cells grow slowly (Fig. 3B). This
growth rate adjustment could be modulated by
the sort of signals described above. Alternatively,
the growth rate, and the final cell size, could be
determined by a “balance point” of synthesis and
degradation. If, for example, cells synthesize pro-
teins at a fixed rate but degrade them at a rate that
is proportional to their total cell size, net growth
would slow as cell size increases. This is not a
trivial condition because it requires that degra-
dation depend on the total amount of protein in
the cell, rather than the protein concentration.

Evidence for cell-autonomous
size measurement

There is increasing evidence that cells auton-
omously regulate their size to reduce cell-size

RESEARCH

SCIENCE sciencemag.org 15 MAY 2015 • VOL 348 ISSUE 6236 1245075-1

1Department of Systems Biology, Harvard Medical School,
Boston, MA, USA.2The Hospital for Sick Children, Toronto,
Canada.
*These authors contributed equally to this work. †Corresponding
author. E-mail: marc@hms.harvard.edu

150 µm

100 µm

50 µm

Pancreatic 
beta cells

Hepatocytes Keratinocytes Fibroblasts Adipocytes

Fig. 1. Typical sizes of various human cell types. Cells are drawn to scale. Pancreatic b cells,
hepatocytes, keratinocytes, fibroblasts, and adipocytes.
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 To put the relative sizes of yeast and bacteria in everyday terms, if we 
think of a world in which E. coli is the size of a human, then yeast is about 
the size of an elephant. Prominent components of the cell volume include 
the nucleus which takes up about 10% of the total cell volume (100491, 
103952), the cell wall, often ignored but making up 10-25% (104593, 
104592) of the total dry mass and the endoplasmic reticulum and vacuole, 
which are usually the largest organelles.  
 
 
One of the ideas that we repeatedly emphasize in a quantitative way is the 
idea of cell-to-cell variability and its role in establishing the different 
behaviors of cells in response to different environmental cues. As yeast 
replicate by budding off small daughter cells from a larger mother, any 
population has a large range of cell sizes spread around the median as 
shown in Figure 2. The haploid strain shown has a median cell volume of 
42±2 µm3 (BNID 100427). Another common metric is the 25th-75th 
percentile range which here is ≈30-60 fL. The median cell size itself is 
highly dependent on genetic and environmental factors. A diploid cell is 
almost twice as big as its haploid progenitors at ≈82 µm3 (BNID 100490). 
This reflects the more general observation from cell biology that median 
cell size tends to grow proportionally to ploidy (DNA content). Yeasts 
where ploidy can be manipulated to higher than two serve as useful test 
cases for illuminating this phenomenon.  

 
 
 
 
 
 
 
 
 
 

 
Beyond the bulk DNA content, the median cell volume can differ by more 
than 2-fold in different strains of S. cerevisiae, that evolved in different 
parts of the world, or more recently in different industries utilizing them. 
Finally, like E. coli, median cell size in yeast is correlated with growth rate 
– the better the environmental conditions and growth rate, the larger the 
cells (BNID 101747). An intriguing open question is - is there an 
evolutionary advantage of shifting cell size in response to environmental 

Figure 2: Histogram of distribution of cell sizes for wild type budding yeast cells (adapted from 

P. Jorgensen et al. Science 297:395, 2002). 

41 
 

How big is a budding yeast cell?  
 
 
 
 
The budding yeast Saccharomyces cerevisiae has served as the model 
eukaryote in much the same way that E. coli has served as the 
representative prokaryote. Due to its importance in making beer and 
baking bread (thus also called Brewers’ or Bakers’ yeast), this easily 
accessible and simply cultured organism was also an early favorite of 
scientists, as interestingly recalled by James A. Barnett in a set of papers 
on the “beginnings of microbiology and biochemistry: the contribution of 
yeast research”. These cells are significantly larger than common bacteria 
and as such, are a convenient single-celled organism to study under the 
microscope. In large part due to the ease with which its genome can be 
manipulated, yeast has remained at the forefront of biological research 
and in 1996, was the first eukaryotic organism to have its genome 
completely sequenced. Another feature that makes yeast handy for 
geneticists is their dual life style as either haploids, having one copy of 
each gene, or diploids, which harbor two copies of each gene. Haploid cells 
have only one copy of each chromosome just like a human female egg cell. 
By way of contrast, diploid cells have two copies of each chromosome, just 
like somatic cells in our body. Haploids are analogous to our gametes, the 
egg cell and sperm cells. The haploid/diploid coexistence in budding yeast 
enables scientists to easily change genes, merge gene sets and study the 
effects of mutations.  
 
We note that a simple rule of thumb for the dimensions of yeast cells is to 
think of them as spheres with a diameter of roughly 4 μm for haploids and 
roughly 6 μm for diploids as shown in Figure 1 (BNID 101796). 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Electron micrograph of 
budding yeast cells (courtesy of Ira 
Herskowitz and E. Schabtach). 
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cell lines divide indefinitely, alleviating the need to sacrifice primary 
animal tissue for experiments. These cell lines have been used for studies 
such as the molecular basis of signal transduction and the cell cycle. In 
these cell types, the cell volumes are captured by a rule of thumb value of 
2000 µm3 with a range of 500-4000 µm3 (BNID 100434). HeLa cells 
adhere to the extracellular matrix and like many other cell types on a 
microscope slide spread thinly to a diameter of ≈40 µm (BNID 103718, 
105877, 105878) but only a few µm in height. When grown to confluence 
they press on each other to compact the diameter to ≈20 µm such that in 
one of the wells of a 96 multiwell plate they create a monolayer of 
≈100,000 cells. One should note that as in bacteria and yeast, average cell 
size can change with growth conditions. In the case of HeLa cells a >2 fold 
decrease in volume was observed when comparing cells 3 days and 7 days 
after splitting and re-plating (BNID 108870, 108872). A snapshot of the 
variability of mammalian cells was achieved by a careful microscopic 
analysis of a mouse lymphocyte cell line as shown in Figure 2. The 
distribution is centered at about 1000 µm3 with a variance of about 300 
µm3. To put these cellular sizes in perspective, if we think of E. coli as 
having the size of a human being, then a HeLa cell is about the size of a z 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Our examination of the sizes of different cell types will serve as a jumping 
off point for developing intuition for a variety of other biological numbers 
we will encounter throughout the book. For example, when thinking 
about diffusion we will interest ourselves in the time scale for particular 
molecules to traverse a given cell type and this result depends in turn 
upon the size of those cells. 
 
 
 

Figure 2: Distribution of cell sizes for L1210, a mouse lymphoblast cell 

line. The cell volumes are reported in units of fL (1 fL = 1 Pm3). 

(Adapted from A. Tzur et al. Science 325:167, 2010)  

L1210, a mouse lymphoblast cell line Yeast S. cerevisiae

• So there are mechanisms to regulate cell volume in normal physiological conditions

• The observed variation is mostly within the range of what is expected given 
cell growth during the cell cycle (2 fold change)

Cell Biology by the numbers.  Ron Milo, Rob Phillips, illustrated by Nigel Orme. Garland Science 2012

• Cell size shows little variation in cells placed in the same nutritional environment
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• Normal with of red blood cell: 6-8 µm
Volume: around 90fL

• RDW (red cell distribution width): 
measure of variability of volume of red 
blood cells  (std / mean x100)

    RDW normally: 11.5-14.5%

• Anisocytosis: iron deficiency anemia causes cell volume variation 

Variation in cell size is often a disease state

MCV: mean corpuscular volume (fL)

World J Cardiol 2018; 10(2): 6-14 
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variation. In 1965, Killander and Zetterberg used
interferometric microscopy to measure the dry
mass of individual fibroblasts as a function of
time since division (7). They reported that cells
that had recently entered S phase were less var-
iable in size than those in early G1 (8). S phase
entry appeared to be more heavily dependent on
a cell’s size than its age; cells entered S phase at
similar sizes, whereas their age at S phase entry
varied widely. These results suggested that there
might be a cell-size threshold gating G1 exit in
animal cells. Killander et al. also showed that
cells split into separate culture dishes often dis-
played slight difference in phenotypes, including
cell size (7). When comparing cell size and cell-
cycle distributions of different cultures, they no-
ticed that populations with smaller average birth
sizes had longer average G1 lengths, so that cells
exited G1 at a similar size in all populations. They
concluded that a critical cell mass is required for
S phase entry (Fig. 4).
A dependence of G1 length on cell size was also

observed by Dolznig et al. (9). They engineered
avian erythroblasts to proliferate in the absence
of cytokines, under control of a viral constitutively
active EGF-R1, v-ErbB. When v-ErbB signaling
was blockedwith anEGF-R inhibitor, and the cells
were suppliedwith the appropriate cytokines, they
proliferated under the control of their physiolog-
ical receptors, c-Kit and EpoR. Cells were substan-
tially larger when driven by v-ErbB than they
were during c-Kit/EpoR–driven proliferation.
Dolznig et al. monitored the cell-cycle distribu-
tion after switching cells from v-ErbB– to c-Kit/
EpoR–driven proliferation. They reasoned that if
there is a size threshold that is lowered in c-Kit/
EpoR–driven proliferation, the first cell cycle af-
ter the switch should be shorter than subsequent
cycles. This expectation was fulfilled, suggesting
that there is a size threshold at G1 exit that is
influenced by extracellular conditions. Whereas
the results of Killander and Zetterberg can be
explainedby a correlation betweenG1 length and
size at any point in G1, Dolznig’s work suggests
that a true size threshold restricts G1 exit. Notably,
Echave et al. (11) transferred Schwann cells from
3% serum (inwhich theymaintain a large size) to
serum-free medium (in which they are small)
and failed to see a shortening of the first cell cycle.
This discrepancy may be attributable to differ-
ences in experimental conditions or cell type.
Kafri et al. provided evidence of a size-

discriminatory process that reduces variability in
cell mass (assayed by protein staining) at G1 exit
in several normal and transformed cell lines (12).
To reveal the coordination of growth and cell-
cycle progression, using fixed unsynchronized
cell preparations, they applied a fundamental
statistical principle: In an unsynchronized pop-
ulation of cells, the proportion of cells charac-
terized by a certain property or phenotype is a
function of the duration of the events during the
cell cycle in which that phenotype is expressed.
Specifically, if cells of a given size and cell cycle
position are underrepresented in the population,
those cells must either grow or progress through
that stage of the cell cycle more rapidly. On the

basis of this “ergodic rate analysis” (ERA) of large
populations captured in a single image, they de-
tected a prominent fingerprint of feedback regu-
lation. In lateG1, large cells are distinguished from
small cells in a process that causes large cells to
accumulate lessmass than smaller ones, decreas-
ing size heterogeneity in the population. Their
conclusions were consistent with either of two
possibilities: a faster growth rate or a longer du-
ration of G1 for smaller cells.
A major source of variation in size is variation

in the rates atwhich individual cells grow.Growth
rates of individual cells are very hard to measure,
requiring methods for resolving small differences

inmass (a fraction of themass of a single cell). To
address this problem, Manalis and colleagues
developed amicrofluidic resonator thatmeasures
the buoyant mass of single cells with exquisite
accuracy, enabling measurement of the instan-
taneous growth rate of a cell with a resolution of
~3 min (13). Their experiments on mouse lym-
phocyte precursors provided the first highly accu-
rate, direct measurements of growth curves of
single cells (14). They observed a convergence of
the variable growth rates of individual cells as
they approach the end of G1. At birth, there are
large disparities in growth rate among individ-
ual cells in the population, and as cells progress

1245075-2 15 MAY 2015 • VOL 348 ISSUE 6236 sciencemag.org SCIENCE

Fig. 2. Cell-size uniformity in a healthy mammary epithelium compared with a pleomorphic mam-
mary tumor. (A) Hematoxylin-and-eosin staining across a duct of a normal mouse mammary gland
illustrates the uniformity in cell size that is typical of epithelial tissues. [Image courtesy of S.Wang and
E. Zacksenhaus (Toronto General Hospital)] (B) A pleomorphic mammary tumor exhibits extreme
disparities in cell size. Tumor section was collected from a xenograft of mammary epithelial cells
transformed with LT, hTERT, and H-rasV12. To highlight the size heterogeneity in the pleomorphic
tumor, borders of several cells varying in size were manually outlined (red).
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Fig. 3. Size control strategies. To exit G1 with the appropriate size, cells can adjust either (A) the
amount of time spent in G1 or (B) the rate at which they grow.
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Variation in cell size is often a disease state
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— Facts: 
• Cell volume varies greatly between cell types
• Cell volume is constrained within a cell type
• So cell volume is regulated

— General mechanisms:
• Genetic encoding: cell type specificity
• Environment: nutrient, cytokines
• Homeostasis of cell volume on short time scales: eg. following 

internal or external perturbation /stress (Course 2)
• Coupling with cell division: cells grow in interphase and cells 

divide once cells reach a target size (Course 3)

through the cell cycle, their growth rates contin-
uously increase, creatingmore disparity. However,
in these cells G1 length is inversely proportional
to a cell’s initial rate of growth, not size. Slower
growing cells are held in G1, allowing themmore
time to accelerate their growth, so that all cells
exit G1 with similar growth rates. These results
suggest that a growth-rate threshold gates G1

exit. Such a mechanism would reduce the rate at
which variation builds up during cell growth by
both allowing slower growing cells more time to
grow between divisions and reducing growth-
rate disparities. An alternative possibility consist-
ent with these observations is that cells measure
not their rate of growth, but the amount of mass
accumulated since birth. This possibility is sup-
portedby recent studies of bacterial cell growth (15).
For many investigators in the past few dec-

ades, the question of whether cells regulate their
own size was tied to another, more abstract ques-
tion: Do cells grow with linear or exponential
kinetics (16–20)? At first glance, the latter ques-
tion may seem to have little biological relevance.
But upon closer examination, a distinction be-
tween these models carries major implications.
With exponential growth, larger cells grow faster
than do smaller cells, amplifying any existing size
disparities in proliferating populations. There-
fore, evidence that cells grow exponentially, and
are expected to diverge in size, would suggest that
regulatory mechanisms exist to counterbalance
this effect and maintain size homeostasis.
Despite the elegance of this claim, to actually

distinguish exponential from linear kinetics re-
quires measurements of cell size with an error
smaller than 6% (21), a resolution that was tech-
nologically unavailable until recently. Ingeniously
circumventing this challenge, in 1963 Collins and
Richmond (22) published a method to calculate
growth kinetics from three static size distribu-
tions: a distribution of newborn cells, dividing
cells, and an unsynchronized population. Intu-
itively, if one observes very few cells in the un-
synchronized population with a particular size,
this might be because (i) cells of this size grow
very quickly (and spend very little time at this

volume), (ii) most newborn cells are larger than
this, or (iii) most cells divide before reaching this
size. By comparing the three size distributions in
the Collins-Richmond relation, the effects of (ii)
and (iii) can be estimated, and one can infer the
average growth rate for cells of any given size.
The most difficult aspect of applying the Collins-
Richmond method is measuring the sizes of
newborn and dividing cells. This challenge was
overcome in 2009 (21) by culturing mouse lym-
phoblasts that were loosely attached to a mem-
brane, so that one daughter cell fromeverymitosis
was released, and the volumes of these newborn
cells were measured via Coulter counter. The
size distribution of dividing cells was inferred
by assuming that the volume of a cell just before
division is the same as the total volume of the
two resulting newborns.
Applying the Collins-Richmond equation to the

measured cell-volume distributions revealed that
growth kinetics are more complex than either the
linear or the exponential models. Overall, lym-
phoblast growth rates do increase with cell size,
upholding the exponential growthmodel, although
this trend is reversed in the very largest of cells.
Additionally, during early G1 the growth of all
cells accelerates faster than predicted by either
model. The extent of this complexity was further
revealed by the newly developed methods de-
scribed above (12, 14), which detailed how growth
kinetics vary over the course of the cell cycle.
The finding that growth is size-dependent dur-

ing much of the cell cycle suggested that lympho-
blastsmust have a robust size-controlmechanism.
To investigate this possibility, the authors tracked
the size distribution of a synchronized population
of cells over several cycles. They found that for cells
of equal age, the larger is more likely to divide.
Similarly, for two cells of equal size the older cell
is more likely to divide. This implies that lympho-
blast division is regulated byboth cell size and age—
that both a “sizer” and a “timer” are involved.

How can a cell measure its own size?

Although changes in cell size are easily induced
by extracellular conditions, such as growth factor

levels, cells of different types in a common en-
vironment display characteristic and distinctive
sizes. It is clear that different cell types respond
to the same signals in different ways, so that
their size distinction is preserved. The combina-
tion of a cell’s differentiation state and the com-
position of its environment specify the particular
target size it will maintain. The uniformity in cell
size of most cell types suggests that single cells
sense their individual size in relation to this tar-
get size. Perhaps the most intriguing aspect of
such a regulatory mechanism is that both the
cell’s target size and its actual size must be eval-
uated on absolute rather than relative scales. This
type of absolute size measurement has been pro-
posed to occur in keratinocytes, which differen-
tiate only at diameters between 12 and 14 mm (23).
How can individual cells assess their size on an

absolute, rather than a relative, scale? Researchers
studying size control in the fission yeast, Schizo-
saccharomyces pombe, proposed that a physical
basis for size sensing is an intracellular gradient
of the mitotic inhibitor Pom1, whose concentra-
tion is high at the cell ends and decreases toward
the cell center (24–26). As the S. pombe cell grows
by elongation, a Pom1-depleted region is estab-
lished at its center and plays a role in triggering
mitosis. The concentration profile of intracellu-
lar Pom1 was proposed to serve as a ruler mark-
ing the distance between the cell tips.More recent
work, showing that cells maintain size homeosta-
sis even in the absence of Pom1, led others to
conclude that the Pom1 gradient is not the direct
size sensor responsible for the negative correla-
tion between cell size at birth and cell-cycle length
(27). However, Pom1 does modulate the absolute
size for mitotic entry, possibly by preventing mi-
tosis near cell ends, ensuring a minimum cell
length. In this example, the link between cell-
cycle progression and cell size is thought to be
the kinetics of a reaction-diffusion system. De-
spite the fact that most cells lack the morpho-
logical simplicity of the rod-shaped S. pombe, it is
possible that such intracellular gradients serve as
cellular “rulers” in many contexts.
The observation that growth rates of lympho-

cyte precursors converge at G1 exit raises the pos-
sibility that a target growth rate, and not a target
size, is required for cell-cycle progression, and
that individual cells measure their own rates of
growth. There is evidence that this type of mecha-
nism is active in the budding yeast Saccharomyces
cerevisiae, in which cellsmust achieve a threshold
protein synthesis rate before progressing through
G1 to S phase. There is a well-established link be-
tween growth andG1/S progression inS. cerevisiae
[a comprehensive review is availabe in (28)], which
is reflected in the negative correlation between
cell size at birth andG1 duration (29). Di Talia et al.
showed that size control is imposed during the
earlier part of G1 and depends on the G1 cyclin
Cln3, whereas the late events of G1 are size-
independent (29). In small cells, G1 is lengthened,
allowing cells to approach a “size threshold” be-
fore passing “Start” and subsequently exiting
G1. In S. cerevisiae cells, growth rate is propor-
tional to size (29), so a growth-rate threshold

SCIENCE sciencemag.org 15 MAY 2015 • VOL 348 ISSUE 6236 1245075-3

Fig. 4. In populations
of proliferating cells,
size uniformity may
be ensured by linking
the processes of
growth and cell-cycle
progression.One
way this can be
accomplished is by
restricting progress
through a particular
cell-cycle stage (for
example, the G1/S
transition) to cells that
have reached a specific
“target” size.
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• Cellular energy demand to be alive (i.e. active state) and grow is continued in 
multicellular organisms

• Cell growth is dominant over cell division: when cell division is blocked, cells 
continue to grow and are larger (but organ size is unchanged)

• When the organ target size is reached, cells generally continue to grow and 
divide (i.e. gut, and stem cell derived organ). Cell growth is a sustained process
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Allometric scaling of metabolic rate from molecules
and mitochondria to cells and mammals
Geoffrey B. West* †‡, William H. Woodruff* § , and James H. Brown†¶!

*Los Alamos National Laboratory, Los Alamos, NM 87545; †Santa Fe Institute, 1399 Hyde Park Road, Santa Fe, NM 87501; and ¶Department of Biology,
University of New Mexico, Albuquerque, NM 87131

The fact that metabolic rate scales as the three-quarter power of
body mass (M) in unicellular, as well as multicellular, organisms
suggests that the same principles of biological design operate at
multiple levels of organization. We use the framework of a general
model of fractal-like distribution networks together with data on
energy transformation in mammals to analyze and predict allo-
metric scaling of aerobic metabolism over a remarkable 27 orders
of magnitude in mass encompassing four levels of organization:
individual organisms, single cells, intact mitochondria, and enzyme
molecules. We show that, whereas rates of cellular metabolism in
vivo scale as M!1/4, rates for cells in culture converge to a single
predicted value for all mammals regardless of size. Furthermore, a
single three-quarter power allometric scaling law characterizes the
basal metabolic rates of isolated mammalian cells, mitochondria,
and molecules of the respiratory complex; this overlaps with and
is indistinguishable from the scaling relationship for unicellular
organisms. This observation suggests that aerobic energy trans-
formation at all levels of biological organization is limited by the
transport of materials through hierarchical fractal-like networks
with the properties specified by the model. We show how the mass
of the smallest mammal can be calculated (!1 g), and the observed
numbers and densities of mitochondria and respiratory complexes
in mammalian cells can be understood. Extending theoretical and
empirical analyses of scaling to suborganismal levels potentially
has important implications for cellular structure and function as
well as for the metabolic basis of aging.

The classic allometric scaling relationship relating metabolic
rate (B) to body mass (M),

B ! B0M
3⁄4 [1]

(with B0 being a normalization coefficient), was formulated first
for mammals and birds by Kleiber in the 1930s (1–4). It has since
been extended to a wide range of organisms from the smallest
microbes (!10"13 g) to the largest vertebrates and plants (!108

g; refs. 4 and 5). Although the value of B0 varies among broad
taxonomic or functional groups (endotherms, ectotherms, pro-
tists, and vascular plants; ref. 4), the value of the scaling exponent
(b) is invariably close to 3⁄4. Furthermore, many other physio-
logical variables such as lifespan, heart-rate, radius of aorta,
respiratory rate, and so on scale with exponents that are typically
simple multiples of 1⁄4 (2). The origin of the universal quarter
power and, in particular, of the 3⁄4 exponent in Eq. 1 rather than
a linear relationship (b # 1) or a simple Euclidean surface-to-
volume relationship (b # 2⁄3) has been sought for decades. A
quantitative theoretical model (6) has been developed that
accounts for quarter-power scaling on the basis of the assump-
tion that metabolic rates are constrained by the rate of resource
supply. Accordingly, allometric exponents are determined from
generic universal properties of hierarchical transport networks
such as the vascular systems of mammals and plants, which occur
naturally in biological systems. More generally, it has been shown

that quarter powers reflect the effective four-dimensional frac-
tal-like character of biological networks (7).

In this paper we apply the general ideas underlying the model to
show how the scaling of metabolism can be extended down through
all levels of organization from the intact organism to the cell,
mitochondrion, respiratory complex, and ultimately to an individual
molecule of cytochrome oxidase, the terminal enzyme of cellular
respiration. Accordingly, a relatively simple variant of Eq. 1 con-
nects complex biological phenomena spanning an astounding 27
orders of magnitude in mass from a single molecule to the largest
mammal. We know of no precedent for this observation nor any
previous theory that could explain it. Its universal character clearly
reflects something fundamental about the general principles of
biological design and function. The extension of scaling phenomena
down to the molecular level offers potentially important insights
into the organization of metabolic pathways within cells and
organelles as well as into how these fundamental units are inte-
grated functionally at higher levels of organization. In addition to
showing how the general principles of the network model account
for these phenomena, we show how the turnover rate of the enzyme
molecules of the respiratory complex propagates through the
hierarchy to limit the maximum aerobic metabolic capacity of whole
organisms. Furthermore, the allometric scaling of metabolism at
cellular and molecular levels focuses attention on processes asso-
ciated with aging and mortality.

The origin of b # 3⁄4 for both animals and plants follows from
three key properties of their branching transport systems (6): (i)
networks are space-filling (thus, for example, they must reach
every cell in the organism), (ii) their terminal branch units such
as capillaries in the circulatory system or mitochondria within
cells are the same size, respectively, for all organisms or cells of
the same class, and (iii) natural selection has acted to minimize
energy expenditure in the networks. More generally, the uni-
versal quarter power can be derived by assuming that the number
of terminal units (such as capillaries or mitochondria) in the
hierarchical network is maximized when scaled (7). Because this
latter argument does not invoke any specific structural design or
dynamical mechanism, it can be expected to hold at all levels of
biological organization. Because this model works so well for
plants and animals with macroscopic vascular systems, it is
natural to speculate that similar geometric constraints affect
transport processes at the cellular, organelle, and molecular
levels. The observation that b # 3⁄4 for unicellular (4) as well as
multicellular organisms suggests that the distribution networks
within single cells obey the same design principles. Furthermore,

This paper results from the Arthur M. Sackler Colloquium of the National Academy of
Sciences, ‘‘Self-Organized Complexity in the Physical, Biological, and Social Sciences,’’ held
March 23–24, 2001, at the Arnold and Mabel Beckman Center of the National Academies
of Science and Engineering in Irvine, CA.
‡To whom reprint requests should be addressed. E-mail: gbw@lanl.gov.
§E-mail: woody@lanl.gov.
!E-mail: jhbrown@unm.edu.
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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Cellular metabolic power and organism growth

• Cellular basal metabolic rate and energy required to grow a new cell underlie organism growth 
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Allometric scaling of metabolic rate from molecules
and mitochondria to cells and mammals
Geoffrey B. West* †‡, William H. Woodruff* § , and James H. Brown†¶!

*Los Alamos National Laboratory, Los Alamos, NM 87545; †Santa Fe Institute, 1399 Hyde Park Road, Santa Fe, NM 87501; and ¶Department of Biology,
University of New Mexico, Albuquerque, NM 87131

The fact that metabolic rate scales as the three-quarter power of
body mass (M) in unicellular, as well as multicellular, organisms
suggests that the same principles of biological design operate at
multiple levels of organization. We use the framework of a general
model of fractal-like distribution networks together with data on
energy transformation in mammals to analyze and predict allo-
metric scaling of aerobic metabolism over a remarkable 27 orders
of magnitude in mass encompassing four levels of organization:
individual organisms, single cells, intact mitochondria, and enzyme
molecules. We show that, whereas rates of cellular metabolism in
vivo scale as M!1/4, rates for cells in culture converge to a single
predicted value for all mammals regardless of size. Furthermore, a
single three-quarter power allometric scaling law characterizes the
basal metabolic rates of isolated mammalian cells, mitochondria,
and molecules of the respiratory complex; this overlaps with and
is indistinguishable from the scaling relationship for unicellular
organisms. This observation suggests that aerobic energy trans-
formation at all levels of biological organization is limited by the
transport of materials through hierarchical fractal-like networks
with the properties specified by the model. We show how the mass
of the smallest mammal can be calculated (!1 g), and the observed
numbers and densities of mitochondria and respiratory complexes
in mammalian cells can be understood. Extending theoretical and
empirical analyses of scaling to suborganismal levels potentially
has important implications for cellular structure and function as
well as for the metabolic basis of aging.

The classic allometric scaling relationship relating metabolic
rate (B) to body mass (M),

B ! B0M
3⁄4 [1]

(with B0 being a normalization coefficient), was formulated first
for mammals and birds by Kleiber in the 1930s (1–4). It has since
been extended to a wide range of organisms from the smallest
microbes (!10"13 g) to the largest vertebrates and plants (!108

g; refs. 4 and 5). Although the value of B0 varies among broad
taxonomic or functional groups (endotherms, ectotherms, pro-
tists, and vascular plants; ref. 4), the value of the scaling exponent
(b) is invariably close to 3⁄4. Furthermore, many other physio-
logical variables such as lifespan, heart-rate, radius of aorta,
respiratory rate, and so on scale with exponents that are typically
simple multiples of 1⁄4 (2). The origin of the universal quarter
power and, in particular, of the 3⁄4 exponent in Eq. 1 rather than
a linear relationship (b # 1) or a simple Euclidean surface-to-
volume relationship (b # 2⁄3) has been sought for decades. A
quantitative theoretical model (6) has been developed that
accounts for quarter-power scaling on the basis of the assump-
tion that metabolic rates are constrained by the rate of resource
supply. Accordingly, allometric exponents are determined from
generic universal properties of hierarchical transport networks
such as the vascular systems of mammals and plants, which occur
naturally in biological systems. More generally, it has been shown

that quarter powers reflect the effective four-dimensional frac-
tal-like character of biological networks (7).

In this paper we apply the general ideas underlying the model to
show how the scaling of metabolism can be extended down through
all levels of organization from the intact organism to the cell,
mitochondrion, respiratory complex, and ultimately to an individual
molecule of cytochrome oxidase, the terminal enzyme of cellular
respiration. Accordingly, a relatively simple variant of Eq. 1 con-
nects complex biological phenomena spanning an astounding 27
orders of magnitude in mass from a single molecule to the largest
mammal. We know of no precedent for this observation nor any
previous theory that could explain it. Its universal character clearly
reflects something fundamental about the general principles of
biological design and function. The extension of scaling phenomena
down to the molecular level offers potentially important insights
into the organization of metabolic pathways within cells and
organelles as well as into how these fundamental units are inte-
grated functionally at higher levels of organization. In addition to
showing how the general principles of the network model account
for these phenomena, we show how the turnover rate of the enzyme
molecules of the respiratory complex propagates through the
hierarchy to limit the maximum aerobic metabolic capacity of whole
organisms. Furthermore, the allometric scaling of metabolism at
cellular and molecular levels focuses attention on processes asso-
ciated with aging and mortality.

The origin of b # 3⁄4 for both animals and plants follows from
three key properties of their branching transport systems (6): (i)
networks are space-filling (thus, for example, they must reach
every cell in the organism), (ii) their terminal branch units such
as capillaries in the circulatory system or mitochondria within
cells are the same size, respectively, for all organisms or cells of
the same class, and (iii) natural selection has acted to minimize
energy expenditure in the networks. More generally, the uni-
versal quarter power can be derived by assuming that the number
of terminal units (such as capillaries or mitochondria) in the
hierarchical network is maximized when scaled (7). Because this
latter argument does not invoke any specific structural design or
dynamical mechanism, it can be expected to hold at all levels of
biological organization. Because this model works so well for
plants and animals with macroscopic vascular systems, it is
natural to speculate that similar geometric constraints affect
transport processes at the cellular, organelle, and molecular
levels. The observation that b # 3⁄4 for unicellular (4) as well as
multicellular organisms suggests that the distribution networks
within single cells obey the same design principles. Furthermore,
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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organism should increase as M3/4. This relation implies that the
average density of mitochondria in the whole organism, !m

0 !
Nm

o !M, decreases as M"1/4, which is in agreement with observa-
tion (18). In addition, the ratio of average total mitochondrial
volume to whole body volume (assuming a common density) is
given by Nm

o Mm!M # ("Mm!McM)1/4 # 0.06 M"1/4, in agreement
with data (M in grams; ref. 19). It is noteworthy that Eq. 7 for
the average number of mitochondria in the average cell depends
only on the single parameter " and is independent of B0. Taking
Mm # 4 $ 10"14 g gives Nm

c # 300 for a 50-kg mammal. These
are in vivo values. Eq. 7 also predicts that after several genera-
tions in tissue culture, the number of mitochondria in a cell
derived from a mammal of any body size should converge to a
single invariant value corresponding to that for M ! " given by
(Mc!Mm)3/4 # 5,000.

Similar reasoning can be extended to the respiratory complex
with the result that the average total number in the organism, Nr

o

! ("!Mc)1/4(M!Mr)3/4, therefore scaling as M3/4. The average
density in tissue, !r

o ! Nr
o!M ! ("!McMr

3M)1/4, should decrease
similar to that of mitochondria, as M"1/4, in agreement with
observation (2, 14, 15). Taking Mr # 1 $ 10"18 g, the number of
complexes in an average mitochondrion is predicted to be
Nr

m ! (Mm!Mr)3/4 # 3,000, independent of M, in accord with the
idea that both are invariant units. This argument can be extended
in a similar fashion beyond the respiratory complex to the
cytochrome oxidase molecule, which is the terminal enzyme of
cellular respiration.

To test these ideas we have added three further data points to
Fig. 1 (16– 19) corresponding to the metabolic power at 37°C of
a single mitochondrion, a single molecular unit of the mitochon-
drial respiratory complex (NADH dehydrogenase plus cyto-
chrome bc1 plus cytochrome oxidase), and a single molecule of
mammalian cytochrome oxidase. The power data for the mol-
ecules are calculated by multiplying the free energy of the
catalyzed reactions by the in vivo turnover rates in intact, resting
cells at 37°C [for cytochrome oxidase, reduction of O2 by
cytochrome c; for the respiratory complex, reduction of O2 by

NADH (20)]. Nearly all the metabolic power of aerobic organ-
isms is produced by these reactions; the molecular enzyme
complexes that catalyze them constitute the irreducible units of
cellular respiration or, viewed another way, the ultimate terminal
units of the transport network(s) that supply aerobic metabo-
lism. As predicted, the data are well fit by Eq. 6, including both
the slope and the normalization constant (Fig. 3).

A summary of our analysis of the scaling of metabolic rate,
including both predictions and empirical evaluation, is shown in
Fig. 4. The entire plot spans 27 decades of mass and is fitted with
just three parameters, B0, b, and ". The latter two, b # 0.75 and
" # 1 g, are determined by the model, leaving only a single free
parameter, B0, the overall scale of metabolism. Thus, over this
entire range, the scaling exponent is very close to 3⁄4 except for
the region between the smallest mammal and the invariant
isolated cell where it is very close to being linear. We know of
no previous theory that could predict how the power law obeyed
by intact animals can be extrapolated to an isolated cell, a
mitochondrion, and an enzyme molecule of the respiratory
complex. This argument could be turned around: knowing the
scale of power generation at the molecular level is sufficient to
predict the metabolic rate of individual mitochondria and cells
(whether in vitro or in vivo) as well as intact mammals.

The data point for the power generated by the respiratory
complex shown in Fig. 1 is for a coupled unit in vivo. The value
for an uncoupled unit, which represents the maximum output of
the respiratory complex, is #300 times larger. This factor
propagates through the hierarchy of networks such that ulti-
mately the maximum metabolic output of both a mitochondrion
and an isolated cell should be of the order of 300 times larger
than their basal rates. Naive extrapolation to intact mammals
would suggest that maximum aerobic capacity also should be
#300 times basal metabolic rate. In fact, this is an absolute limit
that is never reached because of limitations on the supply
network. For example, f light muscle cells of hovering humming-
birds can indeed metabolize at #200 times their basal rates (2,
8). However, the coupled circulatory and respiratory systems
cannot distribute metabolites and oxygen to all tissues simulta-
neously at this rate. During maximum activity, supply to non-

Fig. 2. Metabolic power of single mammalian cells as a function of body mass
on a logarithmic scale. Blue circles represent cells in vivo calculated for the
same mammals as described in Fig. 1. Red circles represent cultured cells in
vitro of six mammalian species: mouse, hamster, rat, rhesus monkey, human,
and pig (32). The solid blue line is the M"1/4 prediction for cells in vivo from Eq.
3, and the solid red line is the predicted constant for cells in vitro from Eq. 5.
The two lines are predicted to intersect at M ! " # 1 g, at which they have the
value B # 3 $ 10"11 W.

Fig. 3. Metabolic power of an isolated mammalian cell, mitochondrion, respi-
ratorycomplex,andcytochromeoxidasemolecule (reddots)asa functionof their
mass on a logarithmic scale. The solid red line is the M3/4 prediction (Eq. 6). Also
shown are data for unicellular organisms (green dots), which, when adjusted to
mammalian body temperature, closely follow the same scaling relationship.

2476 " www.pnas.org!cgi!doi!10.1073!pnas.012579799 West et al.

were derived: these data give Bc ! 3 " 10#11 W, independent of M,
as predicted. In Fig. 1 this is entered as a single red point at M $
Mc $ 3 " 10#9 g and is the same as the value obtained by a linear
extrapolation from the smallest mammal down to the isolated cell.
Notice also that if whole mammal metabolic rate were naively
extrapolated down to the mass of a single cell by using the classic
three-quarter power law of Eq. 1, it would give a value of B0Mc

3/4 !
8 " 10#9 W. From Eq. 4 this is predicted to exceed the observed
value !3 " 10#11 W by a factor of (!!Mc)1/4 ! 135, which is in
satisfactory agreement with Fig. 1. Also shown in Fig. 2 is the
variation of the in vivo cellular metabolic rate with M; a power law
fit gives good agreement with the exponent of #1⁄4 predicted in Eq.
3. More significantly, it intercepts the invariant in vitro line at !1 g,
which is consistent with our theoretical estimate of ! and the mass
of the smallest mammal (see Appendix).

Unlike cells, mitochondria and respiratory complexes are termi-
nal units of networks and therefore are required by the model to
have invariant properties with respect to the size of the mammal.
For example, the power, Br, generated by the molecules making up
the respiratory enzyme complex is governed predominantly by
biochemical dynamics, thus it should be invariant not only across all
mammals but across all aerobic organisms that rely on the tricar-
boxylic acid cycle. Actual respiratory turnover rates depend on
whether the complex is coupled and transport-limited (in vivo) or
uncoupled and not supply-limited (in vitro), thus the power gener-
ated is predicted to be different in the two cases. It is generally
accepted that eukaryotes evolved via symbiosis and that mitochon-
dria originally were free-living unicellular organisms. It therefore is
reasonable to suppose that mitochondria have metabolic transport
pathways similar to aerobic unicellular organisms. Assuming that
eukaryotes have evolved hierarchical structures that operate under
the general constraints of the network model, we speculate that
prokaryotes and mitochondria have self-similar metabolic pathways
with fractal-like networks that could be real or virtual and the
terminal units of which are respiratory complexes. In that case, their
power production (metabolic rates) should scale as M3/4. Thus, the

extrapolation of the scaling law down from the isolated cell to
mitochondria and the respiratory complex should parallel that of
Eq. 1 but scaled down by the factor (!!Mc)1/4 ! 135:

B " B0"Mc

! #1⁄4
M

3⁄4. [6]

Setting M $ Mm, Eq. 6 therefore predicts that the metabolic
power of a mitochondrion is Bm $ B0(Mc!!)1/4Mm

3/4; similarly,
that of the respiratory complex Br $ B0(Mc!!)1/4Mr

3/4. Notice that
Eq. 6 agrees with Eq. 5 in predicting the metabolic power of an
isolated cell at M $ Mc. Because the respiratory complex, the
ultimate terminal unit of energy production, is universal for
aerobes, Eq. 6 also should describe the allometric scaling of
metabolic rate for aerobic unicellular organisms. In other words,
Eq. 6, which describes the scaling from the respiratory complex up
through mitochondria and isolated mammalian cells, should apply
also to unicellular organisms. This theory is confirmed by Fig. 3,
which shows that metabolic rates of unicellular organisms follow the
same three-quarter power scaling relationship as that derived for
mammalian cells, mitochondria, and respiratory enzymes.

We also can determine the number of average mitochondria
in a typical cell (12, 13); analogous to Eq. 2, the conservation of
energy implies B(M, Mc, Mm, Mr) $ Nm

o (M)Bm. Because terminal
units are assumed to be invariant, we have dropped any func-
tional dependence of Bm on (M. . . Mr). Mitochondria are
constituents of cells, which in turn are tightly packed constituents
of the whole organism, and thus Nm

o $ Nm
c Nc

o ! (M!Mc)Nm
c ,

where Nm
c is the number of mitochondria in a cell. By using Eqs.

1 and 6 we therefore can write

Nm
c %M& " "Mc

M #"B
Bm

# " "Mc

Mm
#3⁄4"!

M#1⁄4
, [7]

showing that the number of mitochondria in the average cell
decreases as M#1/4, whereas the total number in the whole

Fig. 1. Basal metabolic rate for mammals as a function of body mass on a logarithmic scale (blue circles). The solid blue line represents the predicted
three-quarter power scaling law, covering over six orders of magnitude in mass from a shrew to an elephant. Values for cells in vivo for these same mammals
are shown as a vertical blue band at a cellular mass of 3 " 10#9 g. These are related to the corresponding whole mammal values by a linear relationship, Eq. 2,
as shown by the dashed blue lines. The upper dashed blue line is predicted to intercept the solid blue line at M $ !, close to the mass of a shrew, and to extrapolate
to the value for an isolated cell in vitro (red data point; see Fig. 2). Also shown (red dots) are in vivo values for a mitochondrion, the respiratory complex, and
a cytochrome oxidase molecule.
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Cellular metabolism and cell growth
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• Basal cellular metabolic rate and energy required for 
growth increase linearly with cell volume.

• Energetic cost of cell growth is largely dominant. 

M Lynch and  G. Marinov (2015) PNAS 112: 15690–15695 
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This general approach has been applied to enough organisms
to reveal two generalizations. First, basal metabolic rate (here,
normalized to a constant temperature of 20° C for all species)
scales with cell volume (Fig. 1A) with a power-law relationship of

CM = 0.39V 0.88, [1a]

where CM is in units of 109 molecules of ATP per cell per hour,
and cell volume V is in units of cubic micrometers (SI Appendix).
Because the SE of the allometric coefficient is 0.07, this relation-
ship does not deviate significantly from linearity (r2 = 0.88). Al-
though the ranges of data are distinct, there is no discontinuity in
the pattern across the prokaryotic–eukaryotic divide.

Second, the growth requirements per cell scale with cell vol-
ume with the power-law relationship

CG = 26.92V 0.97, [1b]

where CG is in units of 109 molecules of ATP per cell (Fig. 1A).
Because the SE of the allometric coefficient is 0.04, this highly
significant regression (r2 = 0.96) also implies an effectively linear
relationship between the energetic requirements for growth and cell
volume. Again, the relationship seems continuous over four orders
of magnitude of cell size, spanning bacteria and eukaryotes, so there
is no justification for invoking different metabolic scalings between
these two groups. Estimates of the growth requirements for mam-
malian and land-plant cells also follow the pattern just noted, but
the data are not applied to the regressions because of concerns with
artifacts involving cells experiencing out-of-body metabolism (13).
The total cost of building a cell is

CT ’ CG + tCM , [1c]

where t is the cell-division time in hours. Substituting Eqs. 1a and
1b and using an average exponent of 0.91 shows that provided t is
smaller than ∼ 69V 0.09 hours (assuming 20° C), the contribution
from cell growth exceeds that associated with maintenance. Because
minimum cell-division times for unicellular species are one to two
orders of magnitude below this benchmark (Fig. 1B), setting t= 0 in
Eq. 1c provides a close approximation of total cellular ATP require-
ments at maximum growth rates.

Gene Structural Costs
The total cost of an individual gene involves three levels of in-
vestment: replication and chromosome maintenance; transcription

and transcript processing; and translation and protein assembly.
Each of these layers comprises several subcategories, which we
have attempted to rank-order in terms of energetic requirements.
For some subsidiary components, assumptions need to be made
about the underlying biochemistry, but the processes are well
enough understood to achieve approximations sufficient for
the following analyses. Given the shortage of information on
archaebacteria, attention is confined to bacterial and eukaryotic
cells. Throughout, the costs inferred are in terms of numbers of
phosphate bonds hydrolyzed (denoted below as P), with functions
paid in units of GTP being treated as equivalent to ATP. We first
describe the general features of the model and then apply it to
existing data to obtain direct quantitative insight. All details can
be found in SI Appendix.

Chromosome Level. During the lifetime of a cell, both strands of
DNA must be replicated once per cell cycle, and we start with the
assumption that this involves de novo synthesis of the requisite
nucleotides. Nucleotide recycling can occur within cells, but per-
manent sequestration to a new genome ultimately requires the ac-
quisition of new dNTPs. The cost of nucleotide synthesis includes
the cost of synthesizing the intermediate metabolites (e.g., phos-
phoribosyl pyrophosphate and amino acids) used to make purines
and pyrimidines, because the energy invested in such subunits would
otherwise be available for alternative cellular functions. There is
only slight variation in the biosynthetic costs of the four nucleotides,
each being ∼ 50 ATPs per nucleotide, so the biosynthetic cost of
replicating a span of Lg nucleotides is ∼ 2 · 50 ·Lg = 100Lg P.
Additional costs at the DNA level are small relative to nucleotide

synthesis. Although chain polymerization involves the loss of a
diphosphate for each base extension, this has already been in-
corporated into the cost of dNTPs. Unwinding of the parental
double helix requires ∼Lg P per gene, and the summed cost
associated with the RNA primers used for replicate-strand ex-
tension and the ligation of Okazaki fragments is ∼ 0.3Lg and
∼ 3Lg P per gene in bacteria and eukaryotes, respectively. Costs
associated with opening of origins of replication, clamp loading,
proofreading, and DNA repair are likely to be an order of magni-
tude or so smaller than those just noted and can be ignored for
purposes herein. (The basis for this and all other conclusions on
DNA-level costs are elaborated on in SI Appendix.)

The highly ordered, dense nucleosome packaging of DNA
presents a substantial chromosome-level cost specific to eukaryotes,
although some nucleoid-associated proteins exist and must entail a
low level of cost in some bacteria (14). Eukaryotic nucleosomes
contain two heterotetrameric histone complexes followed by a
linker histone. Throughout eukaryotes, each nucleosome wraps
147 bp, and with an average linker length between nucleosomes of
33 bp, there is on average one nucleosome per 180-bp interval.
Weighting by the cost of synthesizing the amino acids that com-
prise histone proteins and the cost of translating such proteins, the
total nucleosome-associated cost is ∼ 160Lg P. The range of vari-
ation for this cost among eukaryotes is of minor significance for
the types of issues being evaluated here (SI Appendix, Supple-
mentary Table 2).
Taking all of the above into consideration, in units of ATP

hydrolyses, we estimate the summed replication-associated costs
of a bacterial gene to be

CDNA, b ’ 101Lg, [2a]

whereas for a haploid eukaryote

CDNA, h ’ 263Lg. [2b]

Doubling the preceding cost for a diploid eukaryote yields

CDNA, d ’ 526Lg, [2c]

or ∼5.2 times the cost of a prokaryotic gene of equivalent length.

A B

Fig. 1. (A) The costs associated with maintaining and producing a cell for a
variety of bacteria (black) and unicellular eukaryotes (blue). The red points,
which denote data for cultures of cells from multicellular species, are included
for comparative purposes but were not used in the regressions. (B) Minimum
cell-division times for unicellular species, normalized to 20 °C, with significant
regression lines shown for individual phylogenetic groups. The upper dotted
line denotes cell-division times that are expected to result in 50% of the cellular
energy budget being allocated to maintenance; the dashed line demarcates the
apparent absolute lower bound to volume-specific cell-division times across the
tree of life. Data sources are provided in the tables in SI Appendix.
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This general approach has been applied to enough organisms
to reveal two generalizations. First, basal metabolic rate (here,
normalized to a constant temperature of 20° C for all species)
scales with cell volume (Fig. 1A) with a power-law relationship of

CM = 0.39V 0.88, [1a]

where CM is in units of 109 molecules of ATP per cell per hour,
and cell volume V is in units of cubic micrometers (SI Appendix).
Because the SE of the allometric coefficient is 0.07, this relation-
ship does not deviate significantly from linearity (r2 = 0.88). Al-
though the ranges of data are distinct, there is no discontinuity in
the pattern across the prokaryotic–eukaryotic divide.

Second, the growth requirements per cell scale with cell vol-
ume with the power-law relationship

CG = 26.92V 0.97, [1b]

where CG is in units of 109 molecules of ATP per cell (Fig. 1A).
Because the SE of the allometric coefficient is 0.04, this highly
significant regression (r2 = 0.96) also implies an effectively linear
relationship between the energetic requirements for growth and cell
volume. Again, the relationship seems continuous over four orders
of magnitude of cell size, spanning bacteria and eukaryotes, so there
is no justification for invoking different metabolic scalings between
these two groups. Estimates of the growth requirements for mam-
malian and land-plant cells also follow the pattern just noted, but
the data are not applied to the regressions because of concerns with
artifacts involving cells experiencing out-of-body metabolism (13).
The total cost of building a cell is

CT ’ CG + tCM , [1c]

where t is the cell-division time in hours. Substituting Eqs. 1a and
1b and using an average exponent of 0.91 shows that provided t is
smaller than ∼ 69V 0.09 hours (assuming 20° C), the contribution
from cell growth exceeds that associated with maintenance. Because
minimum cell-division times for unicellular species are one to two
orders of magnitude below this benchmark (Fig. 1B), setting t= 0 in
Eq. 1c provides a close approximation of total cellular ATP require-
ments at maximum growth rates.

Gene Structural Costs
The total cost of an individual gene involves three levels of in-
vestment: replication and chromosome maintenance; transcription

and transcript processing; and translation and protein assembly.
Each of these layers comprises several subcategories, which we
have attempted to rank-order in terms of energetic requirements.
For some subsidiary components, assumptions need to be made
about the underlying biochemistry, but the processes are well
enough understood to achieve approximations sufficient for
the following analyses. Given the shortage of information on
archaebacteria, attention is confined to bacterial and eukaryotic
cells. Throughout, the costs inferred are in terms of numbers of
phosphate bonds hydrolyzed (denoted below as P), with functions
paid in units of GTP being treated as equivalent to ATP. We first
describe the general features of the model and then apply it to
existing data to obtain direct quantitative insight. All details can
be found in SI Appendix.

Chromosome Level. During the lifetime of a cell, both strands of
DNA must be replicated once per cell cycle, and we start with the
assumption that this involves de novo synthesis of the requisite
nucleotides. Nucleotide recycling can occur within cells, but per-
manent sequestration to a new genome ultimately requires the ac-
quisition of new dNTPs. The cost of nucleotide synthesis includes
the cost of synthesizing the intermediate metabolites (e.g., phos-
phoribosyl pyrophosphate and amino acids) used to make purines
and pyrimidines, because the energy invested in such subunits would
otherwise be available for alternative cellular functions. There is
only slight variation in the biosynthetic costs of the four nucleotides,
each being ∼ 50 ATPs per nucleotide, so the biosynthetic cost of
replicating a span of Lg nucleotides is ∼ 2 · 50 ·Lg = 100Lg P.
Additional costs at the DNA level are small relative to nucleotide

synthesis. Although chain polymerization involves the loss of a
diphosphate for each base extension, this has already been in-
corporated into the cost of dNTPs. Unwinding of the parental
double helix requires ∼Lg P per gene, and the summed cost
associated with the RNA primers used for replicate-strand ex-
tension and the ligation of Okazaki fragments is ∼ 0.3Lg and
∼ 3Lg P per gene in bacteria and eukaryotes, respectively. Costs
associated with opening of origins of replication, clamp loading,
proofreading, and DNA repair are likely to be an order of magni-
tude or so smaller than those just noted and can be ignored for
purposes herein. (The basis for this and all other conclusions on
DNA-level costs are elaborated on in SI Appendix.)

The highly ordered, dense nucleosome packaging of DNA
presents a substantial chromosome-level cost specific to eukaryotes,
although some nucleoid-associated proteins exist and must entail a
low level of cost in some bacteria (14). Eukaryotic nucleosomes
contain two heterotetrameric histone complexes followed by a
linker histone. Throughout eukaryotes, each nucleosome wraps
147 bp, and with an average linker length between nucleosomes of
33 bp, there is on average one nucleosome per 180-bp interval.
Weighting by the cost of synthesizing the amino acids that com-
prise histone proteins and the cost of translating such proteins, the
total nucleosome-associated cost is ∼ 160Lg P. The range of vari-
ation for this cost among eukaryotes is of minor significance for
the types of issues being evaluated here (SI Appendix, Supple-
mentary Table 2).
Taking all of the above into consideration, in units of ATP

hydrolyses, we estimate the summed replication-associated costs
of a bacterial gene to be

CDNA, b ’ 101Lg, [2a]

whereas for a haploid eukaryote

CDNA, h ’ 263Lg. [2b]

Doubling the preceding cost for a diploid eukaryote yields

CDNA, d ’ 526Lg, [2c]

or ∼5.2 times the cost of a prokaryotic gene of equivalent length.

A B

Fig. 1. (A) The costs associated with maintaining and producing a cell for a
variety of bacteria (black) and unicellular eukaryotes (blue). The red points,
which denote data for cultures of cells from multicellular species, are included
for comparative purposes but were not used in the regressions. (B) Minimum
cell-division times for unicellular species, normalized to 20 °C, with significant
regression lines shown for individual phylogenetic groups. The upper dotted
line denotes cell-division times that are expected to result in 50% of the cellular
energy budget being allocated to maintenance; the dashed line demarcates the
apparent absolute lower bound to volume-specific cell-division times across the
tree of life. Data sources are provided in the tables in SI Appendix.
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This general approach has been applied to enough organisms
to reveal two generalizations. First, basal metabolic rate (here,
normalized to a constant temperature of 20° C for all species)
scales with cell volume (Fig. 1A) with a power-law relationship of

CM = 0.39V 0.88, [1a]

where CM is in units of 109 molecules of ATP per cell per hour,
and cell volume V is in units of cubic micrometers (SI Appendix).
Because the SE of the allometric coefficient is 0.07, this relation-
ship does not deviate significantly from linearity (r2 = 0.88). Al-
though the ranges of data are distinct, there is no discontinuity in
the pattern across the prokaryotic–eukaryotic divide.
Second, the growth requirements per cell scale with cell vol-

ume with the power-law relationship

CG = 26.92V 0.97, [1b]

where CG is in units of 109 molecules of ATP per cell (Fig. 1A).
Because the SE of the allometric coefficient is 0.04, this highly
significant regression (r2 = 0.96) also implies an effectively linear
relationship between the energetic requirements for growth and cell
volume. Again, the relationship seems continuous over four orders
of magnitude of cell size, spanning bacteria and eukaryotes, so there
is no justification for invoking different metabolic scalings between
these two groups. Estimates of the growth requirements for mam-
malian and land-plant cells also follow the pattern just noted, but
the data are not applied to the regressions because of concerns with
artifacts involving cells experiencing out-of-body metabolism (13).
The total cost of building a cell is

CT ’ CG + tCM , [1c]

where t is the cell-division time in hours. Substituting Eqs. 1a and
1b and using an average exponent of 0.91 shows that provided t is
smaller than ∼ 69V 0.09 hours (assuming 20° C), the contribution
from cell growth exceeds that associated with maintenance. Because
minimum cell-division times for unicellular species are one to two
orders of magnitude below this benchmark (Fig. 1B), setting t= 0 in
Eq. 1c provides a close approximation of total cellular ATP require-
ments at maximum growth rates.

Gene Structural Costs
The total cost of an individual gene involves three levels of in-
vestment: replication and chromosome maintenance; transcription

and transcript processing; and translation and protein assembly.
Each of these layers comprises several subcategories, which we
have attempted to rank-order in terms of energetic requirements.
For some subsidiary components, assumptions need to be made
about the underlying biochemistry, but the processes are well
enough understood to achieve approximations sufficient for
the following analyses. Given the shortage of information on
archaebacteria, attention is confined to bacterial and eukaryotic
cells. Throughout, the costs inferred are in terms of numbers of
phosphate bonds hydrolyzed (denoted below as P), with functions
paid in units of GTP being treated as equivalent to ATP. We first
describe the general features of the model and then apply it to
existing data to obtain direct quantitative insight. All details can
be found in SI Appendix.

Chromosome Level. During the lifetime of a cell, both strands of
DNA must be replicated once per cell cycle, and we start with the
assumption that this involves de novo synthesis of the requisite
nucleotides. Nucleotide recycling can occur within cells, but per-
manent sequestration to a new genome ultimately requires the ac-
quisition of new dNTPs. The cost of nucleotide synthesis includes
the cost of synthesizing the intermediate metabolites (e.g., phos-
phoribosyl pyrophosphate and amino acids) used to make purines
and pyrimidines, because the energy invested in such subunits would
otherwise be available for alternative cellular functions. There is
only slight variation in the biosynthetic costs of the four nucleotides,
each being ∼ 50 ATPs per nucleotide, so the biosynthetic cost of
replicating a span of Lg nucleotides is ∼ 2 · 50 ·Lg = 100Lg P.
Additional costs at the DNA level are small relative to nucleotide

synthesis. Although chain polymerization involves the loss of a
diphosphate for each base extension, this has already been in-
corporated into the cost of dNTPs. Unwinding of the parental
double helix requires ∼Lg P per gene, and the summed cost
associated with the RNA primers used for replicate-strand ex-
tension and the ligation of Okazaki fragments is ∼ 0.3Lg and
∼ 3Lg P per gene in bacteria and eukaryotes, respectively. Costs
associated with opening of origins of replication, clamp loading,
proofreading, and DNA repair are likely to be an order of magni-
tude or so smaller than those just noted and can be ignored for
purposes herein. (The basis for this and all other conclusions on
DNA-level costs are elaborated on in SI Appendix.)
The highly ordered, dense nucleosome packaging of DNA

presents a substantial chromosome-level cost specific to eukaryotes,
although some nucleoid-associated proteins exist and must entail a
low level of cost in some bacteria (14). Eukaryotic nucleosomes
contain two heterotetrameric histone complexes followed by a
linker histone. Throughout eukaryotes, each nucleosome wraps
147 bp, and with an average linker length between nucleosomes of
33 bp, there is on average one nucleosome per 180-bp interval.
Weighting by the cost of synthesizing the amino acids that com-
prise histone proteins and the cost of translating such proteins, the
total nucleosome-associated cost is ∼ 160Lg P. The range of vari-
ation for this cost among eukaryotes is of minor significance for
the types of issues being evaluated here (SI Appendix, Supple-
mentary Table 2).
Taking all of the above into consideration, in units of ATP

hydrolyses, we estimate the summed replication-associated costs
of a bacterial gene to be

CDNA, b ’ 101Lg, [2a]

whereas for a haploid eukaryote

CDNA, h ’ 263Lg. [2b]

Doubling the preceding cost for a diploid eukaryote yields

CDNA, d ’ 526Lg, [2c]

or ∼5.2 times the cost of a prokaryotic gene of equivalent length.

A B

Fig. 1. (A) The costs associated with maintaining and producing a cell for a
variety of bacteria (black) and unicellular eukaryotes (blue). The red points,
which denote data for cultures of cells from multicellular species, are included
for comparative purposes but were not used in the regressions. (B) Minimum
cell-division times for unicellular species, normalized to 20 °C, with significant
regression lines shown for individual phylogenetic groups. The upper dotted
line denotes cell-division times that are expected to result in 50% of the cellular
energy budget being allocated to maintenance; the dashed line demarcates the
apparent absolute lower bound to volume-specific cell-division times across the
tree of life. Data sources are provided in the tables in SI Appendix.
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This general approach has been applied to enough organisms
to reveal two generalizations. First, basal metabolic rate (here,
normalized to a constant temperature of 20° C for all species)
scales with cell volume (Fig. 1A) with a power-law relationship of

CM = 0.39V 0.88, [1a]

where CM is in units of 109 molecules of ATP per cell per hour,
and cell volume V is in units of cubic micrometers (SI Appendix).
Because the SE of the allometric coefficient is 0.07, this relation-
ship does not deviate significantly from linearity (r2 = 0.88). Al-
though the ranges of data are distinct, there is no discontinuity in
the pattern across the prokaryotic–eukaryotic divide.

Second, the growth requirements per cell scale with cell vol-
ume with the power-law relationship

CG = 26.92V 0.97, [1b]

where CG is in units of 109 molecules of ATP per cell (Fig. 1A).
Because the SE of the allometric coefficient is 0.04, this highly
significant regression (r2 = 0.96) also implies an effectively linear
relationship between the energetic requirements for growth and cell
volume. Again, the relationship seems continuous over four orders
of magnitude of cell size, spanning bacteria and eukaryotes, so there
is no justification for invoking different metabolic scalings between
these two groups. Estimates of the growth requirements for mam-
malian and land-plant cells also follow the pattern just noted, but
the data are not applied to the regressions because of concerns with
artifacts involving cells experiencing out-of-body metabolism (13).
The total cost of building a cell is

CT ’ CG + tCM , [1c]

where t is the cell-division time in hours. Substituting Eqs. 1a and
1b and using an average exponent of 0.91 shows that provided t is
smaller than ∼ 69V 0.09 hours (assuming 20° C), the contribution
from cell growth exceeds that associated with maintenance. Because
minimum cell-division times for unicellular species are one to two
orders of magnitude below this benchmark (Fig. 1B), setting t= 0 in
Eq. 1c provides a close approximation of total cellular ATP require-
ments at maximum growth rates.

Gene Structural Costs
The total cost of an individual gene involves three levels of in-
vestment: replication and chromosome maintenance; transcription

and transcript processing; and translation and protein assembly.
Each of these layers comprises several subcategories, which we
have attempted to rank-order in terms of energetic requirements.
For some subsidiary components, assumptions need to be made
about the underlying biochemistry, but the processes are well
enough understood to achieve approximations sufficient for
the following analyses. Given the shortage of information on
archaebacteria, attention is confined to bacterial and eukaryotic
cells. Throughout, the costs inferred are in terms of numbers of
phosphate bonds hydrolyzed (denoted below as P), with functions
paid in units of GTP being treated as equivalent to ATP. We first
describe the general features of the model and then apply it to
existing data to obtain direct quantitative insight. All details can
be found in SI Appendix.

Chromosome Level. During the lifetime of a cell, both strands of
DNA must be replicated once per cell cycle, and we start with the
assumption that this involves de novo synthesis of the requisite
nucleotides. Nucleotide recycling can occur within cells, but per-
manent sequestration to a new genome ultimately requires the ac-
quisition of new dNTPs. The cost of nucleotide synthesis includes
the cost of synthesizing the intermediate metabolites (e.g., phos-
phoribosyl pyrophosphate and amino acids) used to make purines
and pyrimidines, because the energy invested in such subunits would
otherwise be available for alternative cellular functions. There is
only slight variation in the biosynthetic costs of the four nucleotides,
each being ∼ 50 ATPs per nucleotide, so the biosynthetic cost of
replicating a span of Lg nucleotides is ∼ 2 · 50 ·Lg = 100Lg P.
Additional costs at the DNA level are small relative to nucleotide

synthesis. Although chain polymerization involves the loss of a
diphosphate for each base extension, this has already been in-
corporated into the cost of dNTPs. Unwinding of the parental
double helix requires ∼Lg P per gene, and the summed cost
associated with the RNA primers used for replicate-strand ex-
tension and the ligation of Okazaki fragments is ∼ 0.3Lg and
∼ 3Lg P per gene in bacteria and eukaryotes, respectively. Costs
associated with opening of origins of replication, clamp loading,
proofreading, and DNA repair are likely to be an order of magni-
tude or so smaller than those just noted and can be ignored for
purposes herein. (The basis for this and all other conclusions on
DNA-level costs are elaborated on in SI Appendix.)

The highly ordered, dense nucleosome packaging of DNA
presents a substantial chromosome-level cost specific to eukaryotes,
although some nucleoid-associated proteins exist and must entail a
low level of cost in some bacteria (14). Eukaryotic nucleosomes
contain two heterotetrameric histone complexes followed by a
linker histone. Throughout eukaryotes, each nucleosome wraps
147 bp, and with an average linker length between nucleosomes of
33 bp, there is on average one nucleosome per 180-bp interval.
Weighting by the cost of synthesizing the amino acids that com-
prise histone proteins and the cost of translating such proteins, the
total nucleosome-associated cost is ∼ 160Lg P. The range of vari-
ation for this cost among eukaryotes is of minor significance for
the types of issues being evaluated here (SI Appendix, Supple-
mentary Table 2).
Taking all of the above into consideration, in units of ATP

hydrolyses, we estimate the summed replication-associated costs
of a bacterial gene to be

CDNA, b ’ 101Lg, [2a]

whereas for a haploid eukaryote

CDNA, h ’ 263Lg. [2b]

Doubling the preceding cost for a diploid eukaryote yields

CDNA, d ’ 526Lg, [2c]

or ∼5.2 times the cost of a prokaryotic gene of equivalent length.
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Fig. 1. (A) The costs associated with maintaining and producing a cell for a
variety of bacteria (black) and unicellular eukaryotes (blue). The red points,
which denote data for cultures of cells from multicellular species, are included
for comparative purposes but were not used in the regressions. (B) Minimum
cell-division times for unicellular species, normalized to 20 °C, with significant
regression lines shown for individual phylogenetic groups. The upper dotted
line denotes cell-division times that are expected to result in 50% of the cellular
energy budget being allocated to maintenance; the dashed line demarcates the
apparent absolute lower bound to volume-specific cell-division times across the
tree of life. Data sources are provided in the tables in SI Appendix.
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This general approach has been applied to enough organisms
to reveal two generalizations. First, basal metabolic rate (here,
normalized to a constant temperature of 20° C for all species)
scales with cell volume (Fig. 1A) with a power-law relationship of

CM = 0.39V 0.88, [1a]

where CM is in units of 109 molecules of ATP per cell per hour,
and cell volume V is in units of cubic micrometers (SI Appendix).
Because the SE of the allometric coefficient is 0.07, this relation-
ship does not deviate significantly from linearity (r2 = 0.88). Al-
though the ranges of data are distinct, there is no discontinuity in
the pattern across the prokaryotic–eukaryotic divide.
Second, the growth requirements per cell scale with cell vol-

ume with the power-law relationship

CG = 26.92V 0.97, [1b]

where CG is in units of 109 molecules of ATP per cell (Fig. 1A).
Because the SE of the allometric coefficient is 0.04, this highly
significant regression (r2 = 0.96) also implies an effectively linear
relationship between the energetic requirements for growth and cell
volume. Again, the relationship seems continuous over four orders
of magnitude of cell size, spanning bacteria and eukaryotes, so there
is no justification for invoking different metabolic scalings between
these two groups. Estimates of the growth requirements for mam-
malian and land-plant cells also follow the pattern just noted, but
the data are not applied to the regressions because of concerns with
artifacts involving cells experiencing out-of-body metabolism (13).
The total cost of building a cell is

CT ’ CG + tCM , [1c]

where t is the cell-division time in hours. Substituting Eqs. 1a and
1b and using an average exponent of 0.91 shows that provided t is
smaller than ∼ 69V 0.09 hours (assuming 20° C), the contribution
from cell growth exceeds that associated with maintenance. Because
minimum cell-division times for unicellular species are one to two
orders of magnitude below this benchmark (Fig. 1B), setting t= 0 in
Eq. 1c provides a close approximation of total cellular ATP require-
ments at maximum growth rates.

Gene Structural Costs
The total cost of an individual gene involves three levels of in-
vestment: replication and chromosome maintenance; transcription

and transcript processing; and translation and protein assembly.
Each of these layers comprises several subcategories, which we
have attempted to rank-order in terms of energetic requirements.
For some subsidiary components, assumptions need to be made
about the underlying biochemistry, but the processes are well
enough understood to achieve approximations sufficient for
the following analyses. Given the shortage of information on
archaebacteria, attention is confined to bacterial and eukaryotic
cells. Throughout, the costs inferred are in terms of numbers of
phosphate bonds hydrolyzed (denoted below as P), with functions
paid in units of GTP being treated as equivalent to ATP. We first
describe the general features of the model and then apply it to
existing data to obtain direct quantitative insight. All details can
be found in SI Appendix.

Chromosome Level. During the lifetime of a cell, both strands of
DNA must be replicated once per cell cycle, and we start with the
assumption that this involves de novo synthesis of the requisite
nucleotides. Nucleotide recycling can occur within cells, but per-
manent sequestration to a new genome ultimately requires the ac-
quisition of new dNTPs. The cost of nucleotide synthesis includes
the cost of synthesizing the intermediate metabolites (e.g., phos-
phoribosyl pyrophosphate and amino acids) used to make purines
and pyrimidines, because the energy invested in such subunits would
otherwise be available for alternative cellular functions. There is
only slight variation in the biosynthetic costs of the four nucleotides,
each being ∼ 50 ATPs per nucleotide, so the biosynthetic cost of
replicating a span of Lg nucleotides is ∼ 2 · 50 ·Lg = 100Lg P.
Additional costs at the DNA level are small relative to nucleotide

synthesis. Although chain polymerization involves the loss of a
diphosphate for each base extension, this has already been in-
corporated into the cost of dNTPs. Unwinding of the parental
double helix requires ∼Lg P per gene, and the summed cost
associated with the RNA primers used for replicate-strand ex-
tension and the ligation of Okazaki fragments is ∼ 0.3Lg and
∼ 3Lg P per gene in bacteria and eukaryotes, respectively. Costs
associated with opening of origins of replication, clamp loading,
proofreading, and DNA repair are likely to be an order of magni-
tude or so smaller than those just noted and can be ignored for
purposes herein. (The basis for this and all other conclusions on
DNA-level costs are elaborated on in SI Appendix.)
The highly ordered, dense nucleosome packaging of DNA

presents a substantial chromosome-level cost specific to eukaryotes,
although some nucleoid-associated proteins exist and must entail a
low level of cost in some bacteria (14). Eukaryotic nucleosomes
contain two heterotetrameric histone complexes followed by a
linker histone. Throughout eukaryotes, each nucleosome wraps
147 bp, and with an average linker length between nucleosomes of
33 bp, there is on average one nucleosome per 180-bp interval.
Weighting by the cost of synthesizing the amino acids that com-
prise histone proteins and the cost of translating such proteins, the
total nucleosome-associated cost is ∼ 160Lg P. The range of vari-
ation for this cost among eukaryotes is of minor significance for
the types of issues being evaluated here (SI Appendix, Supple-
mentary Table 2).
Taking all of the above into consideration, in units of ATP

hydrolyses, we estimate the summed replication-associated costs
of a bacterial gene to be

CDNA, b ’ 101Lg, [2a]

whereas for a haploid eukaryote

CDNA, h ’ 263Lg. [2b]

Doubling the preceding cost for a diploid eukaryote yields

CDNA, d ’ 526Lg, [2c]

or ∼5.2 times the cost of a prokaryotic gene of equivalent length.

A B

Fig. 1. (A) The costs associated with maintaining and producing a cell for a
variety of bacteria (black) and unicellular eukaryotes (blue). The red points,
which denote data for cultures of cells from multicellular species, are included
for comparative purposes but were not used in the regressions. (B) Minimum
cell-division times for unicellular species, normalized to 20 °C, with significant
regression lines shown for individual phylogenetic groups. The upper dotted
line denotes cell-division times that are expected to result in 50% of the cellular
energy budget being allocated to maintenance; the dashed line demarcates the
apparent absolute lower bound to volume-specific cell-division times across the
tree of life. Data sources are provided in the tables in SI Appendix.
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1. Short time scale:osmotic flow  and cell mechanics  
2. Long term regulation by protein synthesis  
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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• Water flow through the membrane is mediated by water channels called Aquaporins
• Water flow is driven by 2 forces:

— hydrostatic pressure p
— osmotic pressure

1. Short time scale:osmotic flow 
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:

dVc

dt
¼ Jw; ρ

d ϕcpVc

! "

dt
¼ Jp; ρ

d ϕciVc
# $

dt
¼ 0 and ρVc

dζ
dt

¼ Sζ

where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe

I
 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:

D ¼ dW
dt

" dF
dt

≥0

where D
I
 is the dissipation, dW=dt ¼ "pedVe=dt " pcdVc=dt

I
 

is the rate of mechanical work performed on the system and 
F ¼ ρVcfc ϕcp;ϕ

c
i ; ζ

! "
þ ρVefe ϕep; ϕ

e
i

! "

I

 its total free energy with 
fc and fe the free energies per unit mass, respectively, within 
and outside the cell. Using the conservation laws, we obtain 
D ¼ Jw Δp" ΔΠð Þ þ JpΔμp þ ASζ
I

, where Δh=he−hc denotes 
the difference of the considered quantity h between the cell and 
the extracellular medium, μe;cp;i ¼ ∂fe;c=∂ϕ

e;c
p;i

I
 are chemical poten-

tials, Πe;c ¼ ρ ϕe;cp μe;cp þ ϕe;ci μe;ci # fe;c
! "

I

 osmotic pressures and 
A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.

Close to thermodynamic equilibrium, following the Onsager 
principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D

I
 remains positive

Jw
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ

c
p

! "
=M ’ RTΔϕp=M

I

 when ϕep
I

 and ϕcp
I

 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:
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where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
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 and ϕciVc þ ϕeiVe
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 are constants. The fluxes’ expres-
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A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.
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principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ
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 when ϕep
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 and ϕcp
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 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:
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where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe

I
 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:

D ¼ dW
dt
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dt

≥0

where D
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 is the dissipation, dW=dt ¼ "pedVe=dt " pcdVc=dt
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is the rate of mechanical work performed on the system and 
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 its total free energy with 
fc and fe the free energies per unit mass, respectively, within 
and outside the cell. Using the conservation laws, we obtain 
D ¼ Jw Δp" ΔΠð Þ þ JpΔμp þ ASζ
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, where Δh=he−hc denotes 
the difference of the considered quantity h between the cell and 
the extracellular medium, μe;cp;i ¼ ∂fe;c=∂ϕ
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 osmotic pressures and 
A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.

Close to thermodynamic equilibrium, following the Onsager 
principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D
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 remains positive
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ
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 when ϕep
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 and ϕcp
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 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:
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where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe

I
 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:
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 its total free energy with 
fc and fe the free energies per unit mass, respectively, within 
and outside the cell. Using the conservation laws, we obtain 
D ¼ Jw Δp" ΔΠð Þ þ JpΔμp þ ASζ
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, where Δh=he−hc denotes 
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the extracellular medium, μe;cp;i ¼ ∂fe;c=∂ϕ
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 osmotic pressures and 
A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.

Close to thermodynamic equilibrium, following the Onsager 
principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D
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 remains positive
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ
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 when ϕep
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 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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• Osmotic pressure in a cell is a function of the concentration of osmolites in the cytoplasm: namely mostly ions which 
are the most abundant molecules besides water (about 20 to 30 times the concentration of proteins)
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The concentrations described above are in no way static. They vary with 
the organism and the environmental and physiological conditions. To 
flesh out the significance of these numbers, we examine a case study from 
neuroscience. For example, how different is the charge density in a neuron 
before and during the passage of an action potential? As noted above, the 
opening of ion channels is tantamount to a transient change in the 
permeability of the membrane to charged species. In the presence of this 
transiently altered permeability, ions rush across the membrane as 
described in detail in the vignette on “How many ions pass through an ion 
channel per second?”. But how big a dent does this rush of charge actually 
make to the overall concentrations? Muscle cells in which such 
depolarization leads to muscle contraction often have a diameter of about 
50 μm, and a simple estimate (BNID 111449) reveals that the change in 
the internal charge within the cell as a result of membrane depolarization 
is only about a thousandth of a percent (10-5) of the charge within the cell. 
This exemplifies how minor relative changes can still have major 
functional implications.   

Table 1: Ionic concentrations in sea water, a bacterial and yeast cell, inside a mammalian cell and 
in the blood. Concentrations are all in units of mM. Values are rounded to one significant digit. 
Unless otherwise noted, concentration is total including both free and bound ions. Note that 
concentrations can change by more than an order of magnitude depending on cell type and 
physiological and environmental conditions such as the medium osmolarity or external pH. Na+ 
concentrations are especially hard to measure due to trapping and sticking of ions to cells. Most 
Mg2+ ions are bound to ATP and other cellular components. More BNIDs used to construct table: 
104083, 107487, 110745, 110754. 
 

ion concentrations (unit mM)

protein concentrations : 200-300 g/l, which is about 10 mM (2-3. 10   Da/protein)
(median 200-300 aa/protein and 100Da/aa)

C.Cadart L. Venkova, P. Recho, M. C. Lagomarsino and M. Piel Nature Physics 15: 993–1004 (2019)

Phil Nelson. Biological Physics: Energy, information, life. W.H.Freeman & Co Ltd (2013)

• Water flow through a semi-permeable membrane (only water)

• Cell contains 70% water and 30% dry mass (proteins, nucleic acids, lipids, metabolites, ions)
• So cell volume is chiefly contributed by water.
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• Osmotic flow through a semi-
permeable membrane: permeable to 
water but not to solutes such as ions or other 
small molecules (e.g. sugar, metabolites or 
proteins).

• Osmotic pressure can be measured as the 
pressure needed to oppose water flow 
through a semi-permeable membrane due to a 
difference in concentration of osmolites on 
both sides of the membrane

• At steady state, the applied pressure equals 
the osmotic pressure difference
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:
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where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe

I
 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:
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 its total free energy with 
fc and fe the free energies per unit mass, respectively, within 
and outside the cell. Using the conservation laws, we obtain 
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A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.

Close to thermodynamic equilibrium, following the Onsager 
principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ
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 when ϕep
I

 and ϕcp
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 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:
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where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe

I
 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:
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 its total free energy with 
fc and fe the free energies per unit mass, respectively, within 
and outside the cell. Using the conservation laws, we obtain 
D ¼ Jw Δp" ΔΠð Þ þ JpΔμp þ ASζ
I

, where Δh=he−hc denotes 
the difference of the considered quantity h between the cell and 
the extracellular medium, μe;cp;i ¼ ∂fe;c=∂ϕ
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 osmotic pressures and 
A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.

Close to thermodynamic equilibrium, following the Onsager 
principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ
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 when ϕep
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 and ϕcp
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 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:
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where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe

I
 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:
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where D
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is the rate of mechanical work performed on the system and 
F ¼ ρVcfc ϕcp;ϕ
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 its total free energy with 
fc and fe the free energies per unit mass, respectively, within 
and outside the cell. Using the conservation laws, we obtain 
D ¼ Jw Δp" ΔΠð Þ þ JpΔμp þ ASζ
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, where Δh=he−hc denotes 
the difference of the considered quantity h between the cell and 
the extracellular medium, μe;cp;i ¼ ∂fe;c=∂ϕ
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 osmotic pressures and 
A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.

Close to thermodynamic equilibrium, following the Onsager 
principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D
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 remains positive
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ
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 when ϕep
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 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.

NATURE PHYSICS | www.nature.com/naturephysics

B 

flow force

C.Cadart L. Venkova, P. Recho, M. C. Lagomarsino and M. Piel Nature Physics 15: 993–1004 (2019)

Phil Nelson. Biological Physics: Energy, information, life. W.H.Freeman & Co Ltd (2013)



Thomas LECUIT   2020-2021
18

• Osmotic forces have an entropic origin and rectify the brownian 
motion of water molecules across a semi-permeable membrane

• The entropic gain of rectifying brownian motion is compensated by 
the entropic cost of increasing volume due to flow (which costs 
order)

1. Short time scale:osmotic flow 

• A little calculation:

R

Pi Pe

γ: surface tension (Nm–1 )

Laplace–Young Law

ΔP = Pi – Pe = 2 γ(   )R
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:
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where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe

I
 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:

D ¼ dW
dt
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dt

≥0

where D
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 is the dissipation, dW=dt ¼ "pedVe=dt " pcdVc=dt
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is the rate of mechanical work performed on the system and 
F ¼ ρVcfc ϕcp;ϕ
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 its total free energy with 
fc and fe the free energies per unit mass, respectively, within 
and outside the cell. Using the conservation laws, we obtain 
D ¼ Jw Δp" ΔΠð Þ þ JpΔμp þ ASζ
I

, where Δh=he−hc denotes 
the difference of the considered quantity h between the cell and 
the extracellular medium, μe;cp;i ¼ ∂fe;c=∂ϕ
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 osmotic pressures and 
A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.

Close to thermodynamic equilibrium, following the Onsager 
principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D
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 remains positive
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ
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 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:

dVc

dt
¼ Jw; ρ

d ϕcpVc

! "

dt
¼ Jp; ρ

d ϕciVc
# $

dt
¼ 0 and ρVc

dζ
dt

¼ Sζ

where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe

I
 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:

D ¼ dW
dt

" dF
dt

≥0

where D
I
 is the dissipation, dW=dt ¼ "pedVe=dt " pcdVc=dt

I
 

is the rate of mechanical work performed on the system and 
F ¼ ρVcfc ϕcp;ϕ

c
i ; ζ

! "
þ ρVefe ϕep; ϕ

e
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I

 its total free energy with 
fc and fe the free energies per unit mass, respectively, within 
and outside the cell. Using the conservation laws, we obtain 
D ¼ Jw Δp" ΔΠð Þ þ JpΔμp þ ASζ
I

, where Δh=he−hc denotes 
the difference of the considered quantity h between the cell and 
the extracellular medium, μe;cp;i ¼ ∂fe;c=∂ϕ

e;c
p;i

I
 are chemical poten-

tials, Πe;c ¼ ρ ϕe;cp μe;cp þ ϕe;ci μe;ci # fe;c
! "

I

 osmotic pressures and 
A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.

Close to thermodynamic equilibrium, following the Onsager 
principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D

I
 remains positive
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ

c
p

! "
=M ’ RTΔϕp=M

I

 when ϕep
I

 and ϕcp
I

 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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    10  Pa5≈

Osmotic flow expands the cell volume and the cell will expand its surface 
until the cost of stretching the cell cortex (energy   . dS) balances the free 
energy reduction of expanding the volume under pressure (p.dV)
— this would give    = 1.5 N.m
The membrane-rupture surface tension is: 10  N.m
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1. Short time scale:osmotic flow 

• An osmotic chock causes a rapid volume change

tial as well as ion transport processes: intermediate-
conductance Ca2!-dependent K! channels (hIK,
KCNN4) (11, 18, 43, 67) and small-conductance K!

channel, known as KvLQT1 (KCNQ1) (6, 70). The lat-
ter can form a channel complex with a regulatory
subunit, KCNE1 (also named MinK or IsK) or KCNE3
(MiRP2) (6). However, little is known about the regu-
lation and molecular identity of volume-sensitive K!

channels despite their key role in epithelial physiology.
Our results indicate that the 16HBE14o" cells pos-

sess a K! current that, on the basis of electrophysio-
logical and pharmacological profiles, is consistent with
the activity of Ca2!-dependent maxi K! channels
(Figs. 1 and 3). No indication of the presence of func-
tional Ca2!-dependent K! channels of intermediate
conductance [sensitive to clotrimazole (30)], small con-
ductance [sensitive to apamin (33)], or KvLQT1 chan-
nels [sensitive to clofilium (9)] was obtained in the
16HBE14o" cells. The presence of maxi K! channels
in 16HBE14o" cells was further confirmed by RT-PCR
and Western blot (Fig. 2).

The present and previous (39, 67) studies have es-
tablished that airway epithelial cells undergo an RVD
response following a hypotonic challenge. The RVD
response is typically mediated by the loss of cytosolic
K! and Cl", via the coordinated activation of K! and
Cl" channels (27, 35). Swelling-activated Cl" channels
are present in most cell types. Their regulation and
biophysical properties are well known, but their molec-
ular identity has been particularly difficult to resolve,
and no clear candidates exist to date (46, 59, 63, 74).

Different swelling-sensitive K! channels have been
described in several cell preparations (48, 58, 72), al-

though according to Hoffmann and Dunham (27),
“there are no K! channels which are directly activated
by swelling, meaning that activation of K! channels
following cell swelling is secondary to the membrane
depolarization or the production of intracellular sig-
nals.” Exceptions to that statement are the K! chan-
nels directly activated by membrane stretch (2, 53).

Among the numerous K! channels associated with
the mechanisms of cell volume control, only a handful
have been identified at the molecular level: 1) voltage-
gated K! channels, including Kv1.3 (17), Kv1.5 (21),
and KCNQ/KCNE complex (10, 39); 2) background
TREK-1 (49), TRAAK (41), and TASK-2 (45) channels,
with TREK-1 and TRAAK being mechanosensitive;
and 3) Ca2!-dependent K! channels of large (2) and
intermediate conductance (67).

Cell volume regulation following hypotonic or iso-
tonic swelling in epithelial cells is normally associated
with changes in intracellular Ca2! concentrations (44,
48). However, the source of Ca2! appears to be differ-
ent, depending on the original stimulus, i.e., hypotonic
cell swelling typically involves extracellular Ca2!,
whereas isotonic swelling following nutrient absorp-
tion involves mobilization of intracellular Ca2! (40),
although descriptions of Ca2! release from intracellu-
lar stores under hypotonic conditions also exist (29,
76). Our results with HBE cells showing no increase of
intracellular Ca2! in Ca2!-free hypotonic conditions
resembled those reported by Ishii et al. (29) on Intes-
tine 407 epithelial cells. On the contrary, RVD in
nonepithelial cells normally shows no Ca2! depen-
dence (3).

Fig. 8. Regulatory volume decrease
(RVD) in HBE cells. A: time course of
volume changes after exposure of HBE
cells to a 28% hypotonic bath solution
(n # 13). Removal of extracellular
Ca2! (B; n # 10) or addition of 10 $M
Gd3! to the hypotonic solution (C; n #
5) prevented RVD response.

Fig. 9. Effect of K! channel inhibitors
on RVD response in HBE cells. Rela-
tive change in HBE cells’ volume be-
fore and after replacement of the iso-
tonic solution with a hypotonic solution
containing the indicated inhibitor: 5
mM TEA, n # 6 (A); 5 mM Ba2!, n # 5
(B); or 100 nM iberiotoxin, n # 4 (C).
The blockers were added 3 min before
the addition (at t # 0) of the hypotonic
solution, which also contained the ap-
propriate inhibitor.
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the maximum surface area at lysis, was 234 ! 49% of the
initial area (P " 0.0001, n # 58, Fig. 3).

Osmotic activity

Cell size changed monotonically in response to osmotic
stress, and no active volume regulation was observed during
the 15-min test period. In a Boyle Van’t Hoff plot, a linear
relationship was observed between normalized chondrocyte
volume V/Vo and the inverse osmolality relative to the

isoosmotic state (1/P) over a range of osmotic stress (Fig.
4). The slope of this curve R (the Ponder’s value), was
found to be 0.61 (R2 # 0.99).

Viscoelastic properties

Chondrocytes exhibited viscoelastic solid creep behavior in
response to a step increase in pressure. Hypoosmotic stress
significantly decreased the instantaneous and equilibrium
elastic moduli and the apparent viscosity (!) of the cell in
comparison to the isoosmotic control and the hyperosmotic
cases (P " 0.001 by MANOVA, Fig. 5). Hyperosmotic
stress, however, did not significantly affect cell properties
relative to the isoosmotic condition. The relaxation time ("),
which is related to the moduli and to ! by Eq. 2, was not
significantly affected by hyper- or hypoosmotic stress.

F-actin distribution

Significant changes were observed in the distribution of
F-actin in response to hypoosmotic stress, but not hyperos-
motic stress (Fig. 6). In control cells, F-actin was distributed
primarily in a narrow region at the cortex of the cell. With
hyperosmotic stress, a similar distribution was observed.
After hypoosmotic stress, F-actin was distributed evenly
throughout the cell and showed no localization to the cortex.

DISCUSSION

The findings of this study indicate that acute changes in the
osmotic environment have a strong influence on the vis-
coelastic mechanical properties as well as the morphology
of the chondrocyte. These results suggest that changes in the
osmotic environment in situ, secondary to mechanical com-

FIGURE 1 SEM of the effects of osmotic stress on chondrocyte morphology. (A) In hypoosmotic medium (153 mOsm), chondrocytes swelled
significantly, exhibiting a relatively smooth plasma membrane. (B) In isoosmotic medium (303 mOsm), chondrocytes exhibited numerous membrane ruffles
and microvilli. (C) Hyperosmotic medium (466 mOsm) decreased cell volume with an apparent increase in membrane ruffling. Scale bar # 10 !m.

FIGURE 2 Effects of the osmotic environment on chondrocyte diameter
and volume. Alterations in the osmotic environment of the cells caused
significant changes in (A) cell diameter and (B) cell volume. *P " 0.0001
vs. other osmolalities.
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relationship was observed between normalized chondrocyte
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isoosmotic state (1/P) over a range of osmotic stress (Fig.
4). The slope of this curve R (the Ponder’s value), was
found to be 0.61 (R2 # 0.99).
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Chondrocytes exhibited viscoelastic solid creep behavior in
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significantly decreased the instantaneous and equilibrium
elastic moduli and the apparent viscosity (!) of the cell in
comparison to the isoosmotic control and the hyperosmotic
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stress, however, did not significantly affect cell properties
relative to the isoosmotic condition. The relaxation time ("),
which is related to the moduli and to ! by Eq. 2, was not
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Significant changes were observed in the distribution of
F-actin in response to hypoosmotic stress, but not hyperos-
motic stress (Fig. 6). In control cells, F-actin was distributed
primarily in a narrow region at the cortex of the cell. With
hyperosmotic stress, a similar distribution was observed.
After hypoosmotic stress, F-actin was distributed evenly
throughout the cell and showed no localization to the cortex.

DISCUSSION

The findings of this study indicate that acute changes in the
osmotic environment have a strong influence on the vis-
coelastic mechanical properties as well as the morphology
of the chondrocyte. These results suggest that changes in the
osmotic environment in situ, secondary to mechanical com-

FIGURE 1 SEM of the effects of osmotic stress on chondrocyte morphology. (A) In hypoosmotic medium (153 mOsm), chondrocytes swelled
significantly, exhibiting a relatively smooth plasma membrane. (B) In isoosmotic medium (303 mOsm), chondrocytes exhibited numerous membrane ruffles
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of the meshwork and the cell contour11,15. Such constitutive  
behaviours are actively regulated by the cell. For example, the active 
stress in the cytoskeleton is regulated by small molecules such as 
Rho-GTPases, and the meshwork stiffness by the number of cross-
linking proteins16.

On the right-hand side, pe is the external hydrostatic pressure 
applied to the cell and σconf describes the confining stress due to the 
mechanical environment of the cell including, for example, a cell’s 
neighbours in a tissue and the extracellular matrix. The hydrostatic 
pressure difference Δp is a fundamental driving force of the water 
flux through the cell, as seen in equation (1). It therefore couples 
the volume of the cell to its mechanical properties through a force 
balance at the cell contour, as expressed in equation (2). In the fol-
lowing, we will consider different examples of volume adjustments 
following this prescription.

Rapid mechanical volume adjustment for cells with a stiff wall. 
Cells contain impermeable osmolites — for example amino acids 
and derivatives, polyols and sugars17 — that cannot be exported or 
imported on a short timescale. Their intracellular concentrations are 
fixed by the cell function and metabolism and can differ from the 
extracellular levels such that one could assume that ΔΠ≠0 in equa-
tion (1). Then, for cell volume to reach a steady state, such an imbal-
ance should be absorbed by Δp, which builds up some mechanical 
stress in the cell through the force balance in equation (2).

Plant cells and, to a lesser extent, bacteria and yeast, possess 
a solid wall capable of withstanding a considerable amount of 

mechanical stress (given by σcont in equation (2)) with a small elastic 
deformation18. This enables them to offset the existence of a dif-
ference of osmolarity across their wall by mechanically balancing 
the imposed osmotic pressure difference with a hydrostatic pressure 
that equals the mechanical stress in the cell contour. Because the 
internal osmotic pressure can reach values as high as several atmo-
spheres for plant cells, this mechanism requires considerable stiff-
ness in the cell wall. For example, the Young modulus of the cell wall 
of Camellia pollen tubes was estimated to be of the order of several 
hundred MPa (ref. 19), similar to that of rubber.

Rapid osmotic volume adjustment of cells with channels and 
pumps. For cells without a rigid wall, it has been argued11 that the 
bulk cytoskeleton offers more mechanical resistance (given by σmesh 
in equation (2)) than the membrane and cortical layer, as it occupies 
a larger volume. However, the cytoskeleton would still have insuf-
ficient stiffness to accommodate the magnitude (up to one atmo-
sphere) of an osmotic pressure difference across the cell membrane 
typically imposed during an osmotic shock, that is, a sudden change 
of the external concentration of an osmolite impermeable to the cell 
membrane (Fig. 2a,b). Early experiments on red blood cells show 
that, under such shock, the cell volume reaches a new value in a 
fraction of a minute, apparently acting like an osmometer20.

The cell volume after the shock is related to the magnitude of 
the shock through Ponder’s relation, which can be deduced from 
the pump-and-leak mechanism21,22. A simplified explanation of 
this mechanism involves a pair of small ions (typically sodium and 
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Fig. 1 | Factors setting the steady-state cell volume. For a mammalian cell (left) or a walled cell (right), water is driven through selective water channels 
(aquaporins) according to the hydrostatic and osmotic pressures (Box 1). Osmotic balance is controlled by ion channels and ATP-driven pumps (bottom 
right box). Hydrostatic pressure is set by the force balance on the cell envelope. Cytoskeleton meshwork mechanical stress σmesh combines with the 
internal hydrostatic pressure pc to build the effective stress σcyt in the cytoplasm (middle left box). Surface tension σcont is generated by the membrane 
and the actomyosin cortex or wall (top right and bottom left boxes). Tension-regulated endocytosis and exocytosis modulate surface area (top left box). 
Internal mechanical stress balances the external confining stress σconf and hydrostatic pressure pe applied to the cell contour.
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:

dVc

dt
¼ Jw; ρ

d ϕcpVc

! "

dt
¼ Jp; ρ

d ϕciVc
# $

dt
¼ 0 and ρVc

dζ
dt

¼ Sζ

where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe

I
 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:

D ¼ dW
dt

" dF
dt

≥0
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I
 is the dissipation, dW=dt ¼ "pedVe=dt " pcdVc=dt
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is the rate of mechanical work performed on the system and 
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 its total free energy with 
fc and fe the free energies per unit mass, respectively, within 
and outside the cell. Using the conservation laws, we obtain 
D ¼ Jw Δp" ΔΠð Þ þ JpΔμp þ ASζ
I

, where Δh=he−hc denotes 
the difference of the considered quantity h between the cell and 
the extracellular medium, μe;cp;i ¼ ∂fe;c=∂ϕ

e;c
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 are chemical poten-
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 osmotic pressures and 
A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.

Close to thermodynamic equilibrium, following the Onsager 
principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D

I
 remains positive
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ

c
p

! "
=M ’ RTΔϕp=M

I

 when ϕep
I

 and ϕcp
I

 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:

dVc

dt
¼ Jw; ρ

d ϕcpVc

! "

dt
¼ Jp; ρ

d ϕciVc
# $

dt
¼ 0 and ρVc

dζ
dt

¼ Sζ

where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe

I
 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:

D ¼ dW
dt

" dF
dt

≥0

where D
I
 is the dissipation, dW=dt ¼ "pedVe=dt " pcdVc=dt

I
 

is the rate of mechanical work performed on the system and 
F ¼ ρVcfc ϕcp;ϕ

c
i ; ζ

! "
þ ρVefe ϕep; ϕ

e
i

! "

I

 its total free energy with 
fc and fe the free energies per unit mass, respectively, within 
and outside the cell. Using the conservation laws, we obtain 
D ¼ Jw Δp" ΔΠð Þ þ JpΔμp þ ASζ
I

, where Δh=he−hc denotes 
the difference of the considered quantity h between the cell and 
the extracellular medium, μe;cp;i ¼ ∂fe;c=∂ϕ

e;c
p;i

I
 are chemical poten-

tials, Πe;c ¼ ρ ϕe;cp μe;cp þ ϕe;ci μe;ci # fe;c
! "

I

 osmotic pressures and 
A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.

Close to thermodynamic equilibrium, following the Onsager 
principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D

I
 remains positive
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ

c
p

! "
=M ’ RTΔϕp=M

I

 when ϕep
I

 and ϕcp
I

 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
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survive for hours. We review and explain below how such regulation 
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mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
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Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  
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able (mass fraction ϕcp
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) or impermeable (mass fraction ϕci
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cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei
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) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:
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where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe
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 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:
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≥0

where D
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the difference of the considered quantity h between the cell and 
the extracellular medium, μe;cp;i ¼ ∂fe;c=∂ϕ
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A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ
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 and ϕcp
I

 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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of the meshwork and the cell contour11,15. Such constitutive  
behaviours are actively regulated by the cell. For example, the active 
stress in the cytoskeleton is regulated by small molecules such as 
Rho-GTPases, and the meshwork stiffness by the number of cross-
linking proteins16.

On the right-hand side, pe is the external hydrostatic pressure 
applied to the cell and σconf describes the confining stress due to the 
mechanical environment of the cell including, for example, a cell’s 
neighbours in a tissue and the extracellular matrix. The hydrostatic 
pressure difference Δp is a fundamental driving force of the water 
flux through the cell, as seen in equation (1). It therefore couples 
the volume of the cell to its mechanical properties through a force 
balance at the cell contour, as expressed in equation (2). In the fol-
lowing, we will consider different examples of volume adjustments 
following this prescription.

Rapid mechanical volume adjustment for cells with a stiff wall. 
Cells contain impermeable osmolites — for example amino acids 
and derivatives, polyols and sugars17 — that cannot be exported or 
imported on a short timescale. Their intracellular concentrations are 
fixed by the cell function and metabolism and can differ from the 
extracellular levels such that one could assume that ΔΠ≠0 in equa-
tion (1). Then, for cell volume to reach a steady state, such an imbal-
ance should be absorbed by Δp, which builds up some mechanical 
stress in the cell through the force balance in equation (2).

Plant cells and, to a lesser extent, bacteria and yeast, possess 
a solid wall capable of withstanding a considerable amount of 

mechanical stress (given by σcont in equation (2)) with a small elastic 
deformation18. This enables them to offset the existence of a dif-
ference of osmolarity across their wall by mechanically balancing 
the imposed osmotic pressure difference with a hydrostatic pressure 
that equals the mechanical stress in the cell contour. Because the 
internal osmotic pressure can reach values as high as several atmo-
spheres for plant cells, this mechanism requires considerable stiff-
ness in the cell wall. For example, the Young modulus of the cell wall 
of Camellia pollen tubes was estimated to be of the order of several 
hundred MPa (ref. 19), similar to that of rubber.

Rapid osmotic volume adjustment of cells with channels and 
pumps. For cells without a rigid wall, it has been argued11 that the 
bulk cytoskeleton offers more mechanical resistance (given by σmesh 
in equation (2)) than the membrane and cortical layer, as it occupies 
a larger volume. However, the cytoskeleton would still have insuf-
ficient stiffness to accommodate the magnitude (up to one atmo-
sphere) of an osmotic pressure difference across the cell membrane 
typically imposed during an osmotic shock, that is, a sudden change 
of the external concentration of an osmolite impermeable to the cell 
membrane (Fig. 2a,b). Early experiments on red blood cells show 
that, under such shock, the cell volume reaches a new value in a 
fraction of a minute, apparently acting like an osmometer20.

The cell volume after the shock is related to the magnitude of 
the shock through Ponder’s relation, which can be deduced from 
the pump-and-leak mechanism21,22. A simplified explanation of 
this mechanism involves a pair of small ions (typically sodium and 

EndocytosisExocytosisCell wall
Cell membrane
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Water

ATP

Ions
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Membrane turnoverForce balance on the wall
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Fig. 1 | Factors setting the steady-state cell volume. For a mammalian cell (left) or a walled cell (right), water is driven through selective water channels 
(aquaporins) according to the hydrostatic and osmotic pressures (Box 1). Osmotic balance is controlled by ion channels and ATP-driven pumps (bottom 
right box). Hydrostatic pressure is set by the force balance on the cell envelope. Cytoskeleton meshwork mechanical stress σmesh combines with the 
internal hydrostatic pressure pc to build the effective stress σcyt in the cytoplasm (middle left box). Surface tension σcont is generated by the membrane 
and the actomyosin cortex or wall (top right and bottom left boxes). Tension-regulated endocytosis and exocytosis modulate surface area (top left box). 
Internal mechanical stress balances the external confining stress σconf and hydrostatic pressure pe applied to the cell contour.
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of the meshwork and the cell contour11,15. Such constitutive  
behaviours are actively regulated by the cell. For example, the active 
stress in the cytoskeleton is regulated by small molecules such as 
Rho-GTPases, and the meshwork stiffness by the number of cross-
linking proteins16.

On the right-hand side, pe is the external hydrostatic pressure 
applied to the cell and σconf describes the confining stress due to the 
mechanical environment of the cell including, for example, a cell’s 
neighbours in a tissue and the extracellular matrix. The hydrostatic 
pressure difference Δp is a fundamental driving force of the water 
flux through the cell, as seen in equation (1). It therefore couples 
the volume of the cell to its mechanical properties through a force 
balance at the cell contour, as expressed in equation (2). In the fol-
lowing, we will consider different examples of volume adjustments 
following this prescription.

Rapid mechanical volume adjustment for cells with a stiff wall. 
Cells contain impermeable osmolites — for example amino acids 
and derivatives, polyols and sugars17 — that cannot be exported or 
imported on a short timescale. Their intracellular concentrations are 
fixed by the cell function and metabolism and can differ from the 
extracellular levels such that one could assume that ΔΠ≠0 in equa-
tion (1). Then, for cell volume to reach a steady state, such an imbal-
ance should be absorbed by Δp, which builds up some mechanical 
stress in the cell through the force balance in equation (2).

Plant cells and, to a lesser extent, bacteria and yeast, possess 
a solid wall capable of withstanding a considerable amount of 

mechanical stress (given by σcont in equation (2)) with a small elastic 
deformation18. This enables them to offset the existence of a dif-
ference of osmolarity across their wall by mechanically balancing 
the imposed osmotic pressure difference with a hydrostatic pressure 
that equals the mechanical stress in the cell contour. Because the 
internal osmotic pressure can reach values as high as several atmo-
spheres for plant cells, this mechanism requires considerable stiff-
ness in the cell wall. For example, the Young modulus of the cell wall 
of Camellia pollen tubes was estimated to be of the order of several 
hundred MPa (ref. 19), similar to that of rubber.

Rapid osmotic volume adjustment of cells with channels and 
pumps. For cells without a rigid wall, it has been argued11 that the 
bulk cytoskeleton offers more mechanical resistance (given by σmesh 
in equation (2)) than the membrane and cortical layer, as it occupies 
a larger volume. However, the cytoskeleton would still have insuf-
ficient stiffness to accommodate the magnitude (up to one atmo-
sphere) of an osmotic pressure difference across the cell membrane 
typically imposed during an osmotic shock, that is, a sudden change 
of the external concentration of an osmolite impermeable to the cell 
membrane (Fig. 2a,b). Early experiments on red blood cells show 
that, under such shock, the cell volume reaches a new value in a 
fraction of a minute, apparently acting like an osmometer20.

The cell volume after the shock is related to the magnitude of 
the shock through Ponder’s relation, which can be deduced from 
the pump-and-leak mechanism21,22. A simplified explanation of 
this mechanism involves a pair of small ions (typically sodium and 
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Fig. 1 | Factors setting the steady-state cell volume. For a mammalian cell (left) or a walled cell (right), water is driven through selective water channels 
(aquaporins) according to the hydrostatic and osmotic pressures (Box 1). Osmotic balance is controlled by ion channels and ATP-driven pumps (bottom 
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Internal mechanical stress balances the external confining stress σconf and hydrostatic pressure pe applied to the cell contour.
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sphere) of an osmotic pressure difference across the cell membrane 
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membrane (Fig. 2a,b). Early experiments on red blood cells show 
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In Animal cells, ion channels balance actively ion concentrations across the membrane to 
minimise osmotic pressure difference between extra and intra-cellular environments

• As a result, the difference in osmotic pressure 
and the resulting hydrostatic pressure is 
minimal at steady state in animal cells and cells 
do not rupture. 

140mM NaCl 90mM
(215mOsm/l)

150 mOsm/l300 mOsm/l

(300 mOsm/l)

C.Cadart L. Venkova, P. Recho, M. C. Lagomarsino and 
M. Piel Nature Physics 15: 993–1004 (2019)
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• Osmotic shock: Fast passive volume change via ion transporters and membrane 
flattening

1. Short time scale:osmotic flow 

C.Cadart L. Venkova, P. Recho, M. C. Lagomarsino and M. Piel Nature Physics 15: 993–1004 (2019)

the maximum surface area at lysis, was 234 ! 49% of the
initial area (P " 0.0001, n # 58, Fig. 3).

Osmotic activity

Cell size changed monotonically in response to osmotic
stress, and no active volume regulation was observed during
the 15-min test period. In a Boyle Van’t Hoff plot, a linear
relationship was observed between normalized chondrocyte
volume V/Vo and the inverse osmolality relative to the

isoosmotic state (1/P) over a range of osmotic stress (Fig.
4). The slope of this curve R (the Ponder’s value), was
found to be 0.61 (R2 # 0.99).

Viscoelastic properties

Chondrocytes exhibited viscoelastic solid creep behavior in
response to a step increase in pressure. Hypoosmotic stress
significantly decreased the instantaneous and equilibrium
elastic moduli and the apparent viscosity (!) of the cell in
comparison to the isoosmotic control and the hyperosmotic
cases (P " 0.001 by MANOVA, Fig. 5). Hyperosmotic
stress, however, did not significantly affect cell properties
relative to the isoosmotic condition. The relaxation time ("),
which is related to the moduli and to ! by Eq. 2, was not
significantly affected by hyper- or hypoosmotic stress.

F-actin distribution

Significant changes were observed in the distribution of
F-actin in response to hypoosmotic stress, but not hyperos-
motic stress (Fig. 6). In control cells, F-actin was distributed
primarily in a narrow region at the cortex of the cell. With
hyperosmotic stress, a similar distribution was observed.
After hypoosmotic stress, F-actin was distributed evenly
throughout the cell and showed no localization to the cortex.

DISCUSSION

The findings of this study indicate that acute changes in the
osmotic environment have a strong influence on the vis-
coelastic mechanical properties as well as the morphology
of the chondrocyte. These results suggest that changes in the
osmotic environment in situ, secondary to mechanical com-

FIGURE 1 SEM of the effects of osmotic stress on chondrocyte morphology. (A) In hypoosmotic medium (153 mOsm), chondrocytes swelled
significantly, exhibiting a relatively smooth plasma membrane. (B) In isoosmotic medium (303 mOsm), chondrocytes exhibited numerous membrane ruffles
and microvilli. (C) Hyperosmotic medium (466 mOsm) decreased cell volume with an apparent increase in membrane ruffling. Scale bar # 10 !m.

FIGURE 2 Effects of the osmotic environment on chondrocyte diameter
and volume. Alterations in the osmotic environment of the cells caused
significant changes in (A) cell diameter and (B) cell volume. *P " 0.0001
vs. other osmolalities.
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over long range to spatially and temporally regulate cell
polarity and cell migration [23,29,34]. Membrane tension
antagonizes actin-based protrusion by being the barrier
that growing actin filaments fight to protrude the mem-
brane [23]  and contractility opposes protrusion by pulling
actin filaments away from the membrane [35]. The relative
contribution of cytoskeletal versus membrane tension is
likely to vary in different cell types.

In Dictyostelium, contractility plays an important role in
restricting signals to the leading edge. Upon deletion of
myosin 2, cytoskeletal tension is reduced dramatically [36]
and there is an increase in lateral pseudopod number [37]
and in Ras activation [38]. These data support a predominant
role of contractility in Dictyostelium polarity, but whether
PM tension also plays a significant role remains unknown.

In fibroblasts, a combination of cytoskeletal and mem-
brane tension limits cell protrusion. Increasing membrane
tension by hypo-osmotic shock halts spreading, whereas
decreasing it by adding lipids increases the rate of cell
spreading, enhances lamellipodial extension, and tran-
siently causes uniform spreading [5]. Decreasing contrac-
tility through myosin inhibition causes faster spreading
and a larger final spread area [35], and increasing it with
biaxial cellular stretching downregulates Rac activity [39].

In fish keratocytes, decreasing contractility through
myosin inhibition does not destroy keratocyte polarity

and only slightly reduces migration speed, suggesting a
predominant role for PM tension in this system [23,40].

In neutrophils, membrane tension also appears to be the
dominant inhibitory mechanism for cell polarization.
Membrane tension increases during neutrophil protrusion
and decreasing membrane tension through hypo-osmotic
shock results in the expansion of leading-edge signals and
loss of polarity [6]. Decreasing cytoskeletal tension with
myosin inhibition has no effect on leading-edge signals [6].

To what extent myosin inhibition, osmotic shock, or
other tension perturbations affect both membrane tension
and contractility remains unknown. Moreover, it is likely
that cytoskeletal and membrane tension are interdepen-
dent; myosin 2 activity is required to reduce PM tension at
the end of spreading [20], and its inhibition increases PM
tension in resting neutrophils [6].

Finally, it is important to note that these conclusions
(along with most other investigations of cytoskeletal ten-
sion) rely on myosin inhibition, but it is also possible that
filament disassembly-based changes in cytoskeletal ten-
sion could contribute to cell polarity and movement in the
absence of myosin activity.

Sensing PM tension
The molecular mechanisms by which cells sense and re-
spond to mechanical signals are not fully understood.
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TRENDS in Cell Biology 

Figure 1. Feedback between plasma membrane (PM) tension and cellular processes. Examples of cellular processes that occur when PM tension is too high and that lead to
its reduction (left) or that occur when PM tension is too low and lead to its increase (right) – vesicle trafficking, caveola formation, actin polymerization, and changes in
myosin. In brackets we comment on the parameters of Equations [I] and [II] in Box 2 that are predicted to change in each of these processes.
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fluorescence lifetime (Abankwa et al., 2008; Hill et al., 2008).
There was a significant increase in the fluorescence lifetime
upon hypo-osmotic shock, indicating the dissociation of Cavin1
from Cav1 (Figure 2G). We also performed Cav1 immuno-EM
on MLEC before and after hypo-osmotic shock (Figure 3A and
Figure S2A). We found a 10-fold increase in the number of gold
particles associated with Cav1 in noncaveolar membranes after
5 min of hypo-osmotic shock (Figure 3B). Upon returning to iso-
osmolarity, cells recovered the initial number of caveolae, and

Cav1 was mainly associated with caveola (Figures 3B and 3C).
Under iso-osmotic conditions, deep-etched EM showed
a majority of budded caveolae with characteristic tight striated
coats (Morone et al., 2006). After hypo-osmotic shock, several
flat structures with loose striated coats reminiscent of formerly
budded caveolae were observed. Upon iso-osmolarity recovery,
all caveolae were budded (Figure 3D and Figure S2B for
three-dimensional view). These findings clearly indicate that cells
respond to acute mechanical membrane stress by the rapid
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Figure 1. Mechanical Stress Induces Partial Disappearance of Caveolae
(A) YZ maximum-intensity projection of confocal stacks of Cav1-EGFP HeLa cells. Projection of four cells under iso-osmotic conditions (Iso), hypo-osmotic

conditions (Hypo, 5 min), and 3 min after returning to iso-osmolarity (Rec). Scale bar, 5 mm. Dashed lines mark out the initial cell boundary.

(B) Volume of Cav1-EGFP HeLa cells tracked from (and normalized to) iso-osmotic conditions through hypo-osmotic shock (onset: t = 0 min) and upon returning

to iso-osmolarity (t !29 min). Arrow indicates return to iso-osmolarity. Data were derived from multiple measurements (n = 5) in three independent experiments.

Error bars represent standard deviations (SD).

(C) TIRF images of Cav1-EGFP HeLa cells under iso-osmotic conditions (Iso) and after 4 min hypo-osmotic shock (Hypo). Dotted line marks out the cell footprint.

Scale bar, 5 mm.

(D) Change in the number of caveolae for single Cav1-EGFP HeLa cells after hypo-osmotic shock (Hypo) normalized to the number counted before hypo-osmotic

shock (Iso) (n = 18). Error bars represent SD (p = 4 3 10"11).

(E) Evolution of the loss of caveolae per cell with decreasing osmolarity. The sameCav1-EGFPHeLa cells were exposed to decreasing osmolarities during!1min

for each osmolarity. From correlation analysis, the loss of caveolae is positively correlatedwith the decrease in external osmolarity (r2 = 0.85). Error bars represent

SD (n = 3).

(F) TIRF images of a Cav1-EGFP HeLa cell on the stretching device at 0% (left) and 20% stretch (right). Dotted lines mark out cell boundaries before and after

stretch. Scale bar, 5 mm.

(G) Change in the number of caveolae for single Cav1-EGFPHeLa cells after stretching (15% ± 1%) normalized to the number counted before stretching. Data are

derived from multiple measurements (n = 7; p = 0.00033) in seven independent experiments. Error bars represent SD.

(H) Evolution of the number of caveolae for single Cav1-EGFP HeLa cells stretched to different lengths characterized by (L" L0)/L0 wherein L0 and L are the initial

and final lengths of the cell footprint in the stretching direction. Each point is measured on a single cell. The number of caveolae is found to be negatively

correlated to the extent of stretch (n = 7; r2 = 0.85) as measured in seven independent experiments.

404 Cell 144, 402–413, February 4, 2011 ª2011 Elsevier Inc.
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potassium) travelling through selective channels and pumps. The 
differential permeability of the membrane with respect to each ion, 
working in tandem with pumps exchanging the ions at a fixed rate, 
offsets the difference of impermeable osmolites’ concentrations to 
maintain ΔΠ=0 in equation (1), preventing cell lysis (explained 
in detail in Box 2). As a result, a change of ion permeability can 
affect the cell volume. For example, inhibition of p38 MAP kinase 
increases membrane Na+ permeability and consequently the cell 
volume of HTC liver cells23. Notably, some large macromolecules 
can have an important indirect contribution to the osmotic pres-
sure if they carry a substantial amount of negative charges, which 
must be balanced by counterions. Such electro-osmotic effects can 
be taken into account leading to a more quantitative albeit more 
complex picture.

These volume changes also require a cell-surface adaptation. The 
cell membrane is a floppy structure in which excess surface is stored 
in wrinkles and in other structures such as caveolae24. When the 

volume change is too fast, the membrane detaches from the under-
lying cortex, and rupture occurs if the total volume exceeds the total 
available membrane surface area. This can be exploited experimen-
tally to measure stored surface25. For slower volume changes, for 
example low permeability of the cell to water, the cell surface can 
adapt by addition or removal of lipids by endocytosis or exocytosis.

Regulatory volume adaptation. Most mammalian cells, following 
their initial volume change in response to an osmotic shock, are able 
to regain their volume preceding the shock12 over a typical timescale 
of 10 min (Fig. 2a,c). The effect of a hydrostatic pressure compres-
sion can involve a substantial volumetric decrease over the same 
timescale26. Upon spreading on a substrate, cells also lose volume on 
a similar timescale5 and during mitosis, cells significantly increase 
their volume as they round up27,28. These regulatory responses to 
biomechanical perturbations are accompanied by fluxes of osmo-
lites, typically small ions, through the cell membrane, revealing 
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• Comparison of animal and plant cells in numbers:

1. Short time scale:osmotic flow 

Πi >> Πe

steady state P = ΔΠ
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stress

elastic wall
hydrostatic
pressure, P
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Hydrostatic (also called Turgor) pressure can 
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some plants 

∏e is kept to a minimal value
in the apoplasm (cell wall)
which contains water but a 
negligible concentration of 

solutes
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1. Short time scale:osmotic flow  and cell mechanics 

• Comparison of animal and plant cells: cell wall versus cell cortex mechanics

The integrity of the cell wall is 
essential to prevent cell lysis 
in a plant

Cell tension in animals:
Tmemb    100pN/µm≈

Tcortex    400pN/µm≈

Membrane rupture threshold: 
3000-10.000 pN/µm

The cell actomyosin cortex 
cannot regulate the cell 
volume against a too high 
osmotic pressure difference.

A low osmotic pressure 
gradient is maintained in 
animals cells 
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• The high osmotic pressure gradient in plant cells (and bacteria, fungi) requires a 
thick, elastic wall and remodelling of the wall content. 

• The plant cell is a mechano-hydraulic machine

Δψ = P – ΔΠ

Δψ = 0

Δψ > 0 Δψ = 0

P = ΔΠΔΠ increase

osmotic
pressure

chemical
potential

hydrostatic
pressure

solute

H2O
H2O

water
uptake

wall elastic stress relaxationP decrease

solute

H2O

water
uptake

solute
uptake

wall remodelling

cell shape change

cell growth

P

1. Short time scale:osmotic flow  and cell mechanics 

Reversible volume change induced by 
rise in ∏i (eg. ion transport, K+)
Water flows until water potential across 
the wall/membrane is equal

Irreversible volume change induced by 
lowering of hydrostatic pressure P 
through relaxation of cell wall under 
stress.
Water flows until water potential across 
the wall/membrane is equal (water flow 
dilutes solutes in cell)

Peter Schopfer. American Journal of Botany 93(10): 1415–1425. 2006. 
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1. Short time scale:osmotic flow  and cell mechanics 
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Animal cell in a tissue

C.Cadart L. Venkova, P. Recho, M. C. Lagomarsino and M. Piel Nature Physics 15: 993–1004 (2019)

• Coupling osmotic flow and cortex mechanics: hydrostatic pressure links water flow 
and volume increase to the mechanical properties of cells 
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hypothesis, the current lack of experimental evidence for such phe-
nomena prompted us to exclude discussion of the regulation of 
the size of cellular organelles. Second, complexity of behaviour in 
size parameters can emerge from multicellularity or from factors 
that produce feedback at the level of the cell population, such as 
quorum sensing in populations of unicellular organisms. Several 
global factors are also regulated at the tissue and organism level. 
These include chemical cues, including hormones and morphogens, 
which are well documented in Drosophila8, as well as physical fac-
tors, such as mechanical stress and electric fields9. We thus restrict 
this Review to cell-autonomous mechanisms acting at the single-
cell level, excluding higher levels of homeostasis.

Cell-size homeostasis at short timescales
We begin by reviewing the mechanisms by which cells adapt their 
volume on short (seconds) to intermediate (minutes) timescales. 
Most of this knowledge comes from the study of the response to 
osmotic shocks, because this is the easiest experimental way to 
impose rapid volume changes.

The physical basis of cell-volume regulation at short timescales. 
Solid cell components, such as cell organelles or the cytoskeleton, 
only occupy about 30% of the total cell volume, even when the asso-
ciated water is taken into account10. Hence, the most basic problem 
of cell-size regulation is to understand how water flows in and out 
of cells. This problem can be addressed experimentally by consider-
ing how cells control their volume robustly when faced with rapid 
external perturbations. For example, bovine aortic endothelial cells 
can react to extreme hypotonic11 and hypertonic environments and 
survive for hours. We review and explain below how such regulation 
is accomplished for different cell types. The physical principles of 
mass and force conservation, as well as near-equilibrium thermody-
namics, offer generic guidelines to understand how this water flux 
is driven and how it can be biologically regulated.

Water mobility in and out of the cell relies on the permation 
of water through the plasma membrane, which can be regulated 
by aquaporin channels12. These channels are permeable to water, 
glycerol and some small molecules, but not to ions. Assuming 
that they do not consume ATP to work (see Box 1 and ref. 13), the 
incoming water flux Jw is proportional to the difference of two 
chemo-mechanical driving forces: the osmotic pressure, Π and the 
hydrostatic pressure, p

Jw ¼ LpðΔp # ΔΠÞ ð1Þ

where Δ denotes the difference of a quantity between the cell exte-
rior and interior. The factor of proportionality Lp is the filtration 
coefficient of the membrane14, which depends on the density of 
aquaporins and varies with the cell type.

Osmotic pressure can be computed based on the concentration 
of various molecular species in the medium (Box 1). To find the 
hydrostatic pressure difference one can mechanically model the cell 
as a semi-rigid envelope comprising the membrane and the cortex 
and containing a polymer meshwork (the cytoskeleton and other 
polymers) permeated by water (Fig. 1). The balance between exter-
nal and internal forces at the cell contour then takes the form

σcyt þ σcont ¼ #pe þ σconf ð2Þ

On the left-hand side, σcyt=σmesh−pc is the mechanical stress in 
the cytoplasm, which is given by the difference between the stress 
in the cytoskeleton meshwork σmesh and the hydrostatic pressure in 
the cytosol, pc, and σcont is a surface-tension term accounting for the 
resistance of the cell contour, comprising the membrane and cortex.

Both σmesh and σcont are related to cell deformations via the so-
called constitutive behaviours (that is, active visco-poro-elasticity)  

Box 1 | Fluxes at the cell membrane

A cell (volume Vc) contains a solvent (mass density ρ) under  
hydrostatic pressure pc and solute species that are either perme-
able (mass fraction ϕcp

I
) or impermeable (mass fraction ϕci

I
) to the 

cell membrane (see also ref. 13). Similarly, the extracellular me-
dium (volume Ve) is under pressure (pe) and its species mass frac-
tions (ϕep;ϕei

I
) can be controlled externally. A particular feature of 

the cell is that it contains ATP, which is perpetually hydrolysed 
(to some extent ζ) to ‘feed’ the ion pumps. The mass fraction of 
each of these species satisfies simple conservation laws:

dVc

dt
¼ Jw; ρ

d ϕcpVc

! "

dt
¼ Jp; ρ

d ϕciVc
# $

dt
¼ 0 and ρVc

dζ
dt

¼ Sζ

where Jw and Jp are the fluxes of solvent and permeable species 
inside the cell and Sζ is the rate of the ATP hydrolysis. Total con-
servation of water and molecular species ensures that Vc+Ve, 
ϕcpVc þ ϕepVe

I
 and ϕciVc þ ϕeiVe

I
 are constants. The fluxes’ expres-

sions can be complex but they have to satisfy a fundamental ther-
modynamic inequality121 that for an isothermal system reads:

D ¼ dW
dt

" dF
dt

≥0

where D
I
 is the dissipation, dW=dt ¼ "pedVe=dt " pcdVc=dt

I
 

is the rate of mechanical work performed on the system and 
F ¼ ρVcfc ϕcp;ϕ

c
i ; ζ

! "
þ ρVefe ϕep; ϕ

e
i

! "

I

 its total free energy with 
fc and fe the free energies per unit mass, respectively, within 
and outside the cell. Using the conservation laws, we obtain 
D ¼ Jw Δp" ΔΠð Þ þ JpΔμp þ ASζ
I

, where Δh=he−hc denotes 
the difference of the considered quantity h between the cell and 
the extracellular medium, μe;cp;i ¼ ∂fe;c=∂ϕ

e;c
p;i

I
 are chemical poten-

tials, Πe;c ¼ ρ ϕe;cp μe;cp þ ϕe;ci μe;ci # fe;c
! "

I

 osmotic pressures and 
A=−∂fc/∂ζ the affinity of the ATP hydrolysis that is assumed 
constant as in the active gel theory122.

Close to thermodynamic equilibrium, following the Onsager 
principle, generalized fluxes can be related to generalized forces 
through a symmetric positive matrix Λ of kinetic coefficients121, 
such that D

I
 remains positive

Jw
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
Δμp ¼ RT log ϕep=ϕ

c
p

! "
=M ’ RTΔϕp=M

I

 when ϕep
I

 and ϕcp
I

 are 
close enough. Molecular crowding and volume exclusion inside 
the cell are challenging to take into account, but are often 
represented by a simple prefactor.
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The classical assumptions are that aquaporin channels are 
selective (Λ12=0) and passive (Λ13=0) and the water flux inside 
the cell reads Jw=Λ11(Δp−ΔΠ), where Λ11=Lp is the filtration 
coefficient of the cell membrane. The flux of permeable species 
inside the cell reads Jp=Λ22Δμp+Λ23A, where the first term is the 
classical Fick law and the second term (sign indefinite) describes 
the work of the pumps.

If the cell internal and external media are sufficiently dilute, 
the expressions of the osmotic pressures and chemical potentials 
can be derived from the nonlinear dependence of the free 
energy, f(ϕ)=RT(ϕlogϕ−ϕ)/M, where R is the gas constant,  
M is the molecular mass of the solvent and T is the temperature, 
leading to the Van’t Hoff law, ΔΠ=ρRT(Δϕi+Δϕp)/M and 
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Figure 1. Probing the cell membrane. Representation of a moving cell, showing the acto-myosin organization in the most important
structures in a moving cell: cell cortex, blebs, lamellipodia and filopodia. The main techniques for probing cell membrane and cortex
properties are shown: (a) micropipette aspiration, with an inset concerning the Laplace law used to analyze the experiment, (b) tether
pulling, with the equation relating the tension of the bilayer (σ ) to its bending stiffness (κ) and the tether force (f ) as measured by an optical
trap and (c) interferometry, which measures spontaneous fluctuations of the cell membrane with high spatio-temporal resolution using an
optical trap. Zooms on the cortex and on the base of the tether show the actin network interspersed with myosin minifilaments and bound to
the membrane via links such as ezrin.

membrane that is no longer connected to the actin cytoskeleton
(figure 1) [8, 9]. The free membrane expands outward, and
subsequently the acto-myosin cytoskeleton reforms at the
bleb membrane. The protrusion thus produced can be used
by the cell to pull itself forward, particularly in confined
environments [10]. Lamellipodia (polymerization-based) and
blebs (contraction-based) can co-exist, or combine to give
hybrid modes such as the lobopodia [11].

The close association of the actin cytoskeleton and the
cell membrane means that the membrane could affect the
cytoskeleton for purely mechanical reasons, unrelated to the
role of the membrane in biochemical signaling cascades.
There have been several excellent reviews concerning this
subject[12– 14], and our goal here is to provide the latest update
on evolutions in the field over the past few years.

2. Introduction to membrane mechanics

2.1. Energy of membrane deformation

One of the main mechanical characteristics of a membrane
is its bending stiffness κ . The bending stiffness resists the
generation of local membrane curvature, and is a constitutive
parameter that depends on the local composition of the
membrane. The membrane bending energy (per unit area)
can be described by the following expression, dependent on
the bending stiffness and the square of the local membrane
curvature (C ): Ebend = (κ/2)C 2. Membrane bending stiffness
is generally a few times the thermal energy, around 20 kBT

with kBT ≈ 4 × 10−21 J or 4 pN nm at 24 ◦C, as discussed in
section 2.3.2. Moderate membrane bending therefore occurs

2
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spontaneously at room temperature due to thermal fluctuations,
but the creation of thin tubular extensions, associated with a
large change in membrane curvature, requires the generation
of active stresses.

Another main mechanical characteristic of a membrane is
its tension σ , henceforth called the in-plane tension. The in-
plane tension of the membrane resists an increase in membrane
area, and is a measurement of how taut the membrane is.
Anything that increases the apparent surface area of the lipid
bilayer, for example cell adhesion to the substrate or hypo-
osmotic shock treatment, will increase membrane tension,
while de-adhesion or hyper-osmotic shock will lower tension.
Indeed, a membrane with an apparent area of A0, as seen
for instance by an optical microscope, has in reality a larger
(true) area, which is proportional to the number of lipids.
In liposomes, since the number of lipids does not change
during membrane stretching, the tension ratio between a
vesicle having an apparent area A0 and the same vesicle
stretched to an apparent area A0 + "A is of entropic origin,
and comes from the reduction of membrane fluctuations
upon stretching. It is therefore a function of the membrane
bending rigidity and the temperature according to: σ/σ0 =
e
[

8πκ"A
kBT A0

]

where κ is the membrane bending stiffness discussed
above [15]. This expression cannot be directly used for cells,
because the cell membrane is not at thermal equilibrium and
is subjected, amongst other things, to cytoskeletal forces.
Furthermore the number of lipids can change due to membrane
exchange processes like exo and endocytosis. Nevertheless,
this expression illustrates that variations of the apparent area
of a cell are likely correlated with variations of its membrane
tension on short time-scales, before cellular processes of active
tension adjustment come into play.

The interplay between membrane bending rigidity and
membrane tension in defining membrane shape and energy
can be seen by studying thin membrane tubules such as those
formed by the local application of an external force pulling
on the membrane. Neglecting membrane deformation at both
ends of the tubule and assuming that it is a perfect cylinder
of radius rt and length Lt , the deformation energy of the
tubular membrane takes into account the cost of bending the
membrane and working against membrane tension: Et =
(πLtκ/rt )+2πrtLtσ . If the tubule is empty, its optimal radius
is when the tube energy is minimized: (∂Et/∂rt ) = 0 =
−

(
πLtκ/r2

t

)
+ 2πLtσ , leading to rt =

√
κ/2σ . Inserting the

optimal radius back into the tube energy, and differentiating
with respect to the tubule length gives the force: ft =
(∂Et/∂rLt ) = π

√
2κσ + π

√
2κσ = 2π

√
2κσ . This

expression illustrates that the force necessary to create a thin
membrane tubule depends on both the membrane tension and
its stiffness.

However with κ = 20 kBT and an average
cellular membrane tension value of about 100 pN µm−1 (see
section 2.3.2), rt is small, about 20 nm. Cellular protrusions
such as filopodia are filled with actin, and the membrane radius
of curvature is typically much larger than rt , meaning that the
cost of curving the membrane is less important. For larger
cellular structures such as lamellipodia, the curvature does
not change much as the cell crawls forward, and therefore

membrane curvature is likewise not important for leading edge
dynamics. However actin assembling beneath the membrane
to push it forward in both kinds of cellular structures will still
have to work against the membrane tension. It is therefore
key to measure the membrane tension in order to understand
lamellipodia and filopodia dynamics.

2.2. Cell tension is a combination of membrane tension and
cortical tension

The caveat is that the membrane often interacts tightly with the
actin cytoskeleton, and thus distinguishing the contribution of
each component to the overall tension of the cellular interface
is not straightforward. The experimental difficulty of probing
just the membrane has sometimes lead to a confusion between
the ideas of membrane tension, cortical tension and cell
tension, terms that specify different parameters but are often
mistakenly used interchangeably. In-plane membrane tension
reflects only the properties of the lipid bilayer, independent
of how the bilayer interacts with the underlying cytoskeleton.
Cortical tension on the other hand is a measure only of the
isolated acto-myosin network, without the membrane. Cell
tension is the combination of membrane tension and cortical
tension, and is the most experimentally accessible parameter.

To understand why membrane and cortical tensions add up
to counteract large-scale cellular deformation (σcell = σmem +
σcor, zoom on the cortex in figure 1), we must consider that the
cortex and the membrane are connected by molecular linkers.
These linkers are put under tension when the membrane moves
away from the cortex. The force per unit area of the cortex-
membrane connection is proportional to the force per linker
times the linker density flinkρlink. The pressure difference "P
between the exterior and the interior of the cell acts essentially
on the membrane since the cortex is a permeable structure that
can sustain little osmotic or hydrostatic pressure. Therefore,
a force balance (per unit area) on the membrane implies
"P = σmemC + flinkρlink, where C is the local curvature.
However the linkers are themselves put under tension by
the cortical tension σcor created by acto-myosin contraction,
implying flinkρlink = σcorC. Combining these two relations
leads to the generalized Laplace law "P = (σmem + σcor)C,
which shows that the membrane and cortical tension contribute
additively to the overall cell tension [16]. This relation explains
perhaps why it has been observed that membrane tension in
resting neutrophils increases upon myosin inhibition [17]. All
other things being equal, a decrease in σcor in the preceding
equation means that σmem must increase in compensation. One
can imagine that when the cellular contents are no longer
compressed by the active acto-myosin cortex, they expand,
flattening out membrane folds and increasing tension.

2.3. Experimental techniques for probing the cell membrane
and measuring membrane tension

2.3.1. Micropipette aspiration One way of probing membrane
properties is by micropipette aspiration (figure 1 and [18]).
For this the surface of a liposome or cell is sucked into
a ∼5 µm-diameter micropipette to make a hemispheric
protrusion, and the tension is calculated, knowing the amount
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spontaneously at room temperature due to thermal fluctuations,
but the creation of thin tubular extensions, associated with a
large change in membrane curvature, requires the generation
of active stresses.

Another main mechanical characteristic of a membrane is
its tension σ , henceforth called the in-plane tension. The in-
plane tension of the membrane resists an increase in membrane
area, and is a measurement of how taut the membrane is.
Anything that increases the apparent surface area of the lipid
bilayer, for example cell adhesion to the substrate or hypo-
osmotic shock treatment, will increase membrane tension,
while de-adhesion or hyper-osmotic shock will lower tension.
Indeed, a membrane with an apparent area of A0, as seen
for instance by an optical microscope, has in reality a larger
(true) area, which is proportional to the number of lipids.
In liposomes, since the number of lipids does not change
during membrane stretching, the tension ratio between a
vesicle having an apparent area A0 and the same vesicle
stretched to an apparent area A0 + "A is of entropic origin,
and comes from the reduction of membrane fluctuations
upon stretching. It is therefore a function of the membrane
bending rigidity and the temperature according to: σ/σ0 =
e
[

8πκ"A
kBT A0

]

where κ is the membrane bending stiffness discussed
above [15]. This expression cannot be directly used for cells,
because the cell membrane is not at thermal equilibrium and
is subjected, amongst other things, to cytoskeletal forces.
Furthermore the number of lipids can change due to membrane
exchange processes like exo and endocytosis. Nevertheless,
this expression illustrates that variations of the apparent area
of a cell are likely correlated with variations of its membrane
tension on short time-scales, before cellular processes of active
tension adjustment come into play.

The interplay between membrane bending rigidity and
membrane tension in defining membrane shape and energy
can be seen by studying thin membrane tubules such as those
formed by the local application of an external force pulling
on the membrane. Neglecting membrane deformation at both
ends of the tubule and assuming that it is a perfect cylinder
of radius rt and length Lt , the deformation energy of the
tubular membrane takes into account the cost of bending the
membrane and working against membrane tension: Et =
(πLtκ/rt )+2πrtLtσ . If the tubule is empty, its optimal radius
is when the tube energy is minimized: (∂Et/∂rt ) = 0 =
−

(
πLtκ/r2

t

)
+ 2πLtσ , leading to rt =

√
κ/2σ . Inserting the

optimal radius back into the tube energy, and differentiating
with respect to the tubule length gives the force: ft =
(∂Et/∂rLt ) = π

√
2κσ + π

√
2κσ = 2π

√
2κσ . This

expression illustrates that the force necessary to create a thin
membrane tubule depends on both the membrane tension and
its stiffness.

However with κ = 20 kBT and an average
cellular membrane tension value of about 100 pN µm−1 (see
section 2.3.2), rt is small, about 20 nm. Cellular protrusions
such as filopodia are filled with actin, and the membrane radius
of curvature is typically much larger than rt , meaning that the
cost of curving the membrane is less important. For larger
cellular structures such as lamellipodia, the curvature does
not change much as the cell crawls forward, and therefore

membrane curvature is likewise not important for leading edge
dynamics. However actin assembling beneath the membrane
to push it forward in both kinds of cellular structures will still
have to work against the membrane tension. It is therefore
key to measure the membrane tension in order to understand
lamellipodia and filopodia dynamics.

2.2. Cell tension is a combination of membrane tension and
cortical tension

The caveat is that the membrane often interacts tightly with the
actin cytoskeleton, and thus distinguishing the contribution of
each component to the overall tension of the cellular interface
is not straightforward. The experimental difficulty of probing
just the membrane has sometimes lead to a confusion between
the ideas of membrane tension, cortical tension and cell
tension, terms that specify different parameters but are often
mistakenly used interchangeably. In-plane membrane tension
reflects only the properties of the lipid bilayer, independent
of how the bilayer interacts with the underlying cytoskeleton.
Cortical tension on the other hand is a measure only of the
isolated acto-myosin network, without the membrane. Cell
tension is the combination of membrane tension and cortical
tension, and is the most experimentally accessible parameter.

To understand why membrane and cortical tensions add up
to counteract large-scale cellular deformation (σcell = σmem +
σcor, zoom on the cortex in figure 1), we must consider that the
cortex and the membrane are connected by molecular linkers.
These linkers are put under tension when the membrane moves
away from the cortex. The force per unit area of the cortex-
membrane connection is proportional to the force per linker
times the linker density flinkρlink. The pressure difference "P
between the exterior and the interior of the cell acts essentially
on the membrane since the cortex is a permeable structure that
can sustain little osmotic or hydrostatic pressure. Therefore,
a force balance (per unit area) on the membrane implies
"P = σmemC + flinkρlink, where C is the local curvature.
However the linkers are themselves put under tension by
the cortical tension σcor created by acto-myosin contraction,
implying flinkρlink = σcorC. Combining these two relations
leads to the generalized Laplace law "P = (σmem + σcor)C,
which shows that the membrane and cortical tension contribute
additively to the overall cell tension [16]. This relation explains
perhaps why it has been observed that membrane tension in
resting neutrophils increases upon myosin inhibition [17]. All
other things being equal, a decrease in σcor in the preceding
equation means that σmem must increase in compensation. One
can imagine that when the cellular contents are no longer
compressed by the active acto-myosin cortex, they expand,
flattening out membrane folds and increasing tension.

2.3. Experimental techniques for probing the cell membrane
and measuring membrane tension

2.3.1. Micropipette aspiration One way of probing membrane
properties is by micropipette aspiration (figure 1 and [18]).
For this the surface of a liposome or cell is sucked into
a ∼5 µm-diameter micropipette to make a hemispheric
protrusion, and the tension is calculated, knowing the amount
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spontaneously at room temperature due to thermal fluctuations,
but the creation of thin tubular extensions, associated with a
large change in membrane curvature, requires the generation
of active stresses.

Another main mechanical characteristic of a membrane is
its tension σ , henceforth called the in-plane tension. The in-
plane tension of the membrane resists an increase in membrane
area, and is a measurement of how taut the membrane is.
Anything that increases the apparent surface area of the lipid
bilayer, for example cell adhesion to the substrate or hypo-
osmotic shock treatment, will increase membrane tension,
while de-adhesion or hyper-osmotic shock will lower tension.
Indeed, a membrane with an apparent area of A0, as seen
for instance by an optical microscope, has in reality a larger
(true) area, which is proportional to the number of lipids.
In liposomes, since the number of lipids does not change
during membrane stretching, the tension ratio between a
vesicle having an apparent area A0 and the same vesicle
stretched to an apparent area A0 + "A is of entropic origin,
and comes from the reduction of membrane fluctuations
upon stretching. It is therefore a function of the membrane
bending rigidity and the temperature according to: σ/σ0 =
e
[

8πκ"A
kBT A0

]

where κ is the membrane bending stiffness discussed
above [15]. This expression cannot be directly used for cells,
because the cell membrane is not at thermal equilibrium and
is subjected, amongst other things, to cytoskeletal forces.
Furthermore the number of lipids can change due to membrane
exchange processes like exo and endocytosis. Nevertheless,
this expression illustrates that variations of the apparent area
of a cell are likely correlated with variations of its membrane
tension on short time-scales, before cellular processes of active
tension adjustment come into play.

The interplay between membrane bending rigidity and
membrane tension in defining membrane shape and energy
can be seen by studying thin membrane tubules such as those
formed by the local application of an external force pulling
on the membrane. Neglecting membrane deformation at both
ends of the tubule and assuming that it is a perfect cylinder
of radius rt and length Lt , the deformation energy of the
tubular membrane takes into account the cost of bending the
membrane and working against membrane tension: Et =
(πLtκ/rt )+2πrtLtσ . If the tubule is empty, its optimal radius
is when the tube energy is minimized: (∂Et/∂rt ) = 0 =
−

(
πLtκ/r2

t

)
+ 2πLtσ , leading to rt =

√
κ/2σ . Inserting the

optimal radius back into the tube energy, and differentiating
with respect to the tubule length gives the force: ft =
(∂Et/∂rLt ) = π

√
2κσ + π

√
2κσ = 2π

√
2κσ . This

expression illustrates that the force necessary to create a thin
membrane tubule depends on both the membrane tension and
its stiffness.

However with κ = 20 kBT and an average
cellular membrane tension value of about 100 pN µm−1 (see
section 2.3.2), rt is small, about 20 nm. Cellular protrusions
such as filopodia are filled with actin, and the membrane radius
of curvature is typically much larger than rt , meaning that the
cost of curving the membrane is less important. For larger
cellular structures such as lamellipodia, the curvature does
not change much as the cell crawls forward, and therefore

membrane curvature is likewise not important for leading edge
dynamics. However actin assembling beneath the membrane
to push it forward in both kinds of cellular structures will still
have to work against the membrane tension. It is therefore
key to measure the membrane tension in order to understand
lamellipodia and filopodia dynamics.

2.2. Cell tension is a combination of membrane tension and
cortical tension

The caveat is that the membrane often interacts tightly with the
actin cytoskeleton, and thus distinguishing the contribution of
each component to the overall tension of the cellular interface
is not straightforward. The experimental difficulty of probing
just the membrane has sometimes lead to a confusion between
the ideas of membrane tension, cortical tension and cell
tension, terms that specify different parameters but are often
mistakenly used interchangeably. In-plane membrane tension
reflects only the properties of the lipid bilayer, independent
of how the bilayer interacts with the underlying cytoskeleton.
Cortical tension on the other hand is a measure only of the
isolated acto-myosin network, without the membrane. Cell
tension is the combination of membrane tension and cortical
tension, and is the most experimentally accessible parameter.

To understand why membrane and cortical tensions add up
to counteract large-scale cellular deformation (σcell = σmem +
σcor, zoom on the cortex in figure 1), we must consider that the
cortex and the membrane are connected by molecular linkers.
These linkers are put under tension when the membrane moves
away from the cortex. The force per unit area of the cortex-
membrane connection is proportional to the force per linker
times the linker density flinkρlink. The pressure difference "P
between the exterior and the interior of the cell acts essentially
on the membrane since the cortex is a permeable structure that
can sustain little osmotic or hydrostatic pressure. Therefore,
a force balance (per unit area) on the membrane implies
"P = σmemC + flinkρlink, where C is the local curvature.
However the linkers are themselves put under tension by
the cortical tension σcor created by acto-myosin contraction,
implying flinkρlink = σcorC. Combining these two relations
leads to the generalized Laplace law "P = (σmem + σcor)C,
which shows that the membrane and cortical tension contribute
additively to the overall cell tension [16]. This relation explains
perhaps why it has been observed that membrane tension in
resting neutrophils increases upon myosin inhibition [17]. All
other things being equal, a decrease in σcor in the preceding
equation means that σmem must increase in compensation. One
can imagine that when the cellular contents are no longer
compressed by the active acto-myosin cortex, they expand,
flattening out membrane folds and increasing tension.

2.3. Experimental techniques for probing the cell membrane
and measuring membrane tension

2.3.1. Micropipette aspiration One way of probing membrane
properties is by micropipette aspiration (figure 1 and [18]).
For this the surface of a liposome or cell is sucked into
a ∼5 µm-diameter micropipette to make a hemispheric
protrusion, and the tension is calculated, knowing the amount
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spontaneously at room temperature due to thermal fluctuations,
but the creation of thin tubular extensions, associated with a
large change in membrane curvature, requires the generation
of active stresses.

Another main mechanical characteristic of a membrane is
its tension σ , henceforth called the in-plane tension. The in-
plane tension of the membrane resists an increase in membrane
area, and is a measurement of how taut the membrane is.
Anything that increases the apparent surface area of the lipid
bilayer, for example cell adhesion to the substrate or hypo-
osmotic shock treatment, will increase membrane tension,
while de-adhesion or hyper-osmotic shock will lower tension.
Indeed, a membrane with an apparent area of A0, as seen
for instance by an optical microscope, has in reality a larger
(true) area, which is proportional to the number of lipids.
In liposomes, since the number of lipids does not change
during membrane stretching, the tension ratio between a
vesicle having an apparent area A0 and the same vesicle
stretched to an apparent area A0 + "A is of entropic origin,
and comes from the reduction of membrane fluctuations
upon stretching. It is therefore a function of the membrane
bending rigidity and the temperature according to: σ/σ0 =
e
[

8πκ"A
kBT A0

]

where κ is the membrane bending stiffness discussed
above [15]. This expression cannot be directly used for cells,
because the cell membrane is not at thermal equilibrium and
is subjected, amongst other things, to cytoskeletal forces.
Furthermore the number of lipids can change due to membrane
exchange processes like exo and endocytosis. Nevertheless,
this expression illustrates that variations of the apparent area
of a cell are likely correlated with variations of its membrane
tension on short time-scales, before cellular processes of active
tension adjustment come into play.

The interplay between membrane bending rigidity and
membrane tension in defining membrane shape and energy
can be seen by studying thin membrane tubules such as those
formed by the local application of an external force pulling
on the membrane. Neglecting membrane deformation at both
ends of the tubule and assuming that it is a perfect cylinder
of radius rt and length Lt , the deformation energy of the
tubular membrane takes into account the cost of bending the
membrane and working against membrane tension: Et =
(πLtκ/rt )+2πrtLtσ . If the tubule is empty, its optimal radius
is when the tube energy is minimized: (∂Et/∂rt ) = 0 =
−

(
πLtκ/r2

t

)
+ 2πLtσ , leading to rt =

√
κ/2σ . Inserting the

optimal radius back into the tube energy, and differentiating
with respect to the tubule length gives the force: ft =
(∂Et/∂rLt ) = π

√
2κσ + π

√
2κσ = 2π

√
2κσ . This

expression illustrates that the force necessary to create a thin
membrane tubule depends on both the membrane tension and
its stiffness.

However with κ = 20 kBT and an average
cellular membrane tension value of about 100 pN µm−1 (see
section 2.3.2), rt is small, about 20 nm. Cellular protrusions
such as filopodia are filled with actin, and the membrane radius
of curvature is typically much larger than rt , meaning that the
cost of curving the membrane is less important. For larger
cellular structures such as lamellipodia, the curvature does
not change much as the cell crawls forward, and therefore

membrane curvature is likewise not important for leading edge
dynamics. However actin assembling beneath the membrane
to push it forward in both kinds of cellular structures will still
have to work against the membrane tension. It is therefore
key to measure the membrane tension in order to understand
lamellipodia and filopodia dynamics.

2.2. Cell tension is a combination of membrane tension and
cortical tension

The caveat is that the membrane often interacts tightly with the
actin cytoskeleton, and thus distinguishing the contribution of
each component to the overall tension of the cellular interface
is not straightforward. The experimental difficulty of probing
just the membrane has sometimes lead to a confusion between
the ideas of membrane tension, cortical tension and cell
tension, terms that specify different parameters but are often
mistakenly used interchangeably. In-plane membrane tension
reflects only the properties of the lipid bilayer, independent
of how the bilayer interacts with the underlying cytoskeleton.
Cortical tension on the other hand is a measure only of the
isolated acto-myosin network, without the membrane. Cell
tension is the combination of membrane tension and cortical
tension, and is the most experimentally accessible parameter.

To understand why membrane and cortical tensions add up
to counteract large-scale cellular deformation (σcell = σmem +
σcor, zoom on the cortex in figure 1), we must consider that the
cortex and the membrane are connected by molecular linkers.
These linkers are put under tension when the membrane moves
away from the cortex. The force per unit area of the cortex-
membrane connection is proportional to the force per linker
times the linker density flinkρlink. The pressure difference "P
between the exterior and the interior of the cell acts essentially
on the membrane since the cortex is a permeable structure that
can sustain little osmotic or hydrostatic pressure. Therefore,
a force balance (per unit area) on the membrane implies
"P = σmemC + flinkρlink, where C is the local curvature.
However the linkers are themselves put under tension by
the cortical tension σcor created by acto-myosin contraction,
implying flinkρlink = σcorC. Combining these two relations
leads to the generalized Laplace law "P = (σmem + σcor)C,
which shows that the membrane and cortical tension contribute
additively to the overall cell tension [16]. This relation explains
perhaps why it has been observed that membrane tension in
resting neutrophils increases upon myosin inhibition [17]. All
other things being equal, a decrease in σcor in the preceding
equation means that σmem must increase in compensation. One
can imagine that when the cellular contents are no longer
compressed by the active acto-myosin cortex, they expand,
flattening out membrane folds and increasing tension.

2.3. Experimental techniques for probing the cell membrane
and measuring membrane tension

2.3.1. Micropipette aspiration One way of probing membrane
properties is by micropipette aspiration (figure 1 and [18]).
For this the surface of a liposome or cell is sucked into
a ∼5 µm-diameter micropipette to make a hemispheric
protrusion, and the tension is calculated, knowing the amount
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spontaneously at room temperature due to thermal fluctuations,
but the creation of thin tubular extensions, associated with a
large change in membrane curvature, requires the generation
of active stresses.

Another main mechanical characteristic of a membrane is
its tension σ , henceforth called the in-plane tension. The in-
plane tension of the membrane resists an increase in membrane
area, and is a measurement of how taut the membrane is.
Anything that increases the apparent surface area of the lipid
bilayer, for example cell adhesion to the substrate or hypo-
osmotic shock treatment, will increase membrane tension,
while de-adhesion or hyper-osmotic shock will lower tension.
Indeed, a membrane with an apparent area of A0, as seen
for instance by an optical microscope, has in reality a larger
(true) area, which is proportional to the number of lipids.
In liposomes, since the number of lipids does not change
during membrane stretching, the tension ratio between a
vesicle having an apparent area A0 and the same vesicle
stretched to an apparent area A0 + "A is of entropic origin,
and comes from the reduction of membrane fluctuations
upon stretching. It is therefore a function of the membrane
bending rigidity and the temperature according to: σ/σ0 =
e
[

8πκ"A
kBT A0

]

where κ is the membrane bending stiffness discussed
above [15]. This expression cannot be directly used for cells,
because the cell membrane is not at thermal equilibrium and
is subjected, amongst other things, to cytoskeletal forces.
Furthermore the number of lipids can change due to membrane
exchange processes like exo and endocytosis. Nevertheless,
this expression illustrates that variations of the apparent area
of a cell are likely correlated with variations of its membrane
tension on short time-scales, before cellular processes of active
tension adjustment come into play.

The interplay between membrane bending rigidity and
membrane tension in defining membrane shape and energy
can be seen by studying thin membrane tubules such as those
formed by the local application of an external force pulling
on the membrane. Neglecting membrane deformation at both
ends of the tubule and assuming that it is a perfect cylinder
of radius rt and length Lt , the deformation energy of the
tubular membrane takes into account the cost of bending the
membrane and working against membrane tension: Et =
(πLtκ/rt )+2πrtLtσ . If the tubule is empty, its optimal radius
is when the tube energy is minimized: (∂Et/∂rt ) = 0 =
−

(
πLtκ/r2

t

)
+ 2πLtσ , leading to rt =

√
κ/2σ . Inserting the

optimal radius back into the tube energy, and differentiating
with respect to the tubule length gives the force: ft =
(∂Et/∂rLt ) = π

√
2κσ + π

√
2κσ = 2π

√
2κσ . This

expression illustrates that the force necessary to create a thin
membrane tubule depends on both the membrane tension and
its stiffness.

However with κ = 20 kBT and an average
cellular membrane tension value of about 100 pN µm−1 (see
section 2.3.2), rt is small, about 20 nm. Cellular protrusions
such as filopodia are filled with actin, and the membrane radius
of curvature is typically much larger than rt , meaning that the
cost of curving the membrane is less important. For larger
cellular structures such as lamellipodia, the curvature does
not change much as the cell crawls forward, and therefore

membrane curvature is likewise not important for leading edge
dynamics. However actin assembling beneath the membrane
to push it forward in both kinds of cellular structures will still
have to work against the membrane tension. It is therefore
key to measure the membrane tension in order to understand
lamellipodia and filopodia dynamics.

2.2. Cell tension is a combination of membrane tension and
cortical tension

The caveat is that the membrane often interacts tightly with the
actin cytoskeleton, and thus distinguishing the contribution of
each component to the overall tension of the cellular interface
is not straightforward. The experimental difficulty of probing
just the membrane has sometimes lead to a confusion between
the ideas of membrane tension, cortical tension and cell
tension, terms that specify different parameters but are often
mistakenly used interchangeably. In-plane membrane tension
reflects only the properties of the lipid bilayer, independent
of how the bilayer interacts with the underlying cytoskeleton.
Cortical tension on the other hand is a measure only of the
isolated acto-myosin network, without the membrane. Cell
tension is the combination of membrane tension and cortical
tension, and is the most experimentally accessible parameter.

To understand why membrane and cortical tensions add up
to counteract large-scale cellular deformation (σcell = σmem +
σcor, zoom on the cortex in figure 1), we must consider that the
cortex and the membrane are connected by molecular linkers.
These linkers are put under tension when the membrane moves
away from the cortex. The force per unit area of the cortex-
membrane connection is proportional to the force per linker
times the linker density flinkρlink. The pressure difference "P
between the exterior and the interior of the cell acts essentially
on the membrane since the cortex is a permeable structure that
can sustain little osmotic or hydrostatic pressure. Therefore,
a force balance (per unit area) on the membrane implies
"P = σmemC + flinkρlink, where C is the local curvature.
However the linkers are themselves put under tension by
the cortical tension σcor created by acto-myosin contraction,
implying flinkρlink = σcorC. Combining these two relations
leads to the generalized Laplace law "P = (σmem + σcor)C,
which shows that the membrane and cortical tension contribute
additively to the overall cell tension [16]. This relation explains
perhaps why it has been observed that membrane tension in
resting neutrophils increases upon myosin inhibition [17]. All
other things being equal, a decrease in σcor in the preceding
equation means that σmem must increase in compensation. One
can imagine that when the cellular contents are no longer
compressed by the active acto-myosin cortex, they expand,
flattening out membrane folds and increasing tension.

2.3. Experimental techniques for probing the cell membrane
and measuring membrane tension

2.3.1. Micropipette aspiration One way of probing membrane
properties is by micropipette aspiration (figure 1 and [18]).
For this the surface of a liposome or cell is sucked into
a ∼5 µm-diameter micropipette to make a hemispheric
protrusion, and the tension is calculated, knowing the amount
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• Plant cell (and bacteria, fungi): the high osmotic pressure difference requires a thick, 
elastic wall and remodelling of the wall content. 
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1. Short time scale:osmotic flow  and cell mechanics 
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• Cell growth anisotropy is directed by anisotropy of wall components
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• In animal cells, the low osmotic pressure difference across the membrane results in low 
hydrostatic pressure 

• Thus, the actomyosin cortex shapes cell (see courses 2017 and 2018) 

1. Short time scale:osmotic flow  and cell mechanics 
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•  Cell rounding during mitosis depends on osmotic pressure and actomyosin contractility

LETTER
doi:10.1038/nature09642

Hydrostatic pressure and the actomyosin cortex
drive mitotic cell rounding
Martin P. Stewart1,2, Jonne Helenius1, Yusuke Toyoda3, Subramanian P. Ramanathan1, Daniel J. Muller1 & Anthony A. Hyman3

During mitosis, adherent animal cells undergo a drastic shape
change, from essentially flat to round1–3. Mitotic cell rounding is
thought to facilitate organization within the mitotic cell and be
necessary for the geometric requirements of division4–7. However,
the forces that drive this shape change remain poorly understood
in the presence of external impediments, such as a tissue envir-
onment2. Here we use cantilevers to track cell rounding force and
volume. We show that cells have an outward rounding force, which
increases as cells enter mitosis. We find that this mitotic rounding
force depends both on the actomyosin cytoskeleton and the cells’
ability to regulate osmolarity. The rounding force itself is gener-
ated by an osmotic pressure. However, the actomyosin cortex is
required to maintain this rounding force against external impedi-
ments. Instantaneous disruption of the actomyosin cortex leads to
volume increase, and stimulation of actomyosin contraction leads
to volume decrease. These results show that in cells, osmotic pres-
sure is balanced by inwardly directed actomyosin cortex contrac-
tion. Thus, by locally modulating actomyosin-cortex-dependent
surface tension and globally regulating osmotic pressure, cells
can control their volume, shape and mechanical properties.

To analyse cell shape during mitosis, we simultaneously used atomic
force microscopy (AFM), to measure cell height, and transmitted light
microscopy, to measure cell width (Methods and Supplementary Fig.
1). Because we can determine the position of the cantilever with nano-
metre precision, this provides a similarly precise measure of the cell
dimensions. Metaphase HeLa cells had a height-to-width ratio of
0.86 6 0.04 (mean 6 s.d.; Supplementary Fig. 1b). Mitotic cells with-
out retraction fibres were almost spherical, as were interphase cells
detached with trypsin (Supplementary Fig. 1b, c). Therefore, we con-
clude that a detached, isolated cell will be nearly spherical, independent
of its cell cycle phase. This suggests that loss of adhesion as cells enter
mitosis permits cell rounding3.

A role for actin-based processes has previously been demonstrated
in mitotic cell rounding1,4,6,8,9. Therefore, we tested the role of the
actin cytoskeleton in maintaining a spherical shape by adding cyto-
chalasin D to rounded cells (Supplementary Fig. 1a, e). After treat-
ment, both detached mitotic and interphase cells remained round.
However, if retraction fibres were present, rounded cells sagged to
height-to-width ratios of ,0.5 on cytochalasin D treatment.
Therefore, the actomyosin cytoskeleton is necessary for generating
a rounding force against adhesion.

To quantify the force of cell rounding, a tipless cantilever was posi-
tioned over a prophase HeLa cell, 8mm above the substrate (Fig. 1a),
and held there while the cell underwent mitosis. We refer to this
method as a ‘constant-height assay’. When becoming rounder in pro-
metaphase, the mitotic cell came in contact with the cantilever and the
upward force that it exerted on the cantilever was measured with
subnanonewton accuracy. Simultaneously, the cell’s progression
through mitosis was monitored using light microscopy (Fig. 1b).
Within ,10 min after nuclear envelope breakdown, cells were cylin-
drical, and remained so until division. As cells progressed through

prometaphase and into metaphase, the force exerted on the cantilever
increased. Because cortical tension was uniform across the cell until
anaphase10 (Supplementary Fig. 2), we were able to normalize force by

1ETH Zürich, Department of Biosystems Science and Engineering, CH-4058 Basel, Switzerland. 2 Biotechnology Center, University of Technology Dresden, D-01307 Dresden, Germany. 3Max-Planck-
Institute of Molecular Cell Biology and Genetics, D-1307 Dresden, Germany.
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Figure 1 | Cells exert an increased rounding pressure in mitosis.
a, Constant-height assay (Methods Summary). V, voltage signal at the AFM
photodiode; F, force. b, Overlaid differential interference contrast (DIC) and
histone H2B/green fluorescent protein (GFP) images of a mitotic HeLa cell at the
times indicated by the grey dashed lines. Graphed is the measured upward force
(green) and calculated rounding pressure (red), which could be derived only
while the cell was cylindrical (Methods). Time zero denotes nuclear envelope
breakdown (NEBD). Mitotic phases are as follows: prophase (P, green),
prometaphase (orange), metaphase (blue) and anaphase (red). c, As in b but for a
mitotic cell pre-rounded with trypsin treatment before NEBD. Error bars, 62%
(based on measurement uncertainty from DIC images); scale bars, 10mm.
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(288 6 8%; n 5 11) (Fig. 3d). Another pore-forming toxin,
Escherichia coli haemolysin A (HlyA), which also renders the plasma
membrane permeable to cations21, also reduced the volume and
rounding pressure of mitotic cells (Supplementary Fig. 4).
Disruption of the actomyosin cortex with a combination of blebbis-
tatin and latrunculin A before S. aureus a-toxin treatment reduced
the toxin’s ability to decrease cell volume (Fig. 3e), suggesting a con-
tribution of the actomyosin cortex. We do not know whether this was
due to an inward pressure caused by the actomyosin cortex or to more
indirect mechanisms of volume regulation.

To further probe the link between osmotic pressure and actomyosin
contraction, we performed experiments where we spontaneously abol-
ished or stimulated the actomyosin cortex. If there is an intracellular
pressure opposed by the actomyosin cortex, disruption of the cortex
should result in dissipation of intracellular pressure and a small
increase in cell volume. Indeed, when we treated mitotic cells first with
blebbistatin, which inhibits myosin II contraction, and then with
latrunculin A to depolymerize actin filaments, the volume of mitotic
cells increased by 7 6 4% (n 5 36) and the mitotic rounding pressure
was abolished (Fig. 3f). To study the converse case, we then looked at
the effects of instantaneous activation of the actomyosin cortex. To do
this we took advantage of blebbistatin’s propensity to be inactivated by
blue light22. When we photoinactivated blebbistatin, mitotic cells
responded with an increase in rounding pressure and a decrease in
volume (Supplementary Fig. 5). We conclude that stimulating con-
traction of the actomyosin cytoskeleton increases rounding pressure
and decreases volume, whereas disrupting actomyosin activity reduces
rounding pressure and increases volume.

Our experiments show that perturbation of osmotic gradients,
associated transporters and the actomyosin cortex caused changes
in both volume and rounding pressure (Fig. 4). When osmotic pres-
sure was reduced, rounding pressure and volume decreased (Fig. 4a,

b, lower left quadrants). Conversely, if osmotic pressure was
increased, rounding pressure and volume increased (Fig. 4a, b, upper
right quadrants). When the actomyosin cytoskeleton was abolished,
cell volume increased while rounding pressure decreased (Fig. 4a, b,
lower right quadrants). However, rounding pressure increased as
volume decreased after actomyosin contraction was stimulated
(Fig. 4a, b, upper left quadrants). In conclusion, these results reveal
that the actomyosin cortex contracts against an opposing intracellu-
lar osmotic pressure.

We propose the following model for the active processes that drive
cell rounding during mitosis. As cells enter mitosis, de-adhesion
from the substrate allows cells to become rounder3 (Supplemen-
tary Fig. 1). At the same time, cells increase their intracellular pres-
sure (Fig. 1), presumably to drive rounding in a tightly packed tissue
environment. Our model implies that intracellular pressure is at least
equal to the measured rounding pressure, ,150 Pa (0.15 nN mm22;
Fig. 1). A pressure difference across the cell membrane of 100–500 Pa
is thought to be sufficient to cause cell blebbing15 and is within the
range typically measured in micropipette aspiration techniques23 (1–
1,000 Pa). A corollary to this model is that a non-homogeneous
cortex results in dissimilar cell surface curvatures such as those
observed in blebbing cells. In conjunction with an intracellular
hydrostatic pressure, local modulation of cortical tension would
allow cells to alter their shape24,25, control their motion25–29 and
govern the mechanics of mitosis15.

Pressure gradients are known to drive shape changes in organisms
with cell walls30. Our experiments support the idea that the actomyosin
cortex behaves like an internal cell wall that directs osmotic expansion
to control animal cell shape25–29. Given the intricate shapes microor-
ganisms and plants are able to achieve using turgor pressure, it is
perhaps not surprising that animal cells have also evolved a mech-
anism that makes use of osmotic pressure.
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dividing it by the cross-sectional area of the cell, providing a cell
‘rounding pressure’. In metaphase, the rounding pressure reached a
maximum at 0.14 6 0.04 nNmm22 (n 5 83). At anaphase, before
ingression of the cleavage furrow, there was a transient rise in the
rounding pressure. Concomitant with cytokinesis, force decreased,
and the daughter cells flattened and finally lost contact with the can-
tilever. We also showed that individual G2/prophase cells that had
been pre-rounded with trypsin and progressed into mitosis (Fig. 1c)
increased their rounding pressure by more than 3-fold, despite cell size
remaining relatively constant (Supplementary Fig. 3). Thus, as cells
enter mitosis, they can exert considerable forces against external
objects. These changes in mechanical properties resemble those of
early studies on sea urchin eggs11.

To determine what mechanisms generate the increased rounding
force during mitosis, we examined the forces exerted by mitotic cells in
the presence of various perturbants of the cytoskeleton. All actomyosin
inhibitors tested significantly reduced the rounding pressure of mitotic
cells (Fig. 2a). In contrast, perturbing microtubule dynamics increased
the exerted pressure (Fig. 2a), perhaps because Rho/Rac guanine nuc-
leotide exchange factor 2 was no longer inhibited12. Therefore, an
intact actomyosin cortex, but not the microtubule cytoskeleton, is
required for rounding cells to generate a rounding pressure against
an external impediment.

While performing the constant-height assay on mitotic cells using
intermediate concentrations of latrunculin A (40–100 nM), we noticed
oscillations in the rounding force, which correlated with blebbing
(Fig. 2b). The rounding pressure decreased while blebs expanded,
and recovered during bleb retraction (Fig. 2b). A bleb forms when a
section of membrane detaches from the actomyosin cortex13 and
retracts when the actomyosin cortex reassembles underneath the
membrane and pulls the bleb back into the main cell body14. The
concurrence of bleb formation and the decrease in rounding pressure
suggests that the cell was under hydrostatic pressure: the pressure
inside the cells pushing the cantilever upward was partially released
when a bleb formed15. This interpretation is supported by recent mea-
surements quantitatively relating cortical actomyosin tension with
bleb formation16.

The force on the cantilever could be a result of osmotic pressure. If
the osmolarity is higher inside the cell than outside, water will flow into
the cell and generate a hydrostatic pressure. To test this idea, we
modulated the osmolarity of the medium. Introduction of hypotonic
medium (2D100 mosM l21) led to an immediate increase in the
volume of metaphase cells (40 6 6%; n 5 9), indicating that water
entered the cells (Fig. 3a). This was accompanied by a concurrent
increase in the measured rounding pressure (76 6 20%; n 5 9), pre-
sumably because the intracellular pressure increased. Within 3 min of
the osmolarity changing, the cell volume and rounding pressure
returned to close to their original values. This is probably because, in
response to increased osmotic pressure, regulatory volume decrease
causes cells to release ions17. Conversely, when hypertonic medium
(1D200 mosM l21) was introduced (Fig. 3b) the changes in volume
(224 6 4%; n 5 9) and rounding pressure (230 6 14%; n 5 9) were
in the opposite direction. Again, the cells recovered the original round-
ing pressure and volume, presumably because regulatory volume
increase triggers the influx of osmolytes17.

Because ion transporters at the plasma membrane increase intracel-
lular osmotic pressure and restore the volume of cells immediately after
hypertonic challenge, we reasoned that they might also contribute to
the increased rounding pressure seen in mitosis (Fig. 1). Therefore, we
tested the effect of inhibiting ion transporters important in regulatory
volume increase17. Among the inhibitors tested, an inhibitor of Na1/
H1 antiporters, ethylisopropylamiloride, caused the greatest decrease
in rounding pressure (253 6 10%; n 5 19) and volume (28 6 2%;
n 5 19) (Fig. 3c). The exchange of a proton with a Na1 ion increases
the intracellular osmolarity because pH is strongly buffered in the
cytoplasm; thus, a Na1 ion has a greater effect on osmolarity than a

proton17,18. These results suggest the Na1/H1 antiporter increases
mitotic rounding pressure, and agree well with data showing that the
Na1/H1 antiporter SLC9A1 is activated at the G2–M transition19.

We next perturbed the ion gradients across the plasma membrane
using Staphylococcus aureus a-toxin, which confers permeability to
monovalent cations20. When added to metaphase cells, it caused a
decrease in both volume (242 6 4%; n 5 11) and rounding pressure

a

b

Untr
ea

ted

La
tA

 (n
M)

Cyto
D (µ

M)

Bleb
 (μ

M)

Y-2
76

32
 (μ

M)

Noc
o (

nM
)

VBL (
nM

)

Ta
xo

l (n
M)

STC
 (μ

M)

Actomyosin Spindle

0.10

0.08

0.06

0.04

2423

1.0

0.8

0.6

0.4

N
orm

alized volum
e

22 min 40 s 23 min 20 s 24 min 40 s

P PM M A

0.25

0.20

0.15

0.10

0.05

0.00

83 7 12 7 4 6 5 6 10 8 5 6

10 40 10
0

20
0 1 10 10
0

33
0

10
0

10
0 2

60

40

20

0

Fo
rc

e 
(n

N
)

6050403020100
Time (min)

**

**

**
**

**
**

*
**

R
ou

nd
in

g 
pr

es
su

re
 (n

N
 μ

m
−2

)
R

ou
nd

in
g 

pr
es

su
re

 (n
N

 μ
m
− 2

)

Figure 2 | Mitotic cells require a functional actin cytoskeleton to generate
rounding pressure. a, Maximum rounding pressures generated by mitotic
cells while incubated with inhibitors of the actomyosin system (latrunculin A
(LatA, n 5 7, 12, 7, and 4, respectively), cytochalasin D (CytoD, n 5 6),
blebbistatin (Bleb, n 5 5), and Y-27632 (n 5 6)) or microtubule spindle
perturbants (nocodazole (Noco, n 5 10), vinblastine (VBL, n 5 8), Taxol
(TXL, n 5 5) and S-trityl-cysteine (STC, n 5 6)). Red marks are maximum
rounding pressures generated by single cells. Grey bars denote averages. n
values are shown above each category. *P , 0.05, **P , 0.001. b, Top:
rounding force exerted by a mitotic cell incubated with 40 nM LatA. Bottom:
rounding pressure (red) and cell volume (not including the bleb, blue) during
an oscillation, with corresponding DIC images showing bleb expansion and
retraction. The drop in rounding pressure (,250%) cannot be accounted for
by the volume decrease in the main cell body (,215%) indicating a decrease
in intracellular pressure. A, anaphase; M, metaphase; PM, prometaphase.
Error bars, 62% (based on measurement uncertainty from DIC images); scale
bar, 10 mm.
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dividing it by the cross-sectional area of the cell, providing a cell
‘rounding pressure’. In metaphase, the rounding pressure reached a
maximum at 0.14 6 0.04 nNmm22 (n 5 83). At anaphase, before
ingression of the cleavage furrow, there was a transient rise in the
rounding pressure. Concomitant with cytokinesis, force decreased,
and the daughter cells flattened and finally lost contact with the can-
tilever. We also showed that individual G2/prophase cells that had
been pre-rounded with trypsin and progressed into mitosis (Fig. 1c)
increased their rounding pressure by more than 3-fold, despite cell size
remaining relatively constant (Supplementary Fig. 3). Thus, as cells
enter mitosis, they can exert considerable forces against external
objects. These changes in mechanical properties resemble those of
early studies on sea urchin eggs11.

To determine what mechanisms generate the increased rounding
force during mitosis, we examined the forces exerted by mitotic cells in
the presence of various perturbants of the cytoskeleton. All actomyosin
inhibitors tested significantly reduced the rounding pressure of mitotic
cells (Fig. 2a). In contrast, perturbing microtubule dynamics increased
the exerted pressure (Fig. 2a), perhaps because Rho/Rac guanine nuc-
leotide exchange factor 2 was no longer inhibited12. Therefore, an
intact actomyosin cortex, but not the microtubule cytoskeleton, is
required for rounding cells to generate a rounding pressure against
an external impediment.

While performing the constant-height assay on mitotic cells using
intermediate concentrations of latrunculin A (40–100 nM), we noticed
oscillations in the rounding force, which correlated with blebbing
(Fig. 2b). The rounding pressure decreased while blebs expanded,
and recovered during bleb retraction (Fig. 2b). A bleb forms when a
section of membrane detaches from the actomyosin cortex13 and
retracts when the actomyosin cortex reassembles underneath the
membrane and pulls the bleb back into the main cell body14. The
concurrence of bleb formation and the decrease in rounding pressure
suggests that the cell was under hydrostatic pressure: the pressure
inside the cells pushing the cantilever upward was partially released
when a bleb formed15. This interpretation is supported by recent mea-
surements quantitatively relating cortical actomyosin tension with
bleb formation16.

The force on the cantilever could be a result of osmotic pressure. If
the osmolarity is higher inside the cell than outside, water will flow into
the cell and generate a hydrostatic pressure. To test this idea, we
modulated the osmolarity of the medium. Introduction of hypotonic
medium (2D100 mosM l21) led to an immediate increase in the
volume of metaphase cells (40 6 6%; n 5 9), indicating that water
entered the cells (Fig. 3a). This was accompanied by a concurrent
increase in the measured rounding pressure (76 6 20%; n 5 9), pre-
sumably because the intracellular pressure increased. Within 3 min of
the osmolarity changing, the cell volume and rounding pressure
returned to close to their original values. This is probably because, in
response to increased osmotic pressure, regulatory volume decrease
causes cells to release ions17. Conversely, when hypertonic medium
(1D200 mosM l21) was introduced (Fig. 3b) the changes in volume
(224 6 4%; n 5 9) and rounding pressure (230 6 14%; n 5 9) were
in the opposite direction. Again, the cells recovered the original round-
ing pressure and volume, presumably because regulatory volume
increase triggers the influx of osmolytes17.

Because ion transporters at the plasma membrane increase intracel-
lular osmotic pressure and restore the volume of cells immediately after
hypertonic challenge, we reasoned that they might also contribute to
the increased rounding pressure seen in mitosis (Fig. 1). Therefore, we
tested the effect of inhibiting ion transporters important in regulatory
volume increase17. Among the inhibitors tested, an inhibitor of Na1/
H1 antiporters, ethylisopropylamiloride, caused the greatest decrease
in rounding pressure (253 6 10%; n 5 19) and volume (28 6 2%;
n 5 19) (Fig. 3c). The exchange of a proton with a Na1 ion increases
the intracellular osmolarity because pH is strongly buffered in the
cytoplasm; thus, a Na1 ion has a greater effect on osmolarity than a

proton17,18. These results suggest the Na1/H1 antiporter increases
mitotic rounding pressure, and agree well with data showing that the
Na1/H1 antiporter SLC9A1 is activated at the G2–M transition19.

We next perturbed the ion gradients across the plasma membrane
using Staphylococcus aureus a-toxin, which confers permeability to
monovalent cations20. When added to metaphase cells, it caused a
decrease in both volume (242 6 4%; n 5 11) and rounding pressure
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Figure 2 | Mitotic cells require a functional actin cytoskeleton to generate
rounding pressure. a, Maximum rounding pressures generated by mitotic
cells while incubated with inhibitors of the actomyosin system (latrunculin A
(LatA, n 5 7, 12, 7, and 4, respectively), cytochalasin D (CytoD, n 5 6),
blebbistatin (Bleb, n 5 5), and Y-27632 (n 5 6)) or microtubule spindle
perturbants (nocodazole (Noco, n 5 10), vinblastine (VBL, n 5 8), Taxol
(TXL, n 5 5) and S-trityl-cysteine (STC, n 5 6)). Red marks are maximum
rounding pressures generated by single cells. Grey bars denote averages. n
values are shown above each category. *P , 0.05, **P , 0.001. b, Top:
rounding force exerted by a mitotic cell incubated with 40 nM LatA. Bottom:
rounding pressure (red) and cell volume (not including the bleb, blue) during
an oscillation, with corresponding DIC images showing bleb expansion and
retraction. The drop in rounding pressure (,250%) cannot be accounted for
by the volume decrease in the main cell body (,215%) indicating a decrease
in intracellular pressure. A, anaphase; M, metaphase; PM, prometaphase.
Error bars, 62% (based on measurement uncertainty from DIC images); scale
bar, 10 mm.
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(288 6 8%; n 5 11) (Fig. 3d). Another pore-forming toxin,
Escherichia coli haemolysin A (HlyA), which also renders the plasma
membrane permeable to cations21, also reduced the volume and
rounding pressure of mitotic cells (Supplementary Fig. 4).
Disruption of the actomyosin cortex with a combination of blebbis-
tatin and latrunculin A before S. aureus a-toxin treatment reduced
the toxin’s ability to decrease cell volume (Fig. 3e), suggesting a con-
tribution of the actomyosin cortex. We do not know whether this was
due to an inward pressure caused by the actomyosin cortex or to more
indirect mechanisms of volume regulation.

To further probe the link between osmotic pressure and actomyosin
contraction, we performed experiments where we spontaneously abol-
ished or stimulated the actomyosin cortex. If there is an intracellular
pressure opposed by the actomyosin cortex, disruption of the cortex
should result in dissipation of intracellular pressure and a small
increase in cell volume. Indeed, when we treated mitotic cells first with
blebbistatin, which inhibits myosin II contraction, and then with
latrunculin A to depolymerize actin filaments, the volume of mitotic
cells increased by 7 6 4% (n 5 36) and the mitotic rounding pressure
was abolished (Fig. 3f). To study the converse case, we then looked at
the effects of instantaneous activation of the actomyosin cortex. To do
this we took advantage of blebbistatin’s propensity to be inactivated by
blue light22. When we photoinactivated blebbistatin, mitotic cells
responded with an increase in rounding pressure and a decrease in
volume (Supplementary Fig. 5). We conclude that stimulating con-
traction of the actomyosin cytoskeleton increases rounding pressure
and decreases volume, whereas disrupting actomyosin activity reduces
rounding pressure and increases volume.

Our experiments show that perturbation of osmotic gradients,
associated transporters and the actomyosin cortex caused changes
in both volume and rounding pressure (Fig. 4). When osmotic pres-
sure was reduced, rounding pressure and volume decreased (Fig. 4a,

b, lower left quadrants). Conversely, if osmotic pressure was
increased, rounding pressure and volume increased (Fig. 4a, b, upper
right quadrants). When the actomyosin cytoskeleton was abolished,
cell volume increased while rounding pressure decreased (Fig. 4a, b,
lower right quadrants). However, rounding pressure increased as
volume decreased after actomyosin contraction was stimulated
(Fig. 4a, b, upper left quadrants). In conclusion, these results reveal
that the actomyosin cortex contracts against an opposing intracellu-
lar osmotic pressure.

We propose the following model for the active processes that drive
cell rounding during mitosis. As cells enter mitosis, de-adhesion
from the substrate allows cells to become rounder3 (Supplemen-
tary Fig. 1). At the same time, cells increase their intracellular pres-
sure (Fig. 1), presumably to drive rounding in a tightly packed tissue
environment. Our model implies that intracellular pressure is at least
equal to the measured rounding pressure, ,150 Pa (0.15 nN mm22;
Fig. 1). A pressure difference across the cell membrane of 100–500 Pa
is thought to be sufficient to cause cell blebbing15 and is within the
range typically measured in micropipette aspiration techniques23 (1–
1,000 Pa). A corollary to this model is that a non-homogeneous
cortex results in dissimilar cell surface curvatures such as those
observed in blebbing cells. In conjunction with an intracellular
hydrostatic pressure, local modulation of cortical tension would
allow cells to alter their shape24,25, control their motion25–29 and
govern the mechanics of mitosis15.

Pressure gradients are known to drive shape changes in organisms
with cell walls30. Our experiments support the idea that the actomyosin
cortex behaves like an internal cell wall that directs osmotic expansion
to control animal cell shape25–29. Given the intricate shapes microor-
ganisms and plants are able to achieve using turgor pressure, it is
perhaps not surprising that animal cells have also evolved a mech-
anism that makes use of osmotic pressure.
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Figure 3 | The actomyosin cortex contracts against an intracellular osmotic
pressure. Representative rounding pressure (RP) and cell volume time courses
for mitotic cells subjected to the following perturbations: hypotonic
(2D100 mosM l21) medium (n 5 9) (a); hypertonic (1D200 mosM l21; 13%
xylose) medium (n 5 9) (b); 50mM ethylisopropylamiloride (EIPA, n 5 19)

(c); 60mg ml21 a-toxin (n 5 11) (d); 1mM latrunculin A (14 min) then a-toxin
(26 min, n 5 9) (e); and 1 mM latrunculin A (n 5 36) (f). In e and f, pre-
treatment with 5mM blebbistatin prevented latrunculin-A-induced blebbing.
Time zero represents NEBD. Error bars, 62% (based on measurement
uncertainty from DIC images); scale bars, 10mm.
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1. Short time scale:osmotic flow  and cell mechanics 

Upon entry into mitosis, cells round up 
and push against cantilever

The pressure requires an intact 
contractile actomyosin network at the 
cell cortex

A hypotonic (resp. hypertonic) shock in 
metaphase increases (resp. decreases) 
cell volume and the pressure on 
cantilever. 

dividing it by the cross-sectional area of the cell, providing a cell
‘rounding pressure’. In metaphase, the rounding pressure reached a
maximum at 0.14 6 0.04 nNmm22 (n 5 83). At anaphase, before
ingression of the cleavage furrow, there was a transient rise in the
rounding pressure. Concomitant with cytokinesis, force decreased,
and the daughter cells flattened and finally lost contact with the can-
tilever. We also showed that individual G2/prophase cells that had
been pre-rounded with trypsin and progressed into mitosis (Fig. 1c)
increased their rounding pressure by more than 3-fold, despite cell size
remaining relatively constant (Supplementary Fig. 3). Thus, as cells
enter mitosis, they can exert considerable forces against external
objects. These changes in mechanical properties resemble those of
early studies on sea urchin eggs11.

To determine what mechanisms generate the increased rounding
force during mitosis, we examined the forces exerted by mitotic cells in
the presence of various perturbants of the cytoskeleton. All actomyosin
inhibitors tested significantly reduced the rounding pressure of mitotic
cells (Fig. 2a). In contrast, perturbing microtubule dynamics increased
the exerted pressure (Fig. 2a), perhaps because Rho/Rac guanine nuc-
leotide exchange factor 2 was no longer inhibited12. Therefore, an
intact actomyosin cortex, but not the microtubule cytoskeleton, is
required for rounding cells to generate a rounding pressure against
an external impediment.

While performing the constant-height assay on mitotic cells using
intermediate concentrations of latrunculin A (40–100 nM), we noticed
oscillations in the rounding force, which correlated with blebbing
(Fig. 2b). The rounding pressure decreased while blebs expanded,
and recovered during bleb retraction (Fig. 2b). A bleb forms when a
section of membrane detaches from the actomyosin cortex13 and
retracts when the actomyosin cortex reassembles underneath the
membrane and pulls the bleb back into the main cell body14. The
concurrence of bleb formation and the decrease in rounding pressure
suggests that the cell was under hydrostatic pressure: the pressure
inside the cells pushing the cantilever upward was partially released
when a bleb formed15. This interpretation is supported by recent mea-
surements quantitatively relating cortical actomyosin tension with
bleb formation16.

The force on the cantilever could be a result of osmotic pressure. If
the osmolarity is higher inside the cell than outside, water will flow into
the cell and generate a hydrostatic pressure. To test this idea, we
modulated the osmolarity of the medium. Introduction of hypotonic
medium (2D100 mosM l21) led to an immediate increase in the
volume of metaphase cells (40 6 6%; n 5 9), indicating that water
entered the cells (Fig. 3a). This was accompanied by a concurrent
increase in the measured rounding pressure (76 6 20%; n 5 9), pre-
sumably because the intracellular pressure increased. Within 3 min of
the osmolarity changing, the cell volume and rounding pressure
returned to close to their original values. This is probably because, in
response to increased osmotic pressure, regulatory volume decrease
causes cells to release ions17. Conversely, when hypertonic medium
(1D200 mosM l21) was introduced (Fig. 3b) the changes in volume
(224 6 4%; n 5 9) and rounding pressure (230 6 14%; n 5 9) were
in the opposite direction. Again, the cells recovered the original round-
ing pressure and volume, presumably because regulatory volume
increase triggers the influx of osmolytes17.

Because ion transporters at the plasma membrane increase intracel-
lular osmotic pressure and restore the volume of cells immediately after
hypertonic challenge, we reasoned that they might also contribute to
the increased rounding pressure seen in mitosis (Fig. 1). Therefore, we
tested the effect of inhibiting ion transporters important in regulatory
volume increase17. Among the inhibitors tested, an inhibitor of Na1/
H1 antiporters, ethylisopropylamiloride, caused the greatest decrease
in rounding pressure (253 6 10%; n 5 19) and volume (28 6 2%;
n 5 19) (Fig. 3c). The exchange of a proton with a Na1 ion increases
the intracellular osmolarity because pH is strongly buffered in the
cytoplasm; thus, a Na1 ion has a greater effect on osmolarity than a

proton17,18. These results suggest the Na1/H1 antiporter increases
mitotic rounding pressure, and agree well with data showing that the
Na1/H1 antiporter SLC9A1 is activated at the G2–M transition19.

We next perturbed the ion gradients across the plasma membrane
using Staphylococcus aureus a-toxin, which confers permeability to
monovalent cations20. When added to metaphase cells, it caused a
decrease in both volume (242 6 4%; n 5 11) and rounding pressure
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Figure 2 | Mitotic cells require a functional actin cytoskeleton to generate
rounding pressure. a, Maximum rounding pressures generated by mitotic
cells while incubated with inhibitors of the actomyosin system (latrunculin A
(LatA, n 5 7, 12, 7, and 4, respectively), cytochalasin D (CytoD, n 5 6),
blebbistatin (Bleb, n 5 5), and Y-27632 (n 5 6)) or microtubule spindle
perturbants (nocodazole (Noco, n 5 10), vinblastine (VBL, n 5 8), Taxol
(TXL, n 5 5) and S-trityl-cysteine (STC, n 5 6)). Red marks are maximum
rounding pressures generated by single cells. Grey bars denote averages. n
values are shown above each category. *P , 0.05, **P , 0.001. b, Top:
rounding force exerted by a mitotic cell incubated with 40 nM LatA. Bottom:
rounding pressure (red) and cell volume (not including the bleb, blue) during
an oscillation, with corresponding DIC images showing bleb expansion and
retraction. The drop in rounding pressure (,250%) cannot be accounted for
by the volume decrease in the main cell body (,215%) indicating a decrease
in intracellular pressure. A, anaphase; M, metaphase; PM, prometaphase.
Error bars, 62% (based on measurement uncertainty from DIC images); scale
bar, 10 mm.
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1. Short time scale:osmotic flow  and cell mechanics 

(288 6 8%; n 5 11) (Fig. 3d). Another pore-forming toxin,
Escherichia coli haemolysin A (HlyA), which also renders the plasma
membrane permeable to cations21, also reduced the volume and
rounding pressure of mitotic cells (Supplementary Fig. 4).
Disruption of the actomyosin cortex with a combination of blebbis-
tatin and latrunculin A before S. aureus a-toxin treatment reduced
the toxin’s ability to decrease cell volume (Fig. 3e), suggesting a con-
tribution of the actomyosin cortex. We do not know whether this was
due to an inward pressure caused by the actomyosin cortex or to more
indirect mechanisms of volume regulation.

To further probe the link between osmotic pressure and actomyosin
contraction, we performed experiments where we spontaneously abol-
ished or stimulated the actomyosin cortex. If there is an intracellular
pressure opposed by the actomyosin cortex, disruption of the cortex
should result in dissipation of intracellular pressure and a small
increase in cell volume. Indeed, when we treated mitotic cells first with
blebbistatin, which inhibits myosin II contraction, and then with
latrunculin A to depolymerize actin filaments, the volume of mitotic
cells increased by 7 6 4% (n 5 36) and the mitotic rounding pressure
was abolished (Fig. 3f). To study the converse case, we then looked at
the effects of instantaneous activation of the actomyosin cortex. To do
this we took advantage of blebbistatin’s propensity to be inactivated by
blue light22. When we photoinactivated blebbistatin, mitotic cells
responded with an increase in rounding pressure and a decrease in
volume (Supplementary Fig. 5). We conclude that stimulating con-
traction of the actomyosin cytoskeleton increases rounding pressure
and decreases volume, whereas disrupting actomyosin activity reduces
rounding pressure and increases volume.

Our experiments show that perturbation of osmotic gradients,
associated transporters and the actomyosin cortex caused changes
in both volume and rounding pressure (Fig. 4). When osmotic pres-
sure was reduced, rounding pressure and volume decreased (Fig. 4a,

b, lower left quadrants). Conversely, if osmotic pressure was
increased, rounding pressure and volume increased (Fig. 4a, b, upper
right quadrants). When the actomyosin cytoskeleton was abolished,
cell volume increased while rounding pressure decreased (Fig. 4a, b,
lower right quadrants). However, rounding pressure increased as
volume decreased after actomyosin contraction was stimulated
(Fig. 4a, b, upper left quadrants). In conclusion, these results reveal
that the actomyosin cortex contracts against an opposing intracellu-
lar osmotic pressure.

We propose the following model for the active processes that drive
cell rounding during mitosis. As cells enter mitosis, de-adhesion
from the substrate allows cells to become rounder3 (Supplemen-
tary Fig. 1). At the same time, cells increase their intracellular pres-
sure (Fig. 1), presumably to drive rounding in a tightly packed tissue
environment. Our model implies that intracellular pressure is at least
equal to the measured rounding pressure, ,150 Pa (0.15 nN mm22;
Fig. 1). A pressure difference across the cell membrane of 100–500 Pa
is thought to be sufficient to cause cell blebbing15 and is within the
range typically measured in micropipette aspiration techniques23 (1–
1,000 Pa). A corollary to this model is that a non-homogeneous
cortex results in dissimilar cell surface curvatures such as those
observed in blebbing cells. In conjunction with an intracellular
hydrostatic pressure, local modulation of cortical tension would
allow cells to alter their shape24,25, control their motion25–29 and
govern the mechanics of mitosis15.

Pressure gradients are known to drive shape changes in organisms
with cell walls30. Our experiments support the idea that the actomyosin
cortex behaves like an internal cell wall that directs osmotic expansion
to control animal cell shape25–29. Given the intricate shapes microor-
ganisms and plants are able to achieve using turgor pressure, it is
perhaps not surprising that animal cells have also evolved a mech-
anism that makes use of osmotic pressure.
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Figure 3 | The actomyosin cortex contracts against an intracellular osmotic
pressure. Representative rounding pressure (RP) and cell volume time courses
for mitotic cells subjected to the following perturbations: hypotonic
(2D100 mosM l21) medium (n 5 9) (a); hypertonic (1D200 mosM l21; 13%
xylose) medium (n 5 9) (b); 50mM ethylisopropylamiloride (EIPA, n 5 19)

(c); 60mg ml21 a-toxin (n 5 11) (d); 1mM latrunculin A (14 min) then a-toxin
(26 min, n 5 9) (e); and 1 mM latrunculin A (n 5 36) (f). In e and f, pre-
treatment with 5mM blebbistatin prevented latrunculin-A-induced blebbing.
Time zero represents NEBD. Error bars, 62% (based on measurement
uncertainty from DIC images); scale bars, 10mm.
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(288 6 8%; n 5 11) (Fig. 3d). Another pore-forming toxin,
Escherichia coli haemolysin A (HlyA), which also renders the plasma
membrane permeable to cations21, also reduced the volume and
rounding pressure of mitotic cells (Supplementary Fig. 4).
Disruption of the actomyosin cortex with a combination of blebbis-
tatin and latrunculin A before S. aureus a-toxin treatment reduced
the toxin’s ability to decrease cell volume (Fig. 3e), suggesting a con-
tribution of the actomyosin cortex. We do not know whether this was
due to an inward pressure caused by the actomyosin cortex or to more
indirect mechanisms of volume regulation.

To further probe the link between osmotic pressure and actomyosin
contraction, we performed experiments where we spontaneously abol-
ished or stimulated the actomyosin cortex. If there is an intracellular
pressure opposed by the actomyosin cortex, disruption of the cortex
should result in dissipation of intracellular pressure and a small
increase in cell volume. Indeed, when we treated mitotic cells first with
blebbistatin, which inhibits myosin II contraction, and then with
latrunculin A to depolymerize actin filaments, the volume of mitotic
cells increased by 7 6 4% (n 5 36) and the mitotic rounding pressure
was abolished (Fig. 3f). To study the converse case, we then looked at
the effects of instantaneous activation of the actomyosin cortex. To do
this we took advantage of blebbistatin’s propensity to be inactivated by
blue light22. When we photoinactivated blebbistatin, mitotic cells
responded with an increase in rounding pressure and a decrease in
volume (Supplementary Fig. 5). We conclude that stimulating con-
traction of the actomyosin cytoskeleton increases rounding pressure
and decreases volume, whereas disrupting actomyosin activity reduces
rounding pressure and increases volume.

Our experiments show that perturbation of osmotic gradients,
associated transporters and the actomyosin cortex caused changes
in both volume and rounding pressure (Fig. 4). When osmotic pres-
sure was reduced, rounding pressure and volume decreased (Fig. 4a,

b, lower left quadrants). Conversely, if osmotic pressure was
increased, rounding pressure and volume increased (Fig. 4a, b, upper
right quadrants). When the actomyosin cytoskeleton was abolished,
cell volume increased while rounding pressure decreased (Fig. 4a, b,
lower right quadrants). However, rounding pressure increased as
volume decreased after actomyosin contraction was stimulated
(Fig. 4a, b, upper left quadrants). In conclusion, these results reveal
that the actomyosin cortex contracts against an opposing intracellu-
lar osmotic pressure.

We propose the following model for the active processes that drive
cell rounding during mitosis. As cells enter mitosis, de-adhesion
from the substrate allows cells to become rounder3 (Supplemen-
tary Fig. 1). At the same time, cells increase their intracellular pres-
sure (Fig. 1), presumably to drive rounding in a tightly packed tissue
environment. Our model implies that intracellular pressure is at least
equal to the measured rounding pressure, ,150 Pa (0.15 nN mm22;
Fig. 1). A pressure difference across the cell membrane of 100–500 Pa
is thought to be sufficient to cause cell blebbing15 and is within the
range typically measured in micropipette aspiration techniques23 (1–
1,000 Pa). A corollary to this model is that a non-homogeneous
cortex results in dissimilar cell surface curvatures such as those
observed in blebbing cells. In conjunction with an intracellular
hydrostatic pressure, local modulation of cortical tension would
allow cells to alter their shape24,25, control their motion25–29 and
govern the mechanics of mitosis15.

Pressure gradients are known to drive shape changes in organisms
with cell walls30. Our experiments support the idea that the actomyosin
cortex behaves like an internal cell wall that directs osmotic expansion
to control animal cell shape25–29. Given the intricate shapes microor-
ganisms and plants are able to achieve using turgor pressure, it is
perhaps not surprising that animal cells have also evolved a mech-
anism that makes use of osmotic pressure.
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Figure 3 | The actomyosin cortex contracts against an intracellular osmotic
pressure. Representative rounding pressure (RP) and cell volume time courses
for mitotic cells subjected to the following perturbations: hypotonic
(2D100 mosM l21) medium (n 5 9) (a); hypertonic (1D200 mosM l21; 13%
xylose) medium (n 5 9) (b); 50mM ethylisopropylamiloride (EIPA, n 5 19)

(c); 60mg ml21 a-toxin (n 5 11) (d); 1mM latrunculin A (14 min) then a-toxin
(26 min, n 5 9) (e); and 1 mM latrunculin A (n 5 36) (f). In e and f, pre-
treatment with 5mM blebbistatin prevented latrunculin-A-induced blebbing.
Time zero represents NEBD. Error bars, 62% (based on measurement
uncertainty from DIC images); scale bars, 10mm.
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Blocking Na+/H+ antiporter reduces cell volume and rounding pressure in metaphase (ie. after 
cells have increased volume).

Ion channels are required for maintain osmotic pressure during mitotic rounding 

Martin P. Stewart et al. and A. Hyman. Nature 469: 226-230 (2011)

•  Cell rounding during mitosis depends on osmotic pressure and actomyosin contractility

EIPA: inhibitor of Na+/H+ antiporter.

EIPA: inhibitor of Na+/H+ antiporter.
Na+ contributes more to osmolarity than 
H+ because pH is buffered in cytoplasm

a-toxin from Staphylococcus aureus 
induces membrane permeability to 
monovalent cations and reduces 
volume and pressure.
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1. Short time scale:osmotic flow  and cell mechanics 

Martin P. Stewart et al. and A. Hyman. Nature 469: 226-230 (2011)

•  Cell rounding during mitosis depends on osmotic pressure and actomyosin contractility

METHODS SUMMARY
Cell culture. HeLa-Kyoto cells expressing a fluorescent histone construct (H2B–
GFP) were grown to ,50% confluency on 24-mm-diameter glass coverslips for
cantilever experiments. We used DMEM containing 4 mM sodium bicarbonate
(PN:31600-083, Invitrogen) buffered with 20 mM HEPES for experiments.
Instrumentation. The experimental set-up consisted of an AFM (Nanowizard I,
JPK Instruments) mounted on a Zeiss Axiovert 200M optical microscope. Tipless

cantilevers were ,250mm long, 35mm wide, 2mm thick and made of pure silicon
(NSC12-D/tipless/noAl, k < 0.3 N m21, Mikromasch). A BioCell (JPK
Instruments) maintained cells at 37 uC.
AFM constant-height assay. We positioned the end of the cantilever over a
candidate cell, 8mm above the substrate. A laser beam was used to monitor the
position of the cantilever, which was calibrated and used to record forces generated
by cells. Rounding pressure was derived by dividing the measured force by the
horizontal cross-sectional area of the cell, which was measured using DIC images.
Cell volume was determined by multiplying the cross-sectional area of the near-
cylindrical cell by its height under the cantilever. The 62% error in rounding
pressure and volume shown in the figures is based on measurement uncertainty
from DIC images.

In Fig. 2a, cells were pre-incubated with perturbants. In Fig 3a, b, tonic shock
was induced by exchanging the full volume of the AFM BioCell several times with
WPI Aladdin push–pull pumps. In Fig. 3c–f, perturbants were added to the AFM
BioCell with a microsyringe.

We determined the following mitotic phases from H2B–GFP images: prophase,
condensed chromosomes but intact nucleus; prometaphase, nuclear envelope
breakdown; metaphase, chromosomes aligned to form a metaphase plate; ana-
phase, two sets of chromosomes separated.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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7. Théry, M. & Bornens, M. Cell shape and cell division. Curr. Opin. Cell Biol. 18,
648–657 (2006).

8. Fujibuchi, T. et al. AIP1/WDR1 supports mitotic cell rounding. Biochem. Biophys.
Res. Commun. 327, 268–275 (2005).

9. Maddox, A. S. & Burridge, K. RhoA is required for cortical retraction and rigidity
during mitotic cell rounding. J. Cell Biol. 160, 255–265 (2003).

10. Matzke, R., Jacobson, K. & Radmacher, M. Direct, high-resolution measurement of
furrow stiffening during division of adherent cells. Nature Cell Biol. 3, 607–610
(2001).

11. Hiramoto, Y. Mechanical properties of sea urchin eggs. I. Surface force and elastic
modulus of the cell membrane. Exp. Cell Res. 32, 59–75 (1963).

12. Krendel, M., Zenke, F. T. & Bokoch, G. M. Nucleotide exchange factor GEF-H1
mediates cross-talk between microtubules and the actin cytoskeleton. Nature Cell
Biol. 4, 294–301 (2002).

13. Cunningham, C. C. Actin polymerization and intracellular solvent flow in cell
surface blebbing. J. Cell Biol. 129, 1589–1599 (1995).

14. Charras, G. T., Hu, C. K., Coughlin, M. & Mitchison, T. J. Reassembly of contractile
actin cortex in cell blebs. J. Cell Biol. 175, 477–490 (2006).

15. Charras, G. T., Coughlin, M., Mitchison, T. J. & Mahadevan, L. Life and times of a
cellular bleb. Biophys. J. 94, 1836–1853 (2008).

16. Tinevez, J. Y. et al. Role of cortical tension in bleb growth. Proc. Natl Acad. Sci. USA
106, 18581–18586 (2009).

17. Lang, F. Mechanisms and Significance of Cell Volume Regulation (Karger, 2006).
18. Wehner, F., Olsen, H., Tinel, H., Kinne-Saffran, E. & Kinne, R. K. Cell volume

regulation: osmolytes, osmolyte transport, and signal transduction. Rev. Physiol.
Biochem. Pharmacol. 148, 1–80 (2003).

19. Putney, L. K. & Barber, D. L. Na-H exchange-dependent increase in intracellular pH
times G2/M entry and transition. J. Biol. Chem. 278, 44645–44649 (2003).

20. Valeva, A. et al. Staphylococcal alpha-toxin: repair of a calcium-impermeable pore
in the target cell membrane. Mol. Microbiol. 36, 467–476 (2000).

21. Koschinski, A. et al. Why Escherichia coli alpha-hemolysin induces calcium
oscillations in mammalian cells–the pore is on its own. FASEB J. 20, 973–975
(2006).

22. Kolega, J. Phototoxicity and photoinactivation of blebbistatin in UV and visible
light. Biochem. Biophys. Res. Commun. 320, 1020–1025 (2004).

23. Hochmuth, R. M. Micropipette aspiration of living cells. J. Biomech. 33, 15–22
(2000).

24. Salbreux, G., Joanny, J. F., Prost, J. & Pullarkat, P. Shape oscillations of non-
adhering fibroblast cells. Phys. Biol. 4, 268–284 (2007).

Acto-
myosin

Osmotic
pressureMembrane–cortex

linkers

Pressure

Volume

Increasing
osmotic
pressure

Abolish
actomyosin
contraction

Increasing
actomyosin
contraction

Perturbation
of osmotic
gradient

a

b

Blebbistatin
photoinactivation (n = 6)

Δ
R

P

Hypotonic (n = 9) 

Hypertonic (n = 9) 
EIPA (n = 19) 
α-toxin (n = 11) 
α-toxin after
LatA (n = 9)
LatA (n = 36) 
HlyA (n = 5) 

−1.0 −1.0
−1.0

−0.5 −0.5

−0.5

0.0

0.0 0.5 1.0

0.1

1 1

10 10

ΔV

Figure 4 | Animal cells control shape in mitosis by modulating intracellular
pressure in conjunction with actomyosin activity. a, Relative maximum
changes in rounding pressure (DRP) and normalized volume (DV) of mitotic
cells upon treatment with the indicated perturbations. Concentrations used are
those indicated in Fig. 3 legend, 2mg ml21 for haemolysin A (HlyA) and 10mM
for blebbistatin photoinactivation, which involved a 1-s exposure to blue light.
DRP is shown on a logarithmic scale aboveDRP 5 0.1. n values are displayed in
the key. b, Uniform actomyosin contractile tension (red) is balanced by an
outward-directed, intracellular osmotic pressure (black). Membrane–cortex
linkers (purple) couple these two elements. The higher the tension and
pressure, the greater the cortex rigidity. Imbalances between tension and
osmotic pressure cause changes in cell volume and rounding force.
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METHODS SUMMARY
Cell culture. HeLa-Kyoto cells expressing a fluorescent histone construct (H2B–
GFP) were grown to ,50% confluency on 24-mm-diameter glass coverslips for
cantilever experiments. We used DMEM containing 4 mM sodium bicarbonate
(PN:31600-083, Invitrogen) buffered with 20 mM HEPES for experiments.
Instrumentation. The experimental set-up consisted of an AFM (Nanowizard I,
JPK Instruments) mounted on a Zeiss Axiovert 200M optical microscope. Tipless

cantilevers were ,250mm long, 35mm wide, 2mm thick and made of pure silicon
(NSC12-D/tipless/noAl, k < 0.3 N m21, Mikromasch). A BioCell (JPK
Instruments) maintained cells at 37 uC.
AFM constant-height assay. We positioned the end of the cantilever over a
candidate cell, 8mm above the substrate. A laser beam was used to monitor the
position of the cantilever, which was calibrated and used to record forces generated
by cells. Rounding pressure was derived by dividing the measured force by the
horizontal cross-sectional area of the cell, which was measured using DIC images.
Cell volume was determined by multiplying the cross-sectional area of the near-
cylindrical cell by its height under the cantilever. The 62% error in rounding
pressure and volume shown in the figures is based on measurement uncertainty
from DIC images.

In Fig. 2a, cells were pre-incubated with perturbants. In Fig 3a, b, tonic shock
was induced by exchanging the full volume of the AFM BioCell several times with
WPI Aladdin push–pull pumps. In Fig. 3c–f, perturbants were added to the AFM
BioCell with a microsyringe.

We determined the following mitotic phases from H2B–GFP images: prophase,
condensed chromosomes but intact nucleus; prometaphase, nuclear envelope
breakdown; metaphase, chromosomes aligned to form a metaphase plate; ana-
phase, two sets of chromosomes separated.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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pressure in conjunction with actomyosin activity. a, Relative maximum
changes in rounding pressure (DRP) and normalized volume (DV) of mitotic
cells upon treatment with the indicated perturbations. Concentrations used are
those indicated in Fig. 3 legend, 2mg ml21 for haemolysin A (HlyA) and 10mM
for blebbistatin photoinactivation, which involved a 1-s exposure to blue light.
DRP is shown on a logarithmic scale aboveDRP 5 0.1. n values are displayed in
the key. b, Uniform actomyosin contractile tension (red) is balanced by an
outward-directed, intracellular osmotic pressure (black). Membrane–cortex
linkers (purple) couple these two elements. The higher the tension and
pressure, the greater the cortex rigidity. Imbalances between tension and
osmotic pressure cause changes in cell volume and rounding force.
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Cell rounding and volume is set by the opposite effects of osmotic pressure and cortical actomyosin contractility
However, the contribution of cortex contractility is quantitatively very modest compared to the gradient of 
osmotic pressure
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•  Active adaptation to osmotic swelling via ion transporters, membrane flattening and 
vesicle trafficking

1. Short time scale:osmotic flow  and cell mechanics 

C.Cadart L. Venkova, P. Recho, M. C. Lagomarsino and M. Piel Nature Physics 15: 993–1004 (2019)

REVIEW ARTICLE NATURE PHYSICS

potassium) travelling through selective channels and pumps. The 
differential permeability of the membrane with respect to each ion, 
working in tandem with pumps exchanging the ions at a fixed rate, 
offsets the difference of impermeable osmolites’ concentrations to 
maintain ΔΠ=0 in equation (1), preventing cell lysis (explained 
in detail in Box 2). As a result, a change of ion permeability can 
affect the cell volume. For example, inhibition of p38 MAP kinase 
increases membrane Na+ permeability and consequently the cell 
volume of HTC liver cells23. Notably, some large macromolecules 
can have an important indirect contribution to the osmotic pres-
sure if they carry a substantial amount of negative charges, which 
must be balanced by counterions. Such electro-osmotic effects can 
be taken into account leading to a more quantitative albeit more 
complex picture.

These volume changes also require a cell-surface adaptation. The 
cell membrane is a floppy structure in which excess surface is stored 
in wrinkles and in other structures such as caveolae24. When the 

volume change is too fast, the membrane detaches from the under-
lying cortex, and rupture occurs if the total volume exceeds the total 
available membrane surface area. This can be exploited experimen-
tally to measure stored surface25. For slower volume changes, for 
example low permeability of the cell to water, the cell surface can 
adapt by addition or removal of lipids by endocytosis or exocytosis.

Regulatory volume adaptation. Most mammalian cells, following 
their initial volume change in response to an osmotic shock, are able 
to regain their volume preceding the shock12 over a typical timescale 
of 10 min (Fig. 2a,c). The effect of a hydrostatic pressure compres-
sion can involve a substantial volumetric decrease over the same 
timescale26. Upon spreading on a substrate, cells also lose volume on 
a similar timescale5 and during mitosis, cells significantly increase 
their volume as they round up27,28. These regulatory responses to 
biomechanical perturbations are accompanied by fluxes of osmo-
lites, typically small ions, through the cell membrane, revealing 
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Mechanically gated ion channels respond 
to the increase membrane tension 
associated with rapid volume increase

Active export of ions decrease the 
osmotic pressure gradient, reverts water 
flow and decreases cell volume. 

The membrane surface also adpats via 
endo/exocytosis. 



Thomas LECUIT   2020-2021
34

• mechanically gated ion channels

1. Short time scale:osmotic flow  and cell mechanics 

R. Syeda et al and A. Patapoutian. Cell 164, 499–511 (2016)

http://dx.doi.org/10.1016/j.cell.2015.12.031 

• Mammalian cells: Regulatory volume decrease involves 
swelling activated co-transport (efflux) of anions (Cl-) 
and cations (K+) outside the cell. 

• Volume regulated anion channels (VRAC) is involved in 
this process. LRCC8 is a component of VRAC

• LRCC8 is not activated by swelling (ie. mechanically) 
per se.

• It is activated (gated) by an imposed osmotic gradient
• Low ionic strength in the absence of osmotic gradient 

induces anion current in vitro
• Hypotonic stress can activate LRCC8 by lowering of 

cytoplasmic ionic strength

• low ionic strength gated ion channels

Article

LRRC8 Proteins Form Volume-Regulated Anion
Channels that Sense Ionic Strength

Graphical Abstract
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d A complex of LRRC8 family proteins is sufficient to form the

VRAC pore
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minimalistic bilayer system
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d Low ionic strength activates purified LRRC8 complex
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• Bacteria are exposed to rapid changes in osmolarity 
of environment and adapt rapidly

• This involves mechanically gated ion channels that 
respond to membrane tension induced by osmotic 
swelling

• Example: MscS and MscL
• Activated by membrane tension change in local 

membrane curvature, or hydrophobic mismatch at 
bilayer/protein interface

I. Booth and P. Blount J. Bact. 194: 4802–4809  (2012) Review
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the gramicidin dimer14. Furthermore, using gramicidin A enantiomers 
as sensors for membrane mechanical properties, the small molecule 
capsaicin has been shown to target and trigger the pain receptor TRPV1 
indirectly by decreasing the bending modulus of lipid bilayers in a con-
centration-dependent manner (not with a certain fixed stoichiometric 
relation between toxins and each channel, but progressively by altering 
the membrane’s mechanical response)11. Conversely, voltage-dependent 
sodium channels are inactivated by capsaicin with no significant change 
to the conductance properties of the channels, but by an alteration of the 
gating voltage itself, suggesting that even channels that are not mechani-
cally gated may still be subject to the effects of membrane mechanics 
through alterations of membrane properties15–17. In addition, it seems 
that some peptide toxins target multiple types of stretch-activated cation 
channels, not by changing membrane properties per se but by changing 
the effective boundary conditions at or near the protein–lipid interface12. 
This is yet another generic method by which membrane mechanics can 
couple to protein function (Fig. 1b). In particular, it seems that either 
enantiomer of a peptide toxin is localized in the membrane close to the 
channel and shifts its dose–response curve.

The experiments described above suggest ways of using quantitative 
models to explore the connection between membrane-protein function 
and the mechanics of the surrounding membrane. A useful starting 
point to flesh out a quantitative picture of such membranes is provided 
by simple order-of-magnitude estimates, and the derivation of scaling 
laws, for the free-energy costs associated with membrane deformations. 
For example, a simple census gives a sense of how many lipids surround 
each membrane protein, how far apart those proteins are in the mem-
brane, and what this might imply about membrane-mediated interac-
tions and corresponding cooperativity in protein function. 

Experiments on the occupancy of biological membranes by lipids 
and their protein partners provide a useful place to start18. As shown 
in Fig. 2, proteomic and lipidomic approaches have made it possible to 
survey the protein and lipid content of biological membranes. In the 
case shown in Fig. 2, a survey of the contents of a synaptic vesicle reveals 
a crowded and heterogeneous medium. Indeed, as noted in the pres-
entation of the original experiments: “A picture is emerging in which 
the membrane resembles a cobblestone pavement, with the proteins 
organized in patches that are surrounded by lipidic rims, rather than 
icebergs floating in a sea of lipids”18.

The synaptic vesicle in Fig. 2 tells a similar story to results from other 
biological membranes, such as bacterial membranes or the protein 
census of the red-blood-cell membrane19,20. The essence of the various 
membrane inventories is that biological membranes are as much protein 
as they are lipid, with typical protein:lipid mass ratios of around 60:40 
(refs 19, 20). There are many ways to estimate the mean spacing between 
membrane proteins, and we can quibble over the details, but the mes-
sage is always the same: biological membranes are crowded. The mean 
centre-to-centre spacing between proteins is estimated at about 10 nm 
(comparable to the distance between proteins in the cytoplasm21,22), 
which tells us that these proteins might be able to influence each other 
through the intervening membrane. 

A variety of theoretical tools can be used to explore the interactions 
of proteins and the surrounding membrane. Two of the most important 
classes of analysis of the link between structure and function are atom-
istic models, in which every atom is treated explicitly, and continuum 
elasticity models, in which the molecules of interest are represented by 
field variables that describe the height and thickness of the bilayer at 
each point. Although both are important, estimates can be built using 
simple arguments from elasticity. The conclusions are largely indifferent 
to the details of how the energetics of the composite lipid and membrane 
protein system are treated, and an atomistic analysis would yield the 
same general picture of a deformed footprint of material around the 
protein of interest, as indicated in Fig. 2. Even so, atomistic analyses 
can reveal features of membrane-protein function that are inaccessible 
to continuum analysis; several representative examples can be found 
in refs 23–26. 

Additionally, certain theoretical constructs offer a correspondence 
between atomistic and continuum analysis. For instance, lipid pres-
sure profiles are the statistical representation of fully atomistic bilayer 
forces, where the integral moments of the pressure profiles yield the 
continuum properties of lateral tension, bending rigidity, and mono-
layer and bilayer spontaneous curvature27–29. We refer to the generality 
of elasticity because the key ideas have to do with the kinds of generic, 
geometric perturbations on the lipids that can result from the pres-
ence of a membrane protein and the energetic consequences of the 
perturbations, especially where the membrane protein undergoes a 
conformational change in the course of its functional activity. The key 
ideas are indicated in Fig. 2, where both the ‘dilute’ and ‘crowded’ limits 

Figure 3 | Structure and energy at the 
protein–lipid interface. a, Atomic-level 
structure63 and an elastic idealization 
of the mechanosensitive channel of 
large conductance (MscL) as a rigid 
cylinder with hydrophobic mismatch at 
the protein–lipid interface. R, effective 
radius of channel used in elastic model. 
uo, hydrophobic mismatch between 
protein and equilibrium bilayer thickness. 
b, Atomic-level structure64 and an elastic 
idealization of the mechanosensitive 
channel of small conductance (MscS) as a 
wedge with a slope that glues continuously 
onto the surrounding lipids. θ, midplane 
bending angle at protein–lipid interface. 
c, Membrane distortion and corresponding 
free energy of deformation per unit 
area of membrane surrounding MscL. 
d, Membrane distortion and corresponding 
free energy of deformation per unit area of 
membrane surrounding MscS. In c and d 
the elastic response of the lipids is captured 
with springs, and the colour coding 
indicates the local strain energy density at 
different distances from the proteins.
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1. Short time scale:osmotic flow  and cell mechanics 
• Following cell rounding, cell volume increases (+20-30%) during mitosis while keeping a 

constant dry mass. Cell density decreases but is adjusted after mitosis. 
• This process must involve regulation of osmolarity: a 10% volume increase would correspond 

to a 30 mOsm import
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Chip fabrication
Masters were fabricated using a conventional photolithography proce-
dure or micromilling approach. The designs of the brass master molds 
were created using Catia software (Dassault Systemes). Brass masters 
were fabricated with a micromilling machine (MiniMill/3; Minitech) 
using a 100-µm-diameter milling cutter (Minitech). Height profiles and 
surface roughness were measured with a vertical scanning interfero-
metric profilometer (WYCO NT1100; Veeco). Surface roughness of the 
brass master and heights variation within one chamber did not exceed 
0.2 and 0.3 µm, respectively. The variability in chamber height, set by 
the height of the pillars, could generate errors on the absolute cell vol-
ume up to 2%, a contribution that is already included in the error on the 
absolute volume (see Volume measurement section).

A 10:1 mixture of PDMS Sylgard 184 or RTV614 silicone elas-
tomer and curing agent was poured onto the brass master and cured at 
65°C for 2 h. Inlet and outlet were punched with a 0.75-mm puncher 
before bonding. Glass-bottomed Petri dishes (homemade or Fluorod-
ish) and PMDS chips were cleaned with isopropanol before a 30-s ex-
posure to oxygen plasma for bonding. Finally, chambers were exposed 
for 10 min to UV light for sterilization.

Chambers were incubated with 50 µg/ml fibronectin in PBS (Life 
Technologies) for 1 h for adherent cell types, washed with PBS, and then 
incubated overnight with medium at room temperature. Chambers were 
washed with medium before cell insertion. Cells were resuspended in 
medium supplemented with 1 mg/ml Alexa Fluor 488 Dextran (MW 10 
kD; Life Technologies) to a concentration of ∼500,000 cells/ml (de-
pending on the cell type) and then injected in the chamber. Finally, the 
chamber was immersed in medium to prevent evaporation.

Drug and adhesion experiments
For EDTA-induced cell rounding experiments (Fig. 2, D–F), the medium 
was first replaced with PBS at least 20 min before adding 1 mM EDTA 
in PBS. PBS and PBS-EDTA have equal osmolarity. For experiments 
with prerounded HeLa cells (Fig. 2, A–C), cells were prerounded by 
placing them in chambers prepared as previously described but coated 
with PLL-g-PEG (1%) instead of fibronectin after plasma treatment.

Experiments with latrunculin A from Invitrogen and Y27632 
from Calbiochem were performed in chambers preincubated with the 
final concentration of drug one night prior seeding the cells to pre-
vent drug depletion caused by hydrophobicity or PDMS. Images of 
the cells were taken before launching acquisition to confirm the effect 
of the drug (Fig. 3 A).

Live-cell imaging
Acquisitions were performed on a Ti inverted (Nikon) or an Axio Ob-
server microscope (Carl Zeiss) at 37°C, with 5% CO2 atmosphere, 
using a 10× dry objective (NA 0.30 phase), a 20× dry objective (NA 
0.5 phase), or a SFluor 20× objective (NA 0.75 without phase ring) 
for the mass measurements. Images were acquired using MetaMorph 
(Molecular Devices) or Axio Vision (Carl Zeiss) software. The exci-
tation source was either a mercury lamp (Intensilight; Nikon) or a LED 
illumination (SPE CTRA X light; Lumencor or Zeiss Colibri). Images 
were acquired with a CoolSNAP HQ2 camera (Photometrics) for flu-
orescence or a PHA SICS camera (PHA SICS) for mass measurements.

GUV measurements and FXm precision
GUVs were used rather than glass beads because the refractive 
index (RI) of such beads (RI > 1.47) was too different from that 
of water (RI = 1.33) and thus generated optical artifacts. On the 
other hand, the refractive index of GUVs was close to that of cells 
or external media (RI < 1.37; Curl et al., 2005). GUVs were pre-
pared by regular electroformation (Carvalho et al., 2013) with EPC 

(L-α-phosphatidylcholine) from Sigma-Aldrich, and rhodamin-PE. 
(1,2-dioleoyl-sn-glycero-3-phosphoethanolamine-N) from Avanti 
polar lipids was used for membrane labeling. GUVs were placed in 
hypo-osmotic conditions to ensure their spherical shape, and osmolar-
ity was controlled with a freezing point osmometer (Löser). To prevent 
vesicle adhesion and deformation, the surface of the chip was blocked 
with BSA or PLL-g-PEG. Volume measurements were performed at 
room temperature. Geometrical volume calculations were achieved by 
fitting the equatorial perimeter with a disk and extracting the radius 
from the surface of the disk from images of labeled GUVs obtained 
with a 20× objective. This procedure was performed by the user and 
not by automatic means. Errors on the geometrical calculations were 
calculated from a fitting error of the size of one pixel. GUVs with 
volumes <300 µm3 were excluded as they generated segmentation de-
fects and would require lower chambers and higher magnification for 
proper volume calculation. Precision on FXm was obtained for each 
objectives by calculating the standard deviation for a normal distribu-
tion centered on Vgeom = VFXm (Fig. S1 H). We finally obtained for a 
10× with a 0.3 NA SD = 14%, for a 10× NA 0.5 SD = 13%, for a 20 
± NA 0.5 SD = 9.5%, and finally for a 20× objective with a 0.75 NA 
SD = 10%. These errors include the errors caused by the diameter 
estimation of the GUVs (likely accounting for most of the error here), 
the variability on the chamber height, the inhomogeneity of the light 
illumination, and the image analysis procedure. The relative accuracy 
(<1%) corresponds to the SD of cell volume over 10 min for a fixed 
region of interest for cells in PBS.

Volume measurement
Images were analyzed with a custom-made MatLab program (Math-
Works). Calibration was performed similarly to Bottier et al. (2011), 
using the sustaining pillars of multiple heights (Fig. S1, A–E), with the 
difference that calibration was performed on the same chip where the 
cells were cultured, and for every field of view and every time point. 
It gives a linear relationship between the fluorescence intensity and the 
space filled with the dye: I = α × h + I0. To extract the coefficient α, 
calibration using pillars was performed in initial experiments to check 
for the stability of the method, but was not generally required (Fig. 
S1, D and E). In general, pillars with a single height were used, and 
the coefficient was extracted using the region of the supporting pillars 
bound to the coverslip for Io and the intensity of the background in the 
absence of any object, which represents the fluorescence value for the 
maximal height of the chamber.

Even though a low-magnification objective and LED light source 
were used, the illumination was never perfectly homogeneous. To ex-
tract the background value, cells and pillars were first excluded using 
an automatic segmentation procedure based on thresholding; the back-
ground IB(x,y) was then fitted with a quadratic polynomial function. 
Finally, the difference between the background and the image was inte-
grated over the area manually defined by the user corresponding to the 
cell and divided by α to obtain the cell volume:

   V  cell   =  ∬  
s
     
 I  B    (  x, y )−I  (  x, y )    ___________ α  dS. 

Note that the initial segmentation procedure was used only to ex-
clude cells and pillars to correct for illumination defects. The region 
used to integrate the cell volume was defined manually and kept con-
stant through time (Fig. S1 I). Importantly, the position of the edges 
of this region did not matter as long as the region encompassed the 
whole cell, because the value of the background around the cell after 
subtraction was zero; the measure was thus completely insensitive 
to changes in cell shape.
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Mitotic swelling can be detected based on 
measurement of the cell diameter
To check if the mitotic volume overshoot could be seen by 
measuring cell diameter, we imaged rounded HeLa Life-
Act-mCherry cells cultured in nonadhesive chambers (Fig. 2 G). 
Fitting the perimeter of cells to extract their radius and calculate 
their volume showed that this method was sufficient to mea-
sure a volume increase during mitosis and provided the same 
estimate for the mean volume increase, but with much more 

variability in the measures compared with FXm (Fig. 2 G). We 
also reproduced the geometry studied in Fischer-Friedrich et al. 
(2014) by confining cells between two surfaces (Lancaster et 
al., 2013; Le Berre et al., 2014). In this geometry, cell height 
was constant and only the surface area changed with the vol-
ume. Similarly, we observed a significant increase of cell sur-
face in mitosis (Fig. 2 H). Blebs were not taken into account 
in these measures, and this could explain the smaller volume 
increase obtained in this configuration.

Figure 1. Cell volume increases transiently during mitosis. (A) Sketch of the thin PDMS chamber filled with fluorescent dextran for volume measurements, 
cross section of the chamber with the corresponding profile of fluorescence, and images of a cell in phase contrast and fluorescence in gray levels and 
false colors. Dashed lines on the grayscale image correspond to the sketch and profile on the left and on the color scale image show the integration area 
for calculation of cell volume. (B) Time-lapse images of HeLa cells in phase contrast and FXm. Arrows correspond to cells whose volume is shown in C. (C) 
Whole cell cycle volume trajectory, where arrows correspond to cells shown in B. V0, cell volume at birth; VR, volume at rounding; and VM, maximum volume 
reached during mitotic swelling. Close-up shows the volume overshoot occurring during mitosis (V0S = VM − VR). (D) Time-lapse images of a HeLa cell stably 
expressing histone H2B-mCherry, in phase contrast, with FXm and in fluorescence for mCherry (Video 1). (E) Absolute volume as a function of time for the 
HeLa cell and the two daughters shown in D, with a time lapse every 2 min. Colored lines indicate successive mitotic events. (F) Mean volume overshoot for 
n = 25 mitotic HeLa cells in one single experiment. Time registered at cell mitotic rounding (time = 0), and SEM is shown in gray. (G) Mean volume as in 
F, with time registered at cell mitotic rounding (time = 0) and normalized for mitosis length (anaphase at time = 1). Mean overshoot is 21.02%, and SEM 
is shown in gray. (H) Relative volume change in mitosis (V0S = 20.72%, SEM = 0.73, n = 60, N = 2). Bars, 20 µm.
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measurement of the cell diameter
To check if the mitotic volume overshoot could be seen by 
measuring cell diameter, we imaged rounded HeLa Life-
Act-mCherry cells cultured in nonadhesive chambers (Fig. 2 G). 
Fitting the perimeter of cells to extract their radius and calculate 
their volume showed that this method was sufficient to mea-
sure a volume increase during mitosis and provided the same 
estimate for the mean volume increase, but with much more 

variability in the measures compared with FXm (Fig. 2 G). We 
also reproduced the geometry studied in Fischer-Friedrich et al. 
(2014) by confining cells between two surfaces (Lancaster et 
al., 2013; Le Berre et al., 2014). In this geometry, cell height 
was constant and only the surface area changed with the vol-
ume. Similarly, we observed a significant increase of cell sur-
face in mitosis (Fig. 2 H). Blebs were not taken into account 
in these measures, and this could explain the smaller volume 
increase obtained in this configuration.

Figure 1. Cell volume increases transiently during mitosis. (A) Sketch of the thin PDMS chamber filled with fluorescent dextran for volume measurements, 
cross section of the chamber with the corresponding profile of fluorescence, and images of a cell in phase contrast and fluorescence in gray levels and 
false colors. Dashed lines on the grayscale image correspond to the sketch and profile on the left and on the color scale image show the integration area 
for calculation of cell volume. (B) Time-lapse images of HeLa cells in phase contrast and FXm. Arrows correspond to cells whose volume is shown in C. (C) 
Whole cell cycle volume trajectory, where arrows correspond to cells shown in B. V0, cell volume at birth; VR, volume at rounding; and VM, maximum volume 
reached during mitotic swelling. Close-up shows the volume overshoot occurring during mitosis (V0S = VM − VR). (D) Time-lapse images of a HeLa cell stably 
expressing histone H2B-mCherry, in phase contrast, with FXm and in fluorescence for mCherry (Video 1). (E) Absolute volume as a function of time for the 
HeLa cell and the two daughters shown in D, with a time lapse every 2 min. Colored lines indicate successive mitotic events. (F) Mean volume overshoot for 
n = 25 mitotic HeLa cells in one single experiment. Time registered at cell mitotic rounding (time = 0), and SEM is shown in gray. (G) Mean volume as in 
F, with time registered at cell mitotic rounding (time = 0) and normalized for mitosis length (anaphase at time = 1). Mean overshoot is 21.02%, and SEM 
is shown in gray. (H) Relative volume change in mitosis (V0S = 20.72%, SEM = 0.73, n = 60, N = 2). Bars, 20 µm.
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Mitotic swelling is associated with a 
decrease in cell density
To assess if mitotic swelling was caused by increasing cell mass, 
we simultaneously measured the volume and the dry mass of 
single HT29 cells using quantitative phase microscopy (Bon 
et al., 2009; Zangle and Teitell, 2014) combined with FXm 
(Fig. 3 C; see Materials and methods). The obtained density is 

the ratio between cell dry mass and volume and is different from 
the density measured by Son et al. (2015) in this issue, as the 
latter is based on the total cell mass. Our measurements showed 
that although cell volume increased (Fig. 3 D), dry mass was 
constant during mitosis (Fig. 3 E), resulting in a drop of cell 
density (Fig. 3, F and H). This observation was confirmed using 
HeLa cells (Fig. S2, D–F). Therefore, osmolites that caused 

Figure 3. Mitotic swelling is independent of actin cortex in-
tegrity and contractility and is accompanied by a drop in cell 
density. (A) Images of LifeAct-mCherry HeLa cells treated with 
5 µM latrunculin A and MYH9-GFP HeLa cells treated with 
80 µM ROCK inhibitor Y27632. Bars, 20 µm. (B) Relative 
mitotic volume change for HeLa cells treated with latrunculin 
A (red) and Y27632 (green), with three types of controls: 
untreated cells (CRTL), addition of DMSO only, and cells in 
nonadherent chambers with DMSO. (C) Images of an HT29 
cell undergoing mitosis with FXm and dry mass density im-
aging. Bars: (top) 20 µm; (bottom) 24 µm. (D and E) Volume 
and dry mass for the cell in C.  (F) Density of the cell in C 
calculated from the volume and dry mass. (G) Mean volume 
and dry mass in mitosis for HT29 cells. Volume and mass are 
normalized to 1 and time is set to 0 at volume overshoot start, 
and time is set to 1 at the end of the overshoot (D–F, dashed 
line). Light blue and red areas show the SD for volume and 
mass, respectively (n = 8 for G ). (H) Mean cell density for 
HT29 cells, where time is set to 0 and 1 at volume overshoot 
start and end, respectively. The SD is shown as the gray area.
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1. Short time scale:osmotic flow  and cell mechanics  
2. Long term regulation by protein synthesis  
      during cell cycle.  
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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• Cell mass is made of approximately 30% dry mass and 70% water.
• A large part of the dry mass is made of proteins: (the rest is made of lipids and nucleotides)

40-50% in Yeast and around 50% in other eukaryotes

• Protein density is highly regulated and changes very little.
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adherent HeLa cell).  
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induction was characterized to have a concentration of 50uM (BNID 
100735), i.e. about 50,000 copies per cell.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
If one looked at the sum total over all organisms, what would we find is 
the most abundant protein on earth? This title is usually ascribed to 
Rubisco. Indeed it carries out the task of fixing carbon that is done on such 
a massive scale across the planet and supports all actions of the biosphere. 
Yet in working on this book we had second thoughts. In a paper we wrote 
(Phillips & Milo, Proc. Natl. Acad. Sci., 106:21465, 2010) we tried to give a 
sense of the ubiquity of Rubisco by normalizing it on a per person basis. 
This gave about 5 kg of Rubisco protein per person (though clearly 
Rubisco, though supporting us, is not physically in humans). Now in 
several reports, collagen, a connective tissue protein that is localized 
extracellularly, was found to account for about 30% of the protein mass 
in humans (BNID 109730, 109731). In a 70 kg human with 2/3 water and 
half of the rest protein, this gives about 10 kg total protein suggesting as 
much as 3 kg collagen. That might be a somewhat inflated value but then 
collagen is not only in humans. What is the largest biomass of animals on 
earth? It is actually our livestock in the form of cows, pigs, poultry etc. at 
a total mass of about 100 kg per person (BNID 111482, more than 20 
times the mass of all wild land mammals!). Livestock having a similar 

Figure 2: Proteomaps, a hierarchical presentation of the composition of a proteome using Voronoi 
treemaps. Each protein is associated with a polygon whose size is proportional to the abundance of 
that protein, thereby emphasizing highly expressed proteins. Functionally related proteins are placed in 
common subregions to show the functional makeup of a proteome at a glance. Shown are four model 
cells, the HeLa cell line was chosen for H. Sapiens. Upper row: depiction by functional category, lower 
row: depiction by protein name. The proteome was measured under relatively rapid exponential growth. 
Adapted from W. Liebermeister et al, Proc. Natl. Acad. Sci., 111:8488, 2014. 

among cellular functions. The proteomaps of lymphoblastoid
cells from human and chimpanzee are almost identical, even
more so than the already very similar proteomes of various hu-
man cell lines. Differences between independent measurements
of the same cell line are also shown for HeLa and U2OS cells.
Many previous analyses focused on proteins that are expressed at
relatively low levels, such as signaling proteins, where differences
are pronounced. However, proteomaps reveal that functional
categories and even dominant individual proteins are strongly
conserved in terms of abundance. Differences and similarities at
finer levels of functionality and at the single protein level can be
analyzed in detail on the proteomaps website. As a follow-up to
the comparison reported here, one can analyze cells from dif-
ferent tissues and between cell lines and primary cells.

Discussion
Individual proteins can confer benefits to the cell in various ways,
by catalyzing a chemical reaction, transporting an essential sub-
strate, or transmitting signals that reflect the state of the envi-
ronment. However, proteins also incur various costs: Proteins are
made using precious carbon, nitrogen, sulfur, reducing power
and energy resources, they require ribosomes for their continued
synthesis, and they occupy volume in the crowded intracellular
space (16). These general costs are roughly independent of the
protein’s identity and approximately proportional to its weight.
Nevertheless, expressing a protein can have other more protein-
specific effects that add to the costs, such as protein misfolding,
perturbing the membrane integrity, creating an imbalance in the
cell redox or energy state, etc. Such protein-specific costs are not
captured by the visualization presented here.
Classical molecular biology studies often consider a protein

important if knocking out its gene dramatically affects the be-
havior or viability of the cell. This approach often focuses efforts
on regulatory proteins, such as transcription factors, which tend
to have low expression levels. Theoretical analysis of metabolic
enzymes (29) suggests an alternative interpretation of importance
via the concept of relative marginal benefit that is predicted to be
proportional to protein levels. Taking a quantitative proteomics

viewpoint and observing how a cell invests its protein resources
can help identify abundant proteins that are pivotal in certain
environments but have unknown or poorly characterized function.
Therefore, we propose that, all else being equal, highly abundant
proteins are promising candidates for research efforts.
In the near future, proteome data will become available for

many cell types and growth conditions. Proteomaps can also be
applied to RNA transcript data, to phosphoproteome data, or—
more generally—to the complete mass composition of a cell
(including all types of macromolecules and small molecules).
Furthermore, beyond molecular abundances, other genome-
wide quantitative properties can easily be visualized. We sug-
gest that proteomaps can help researchers achieve a clearer
picture of similarities and differences in cell composition and
the allocation of cellular resources across organisms, cell types,
and growth conditions.

Methods
Proteome Tree Maps Visualization. To generate proteomaps, we modified the
algorithm for the construction of Voronoi treemaps described in ref. 23 to
present polygons with variable sizes. The algorithm was implemented in the
Paver software (DECODON), which is available at www.decodon.com/paver.html
or upon request from the authors. Example maps on www.proteomaps.net
can be browsed interactively; individual protein tiles are linked to protein
information on the KEGG website (www.genome.jp/kegg/).

In the proteomaps shown here, we visualize three levels of functional
categories and a level of individual proteins. To create a proteomap, a total
area is first divided into polygons representing the top-level categories. These
polygons are constructed from a Voronoi diagram, where the polygons’ areas
were chosen to represent copy numbers weighted by protein chain lengths
(the investment in terms of amino acids, also termed the mass fraction). The
top-level areas are then subdivided into subcategories, and the procedure is
repeated down to the level of individual proteins. When several orthologous
proteins exist in the same proteome, e.g., isozymes such as the two enolases
Eno1 and Eno2 in yeast glycolysis, they share one subdivided polygon.

Proteins that do not have a functional category annotation are lumped in
a subclass labeled “Not mapped.” Mass fractions smaller than 1/1,500,000 of
the whole proteome (corresponding to 4 pixels within an area of 2,500 ×
2,500 pixels in size) are excluded. The arrangement of categories and

Fig. 3. Proteomaps of several model organisms. (Upper) Proteomaps labeled by functional categories. (Lower) The same diagrams, with gene names. Protein
abundances shown are for the tiny human pathogenM. pneumoniae (7), E. coli growing at a rate of 0.48 1/h (13), S. cerevisiae (14), and anH. sapiensHeLa cell line (11).
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Cell Biology by the numbers.  Ron Milo, Rob Phillips, illustrated by Nigel Orme. 
Garland Science 2012

Yeast: proteins are at a concentration of few 100 g/L and occupy 20-30% of volume fraction in cytosol
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Figure 5: The Standard Cells. (A) A bacterium revealing its characteristic size and occupancy. (B) A yeast cell 
showing its characteristic size, its organelles and the number of various classes of molecules present within it. (C) an 
adherent human cell. We note that these are very simplified schematics so for example, only a small fraction of 
ribosomes are drawn etc. (Bacterium and animal cell adapted from B. Alberts et al., Molecular Biology of the Cell, 5th 
ed., New York, Garland Science, 2008) 
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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What is the macromolecular 
composition of the cell?  
 
 
 
 
Molecular biology aims to explain cellular processes in terms of the 
individual molecular players, resulting in starring roles for certain specific 
proteins, RNAs and lipids. By way of contrast, a more holistic view of the 
whole cell or organism was historically the purview of physiology. 
Recently the latter integrative view has been adopted by systems biology, 
which completes the circle by returning with the hard-won mechanistic 
knowledge from molecular biology to a holistic view of the molecular 
interlinkages that give rise to whole-cell behavior. A critical starting point 
for thinking globally about the cell is to understand the relative 
abundance of its different constituents.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: A Voronoi tree diagram of the composition of an E. coli cell growing with a doubling 
time of 40 min. Each polygon area represents the relative fraction of the corresponding 
constituent in the cell dry mass. Colors are associated with each polygon such that components 
with related functional role have similar tints. The Voronoi tree diagram visualization method 
was developed in order to represent whole genome measurements from microarrays or 
proteome quantitation. 
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100735), i.e. about 50,000 copies per cell.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
If one looked at the sum total over all organisms, what would we find is 
the most abundant protein on earth? This title is usually ascribed to 
Rubisco. Indeed it carries out the task of fixing carbon that is done on such 
a massive scale across the planet and supports all actions of the biosphere. 
Yet in working on this book we had second thoughts. In a paper we wrote 
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several reports, collagen, a connective tissue protein that is localized 
extracellularly, was found to account for about 30% of the protein mass 
in humans (BNID 109730, 109731). In a 70 kg human with 2/3 water and 
half of the rest protein, this gives about 10 kg total protein suggesting as 
much as 3 kg collagen. That might be a somewhat inflated value but then 
collagen is not only in humans. What is the largest biomass of animals on 
earth? It is actually our livestock in the form of cows, pigs, poultry etc. at 
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that protein, thereby emphasizing highly expressed proteins. Functionally related proteins are placed in 
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• Proteins are 55% of bacteria dry mass
• Ribosomes comprise a significant fraction of a cell dry mass: 

10-15% of proteome, 15-25% of dry cell mass
• 20.000 ribosomes in E. coli

among cellular functions. The proteomaps of lymphoblastoid
cells from human and chimpanzee are almost identical, even
more so than the already very similar proteomes of various hu-
man cell lines. Differences between independent measurements
of the same cell line are also shown for HeLa and U2OS cells.
Many previous analyses focused on proteins that are expressed at
relatively low levels, such as signaling proteins, where differences
are pronounced. However, proteomaps reveal that functional
categories and even dominant individual proteins are strongly
conserved in terms of abundance. Differences and similarities at
finer levels of functionality and at the single protein level can be
analyzed in detail on the proteomaps website. As a follow-up to
the comparison reported here, one can analyze cells from dif-
ferent tissues and between cell lines and primary cells.

Discussion
Individual proteins can confer benefits to the cell in various ways,
by catalyzing a chemical reaction, transporting an essential sub-
strate, or transmitting signals that reflect the state of the envi-
ronment. However, proteins also incur various costs: Proteins are
made using precious carbon, nitrogen, sulfur, reducing power
and energy resources, they require ribosomes for their continued
synthesis, and they occupy volume in the crowded intracellular
space (16). These general costs are roughly independent of the
protein’s identity and approximately proportional to its weight.
Nevertheless, expressing a protein can have other more protein-
specific effects that add to the costs, such as protein misfolding,
perturbing the membrane integrity, creating an imbalance in the
cell redox or energy state, etc. Such protein-specific costs are not
captured by the visualization presented here.
Classical molecular biology studies often consider a protein

important if knocking out its gene dramatically affects the be-
havior or viability of the cell. This approach often focuses efforts
on regulatory proteins, such as transcription factors, which tend
to have low expression levels. Theoretical analysis of metabolic
enzymes (29) suggests an alternative interpretation of importance
via the concept of relative marginal benefit that is predicted to be
proportional to protein levels. Taking a quantitative proteomics

viewpoint and observing how a cell invests its protein resources
can help identify abundant proteins that are pivotal in certain
environments but have unknown or poorly characterized function.
Therefore, we propose that, all else being equal, highly abundant
proteins are promising candidates for research efforts.
In the near future, proteome data will become available for

many cell types and growth conditions. Proteomaps can also be
applied to RNA transcript data, to phosphoproteome data, or—
more generally—to the complete mass composition of a cell
(including all types of macromolecules and small molecules).
Furthermore, beyond molecular abundances, other genome-
wide quantitative properties can easily be visualized. We sug-
gest that proteomaps can help researchers achieve a clearer
picture of similarities and differences in cell composition and
the allocation of cellular resources across organisms, cell types,
and growth conditions.

Methods
Proteome Tree Maps Visualization. To generate proteomaps, we modified the
algorithm for the construction of Voronoi treemaps described in ref. 23 to
present polygons with variable sizes. The algorithm was implemented in the
Paver software (DECODON), which is available at www.decodon.com/paver.html
or upon request from the authors. Example maps on www.proteomaps.net
can be browsed interactively; individual protein tiles are linked to protein
information on the KEGG website (www.genome.jp/kegg/).

In the proteomaps shown here, we visualize three levels of functional
categories and a level of individual proteins. To create a proteomap, a total
area is first divided into polygons representing the top-level categories. These
polygons are constructed from a Voronoi diagram, where the polygons’ areas
were chosen to represent copy numbers weighted by protein chain lengths
(the investment in terms of amino acids, also termed the mass fraction). The
top-level areas are then subdivided into subcategories, and the procedure is
repeated down to the level of individual proteins. When several orthologous
proteins exist in the same proteome, e.g., isozymes such as the two enolases
Eno1 and Eno2 in yeast glycolysis, they share one subdivided polygon.

Proteins that do not have a functional category annotation are lumped in
a subclass labeled “Not mapped.” Mass fractions smaller than 1/1,500,000 of
the whole proteome (corresponding to 4 pixels within an area of 2,500 ×
2,500 pixels in size) are excluded. The arrangement of categories and

Fig. 3. Proteomaps of several model organisms. (Upper) Proteomaps labeled by functional categories. (Lower) The same diagrams, with gene names. Protein
abundances shown are for the tiny human pathogenM. pneumoniae (7), E. coli growing at a rate of 0.48 1/h (13), S. cerevisiae (14), and anH. sapiensHeLa cell line (11).
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of the individual cells were plotted against the experimentally determined 
age of the respective cells. The measured cells were pooled into 9 age groups 
in which each group represented a time interval of 2.25 hr. The last age 
group was composed of cells with a mean age equal to the mean generation 

Fig. 2. 

Fig. l.-Feulgen DNA content plotted against interphase time. The points are means of dupli- 
cated measurements on 39 to 129 cells; 95 per cent confidence intervals of the mean are shown. 

Fig. 2.-RNA content (total non-DNA extinction at 2650 A) plotted against interphase time. The 
points are means of duplicated measurements on 26 to 101 cells; 95 per cent confidence intervals 
of the mean are shown. 
Fig. 3.-Dry mass content plotted against interphase time. The points are means of duplicated 
measurements on 23 to 67 cells; 95 per cent confidence intervals of the mean are shown. 
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95 per cent of the population, were included in the construction of the synthe- 
sis curves. The mean values of cellular DNA, RNA and mass were calculated 
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• DNA, RNA and protein content doubles during interphase (growth phase)

D. Killander and A. Zetterberg. Experimental Cell Research 40, 12-21) (1965) 

2. Long term regulation by protein synthesis 
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• Ras, Pi3K and TOR signalling control cellular anabolism and cell growth

Laplante and Sabatini D. (2012) Cell 149:274
from the growth factor to biogenic pathways. In addition,
mTORC1 integrates inputs from at least four other major cues
that can affect cell growth—stress, energy status, oxygen, and
amino acid levels—and thus acts as a signaling node at which
energetic and stress signals can modulate growth factor
signaling (Laplante and Sabatini, 2012). For example, in the
absence of amino acids, IGF is unable to activate mTORC1
signaling. Although full amino acid deprivation is unlikely to occur
in vivo, as animals aim to maintain relatively constant levels of
metabolites, nutritional levels are likely to contribute subtly and
have cell-specific roles in signaling through this pathway.
Increased signaling through the mTORC1 pathway promotes
multiple biogenic processes, including nutrient uptake and pro-
tein and lipid biosynthesis, and modulates cellular metabolism
to promote biogenesis; it also inhibits catabolic pathways such
as autophagy (Locasale and Cantley, 2011). Importantly,
mTORC1 activates a potent negative-feedback loop that, via
IRS, acts to negatively regulate signaling by the IGF receptor,
providing an example of how a biogenic pathway can be buff-
ered to contribute to cell size homeostasis.

Recently, however, it has become clear that mTOR is not
required for the growth of some cell types, and these cell types
seem to be those that are spared in response to nutrient depriva-
tion (Cheng et al., 2011). Neuroblasts in developing Drosophila
continue to grow in starvation conditions, whereas other ‘‘lower
priority’’ tissues are growth restricted to various extents. The
growth of these cells is independent of dTOR, yet requires
both PI3K/AKT signaling and activation of the dTOR targets
S6K and 4E-BP, indicating that these growth pathways have
been ‘‘rewired’’ to make them less sensitive to nutrient levels.
Moreover, these cells are also insensitive to decreasing levels
of circulating insulin-like peptides because the receptor tyrosine

Figure 1. Growth Pathways
A highly simplified cartoon outlining the major
known signaling pathways that regulate cell
growth. For more mechanistic details, please see
the following excellent reviews: Laplante and Sa-
batini (2012), van Riggelen et al. (2010), and Yu
and Guan (2013).

kinase ALK is kept active by a ligand ex-
pressed by the surrounding niche (Cheng
et al., 2011).
Another major regulator of biogenic

pathways is the transcription factor
Myc. Myc increases cell growth and cell
size in multiple tissues and organisms,
and this is associated with increased ri-
bosomal RNA (rRNA) levels, nucleolar
size, increased protein biogenesis, and
the metabolic reprogramming required
for cell growth (Grewal et al., 2005; Sau-
cedo and Edgar, 2002; van Riggelen
et al., 2010; Wang et al., 2011). Impor-
tantly, Myc- and PI3K-dependent cell
growth appears to be driven in part by
distinct mechanisms. In Drosophila fat

cells, overexpression of PI3K and Myc causes an equivalent in-
crease in cell volume. However, the Myc cells appear more pro-
tein and ribosome dense with an increase in nucleolar volume
compared to the more lipid-rich PI3K-expressing cells (Saucedo
and Edgar, 2002). This indicates that these two growth-promot-
ing pathways differentially activate biogenic pathways, perhaps
reflecting the requirement of cells to ‘‘grow’’ in different ways de-
pending on their function.
TheHippo pathway is also important in the control of tissue/or-

gan size, mainly by regulating proliferation and apoptosis and
thereby cell number (Tumaneng et al., 2012a). A major down-
stream effector of this pathway is the transcriptional coactivator
YAP1, which activates genes that promote proliferation and pro-
tect against apoptosis. Activation of YAP1 in postnatal liver leads
to a massive expansion of the tissue due to an increase in cell
number; if YAP1 is then switched off, the liver returns to normal
size as the excess cells die by apoptosis. Thus, the Hippo
pathway not only controls the production of cells but sustains
a level of mass perhaps by coordinately controlling both the pro-
liferative and survival pathways (Dong et al., 2007). Producing
and sustaining this mass, however, should also require
increased signaling through a biogenic pathway. Perhaps not
surprisingly, recent work in both Drosophila and mammals has
shown crosstalk between the Hippo and mTOR signaling path-
ways (with YAP1 activating mTOR by decreasing PTEN levels)
and Myc, hence providing mechanisms whereby organ size
can be determined andmaintained by the coordinated regulation
of proliferative, survival, and growth pathways (Csibi and Blenis,
2012; Neto-Silva et al., 2010; Tumaneng et al., 2012b).
Although it is clear that these growth pathways are important

in all tissues tested, their roles in the maintenance of cell size
are less clear. For example, some organs, such as liver and
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lated in intervein regions. Genetic data suggests that
Ras/MAPK signaling is also active at low levels through-
out the tissue (Diaz-Benjumea and Hafen 1994; Prober
and Edgar 2000; Halfar et al. 2001). High levels of dmyc
mRNA and protein are present in the developing wing
pouch, except for several rows of cells along the dorsal-
ventral boundary in which dmyc expression is repressed
by Wingless (Supplemental Fig. 3A in Supplementary
Material at http://www.genesdev.org; Johnston et al.
1999). High dMyc protein levels are also present in the
notum, and low levels are observed throughout the rest
of the tissue. Thus, dMyc appears to be expressed ubiq-
uitously at low levels, with higher levels present in spe-
cific regions. In contrast, dPI3K-signaling levels, assayed
using tGPH localization, appear uniform throughout the

wing during larval and pupal development (Supplemen-
tal Fig. 4C in Supplementary Material at http://www.
genesdev.org; data not shown). Whereas patterns of
dMyc expression and dPI3K activity do not coincide with
those of high MAPK activity, we reasoned that the ubiq-
uitous low levels of Ras activity may play a role in regu-
lating dMyc protein levels and dPI3K signaling.

To test whether this is the case, we used FLP/FRT-
mediated mitotic recombination to generate ras mutant
clones (ras−/−) using the rasc40b allele, in which the entire
ras ORF is deleted (Schnorr and Berg 1996). We quanti-
fied the requirement for ras to maintain normal dMyc
protein levels by staining wing discs with a dMyc-spe-
cific antibody and comparing pixel intensities in neigh-
boring regions inside and outside of ras−/− clones (see

Figure 4. Ras effector loop mutants increase cell size, promote G1/S progression, and increase clonal growth. (A) Flow cytometry.
Dark and light traces represent GFP+ (experimental) and GFP− (control) cells, respectively. Each trace is normalized to fit the graph as
the numbers of GFP+ and GFP− cells analyzed for each sample were not exactly equal. Data shown are from an experimental set
performed in parallel. Values significantly different from control are indicated (*, P < 0.05; **, P < 0.01). (Left) Cell size. Forward scatter
data, which gives a relative measure of cell size, shows that expression of RasV12, RafGOF, RasV12S35, or RasV12G37 increases cell size.
Numbers indicate the mean value of (GFP+ mean FSC)/(GFP− mean FSC) ± standard error of the mean for six experiments (except for
RafGOF, which was repeated four times). (Right) Cell cycle. DNA content data, which shows the proportion of cells in G1 (2C) and G2

(4C), indicates that expression of RasV12, RafGOF, RasV12S35, or RasV12G37 decreases the proportion of cells in G1. Numbers indicate the
mean percentage change of GFP+ cells compared with GFP− cells in the proportion of cells in G1 (!G1) ± standard error of the mean
for six experiments (except for RafGOF, which was repeated four times). (B) Median areas of Flp/Gal4 clones expressing various
transgenes are shown. Expression of any transgene except RasV12C40 significantly increased clone areas relative to control clones
expressing GFP alone. Clones were induced at 48 h after egg deposition (AED; except for dInr, which was induced at 72 h AED) and
analyzed at 120 h AED. n, number of clones measured. Error bars, standard error of the mean; **, P < 0.01 vs. control. Note that larvae
overexpressing dPI3K or dInr under these conditions are developmentally delayed, and as a result the clone areas measured in this
experiment underestimate dPI3K-and dInr-dependent clonal growth. Overexpression of dMyc also greatly increases clonal growth rates
(Johnston et al. 1999).
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Figure 5. Growth of Clones Overexpressing dMyc
(A) Two dMyc-expressing Act.Gal4 cell clones (right) or three con-
trol clones (left), showing that the area encompassing dMyc-
expressing clones is larger than that of control clones. Clones were
induced at 48 6 4 hr AED and fixed for analysis at 118 6 4 hr AED.
(B) Quantitation of the areas of control Act.Gal4 clones and clones

Figure 4. Overexpression of dMyc in Wild-Type Wing Discs expressing dMyc. Clones were induced at 48 or 72 hr AED and
(A) FSC plots showing the relative size of control cells versus dMyc- analyzed at 118 hr AED. dMyc-expressing clone areas were larger
expressing wing disc cells. Left panel, cells are expressing dMyc than controls at both time points. Mass doubling times (mass DT;
in random cell clones using Act.Gal4. dMyc-expressing cells also see Experimental Procedures) for 70 hr clones (48–118 hr AED),
express GFP (green); control, GFP-negative cells are from the same Act.GFP control 5 12 hr; Act.dMyc 5 9.4 hr. Very similar mass
disc (red). Right panel, FSCplot of En.dMyc, GFP-expressingdiscs. DTs were obtained for clones induced at 72 hr and fixed at 118 hr
Green trace, posterior cells coexpressing GFP and dMyc; red trace, AED. n, number of clones analyzed. The asterisk indicates p # .001
control, non-GFP-expressing anterior cells. relative to control.
(B) Rhodamine-phalloidin staining of actin in a normal wing disc,
showing that anterior and posterior cells are very similar in size at rates than control clones. Staining with acridine orangethis stage of development. Arrow points to the boundary between

showed that overexpressed dMyc induced some apo-anterior and posterior cells. A, anterior; P, posterior.
(C) Actin staining of a wing disc expressing dMyc in posterior cells ptosis (data not shown). Consequently, in some experi-
(right part of disc) under En.Gal4 control. Inset shows magnified ments we coexpressed the baculovirus caspase inhibi-
detail of the A/P border, showing the large, dMyc-expressing cells tor P35 (Hay et al., 1994) along with dMyc. However,
in the posterior. These cells have a mean FSC value 16% larger suppressing cell death did not detectably affect dMyc-than anterior control cells (see [A]). induced growth (not shown). In addition, the thickness

of the disc epithelium remained normal, indicating that
the clone areas were a reasonable measure of clonalsuggest that although dmyc is important for normal cell

and body size, the proportions of individual organs are volume. We conclude that the dMyc-induced increase
in cell size, leading to a larger clone area, reflects agoverned by the pattern system.
direct increase in growth rates.

dMyc Overexpression Increases Cellular
Growth Rates dMyc Alters Cell Cycle Phasing but Not Cell

Cycle RatesAlthough the increase in cell size after overexpression
of dMyc suggested an increased rate of growth, we Since c-Myc has a pronounced effect on cell cycle pro-

gression in mammalian cell culture (Amati, 1998), wewished to measure growth rates directly. The area en-
compassed by a clone of GFP-positive, dMyc-express- asked whether dMyc affected cell cycle progression or

cell division rates in wing discs. We approached thising cells reflects the growth achieved over time by all
of the cells within the clone (Figure 5A). As shown in question first by expressing dMyc in actively dividing

cells and then by expressing dMyc in populations ofFigure 5B, clones induced late in disc development, as
well as those induced early, increased in area at faster arrested cells.

Johnston LA, Prober DA, Edgar BA, Eisenman RN, Gallant P (1999) Cell 98: 779–790. 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2. Long term regulation by protein synthesis 

• In resting, non growing cell populations, the rate of synthesis and degradation of proteins is balanced
• Growth pathways change this balance by promoting synthesis and/or inhibiting degradation
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• Importance of protein density:
— sufficient molecular crowding favours molecular interactions and reaction. 
Entropic effect of crowding agents. 
(increase of molecular association and protein condensates in liquid-liquid phase 
separation)  
— but too high crowding slows down signalling due to reduced diffusivity in cytosol 
(colloidal transition): biochemical on rates are often limited  by diffusion.

• Homeostasis of protein density:
— Protein density is highly regulated and changes very little.

• Cell size regulation and cell growth require a constant balance between protein 
synthesis, total protein mass and water content via osmotic flow

• What are the mechanisms of this coupling?

2. Long term regulation by protein synthesis 
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• Ribosomes constitute 20% of cytosolic volume 
• The TOR pathway controls the density of ribosomes 

in the cytosol
• TOR pathway affects cytosol effective viscosity and 

molecular diffusion in Yeast and cell culture

of rDNA transcription is part of the mechanism by which
mTORC1 inhibition decreases the viscosity of mammalian cells.
Stimulation of autophagy using the SMER28 compound,

thereby reducing ribosome concentration, led to an increase in
the basal diffusion of 40nm-GEMs (Figure 4B, left) and strongly
suppressed the effect of rapamycin (Figure 4B, right). In contrast,
decreasing autophagy with Wortmannin, which is predicted to
increase ribosome concentration, led to decreased basal diffu-
sion (Figure 4B, left). This perturbation also led to a partial loss
of the rapamycin effect (Figure 4B, right).
Finally, we increased mTORC1 activity by siRNA-mediated

knockdown of the mTORC1 inhibitor TSC1 (Potter et al., 2001).
This treatment led to a decrease in basal diffusion (Figures 4B,
left, and S2J). Thus, after screening over 40 mutants and drug
treatments, we found that the conditions that most strongly
affected the baseline of GEM diffusion and/or decreased the
effect of rapamycin treatment fell into two general classes: ribo-
some biogenesis and autophagy. Together, these data suggest
that mTORC1 controls macromolecular crowding by tuning ribo-
some concentration (Figure 4C).

Ribosomes Act as Crowding Agents
To further investigate the control of ribosome concentration by
mTORC1, we used in situ cryo-ET to directly visualize ribo-
somes. Briefly, we thinned vitreous frozen yeast cells by focused
ion beam (FIB) milling (Schaffer et al., 2017) and then performed

in situ cryo-ET (Albert et al., 2017; Bykov et al., 2017; Guo et al.,
2018) to produce three-dimensional images of the native cellular
environment at molecular resolution (Figures 5A, 5B, S3, S4, S5,
and S6; Videos S3 and S4). Template matching enabled us iden-
tify ribosomes within the cellular volumes with high sensitivity
(Figure S4). Subsequent subtomogram averaging produced
in situ structures of the !30 nm ribosomes and 40nm-GEMs at
11.5 Å and 26.3 Å resolutions, respectively (Figures 5C, S3,
and S4). In W303 yeast cells undergoing log phase growth, the
concentration of ribosomes in the cytoplasm was !14,000 ribo-
somes/mm3 (23 mM), whereas this concentration decreased
almost 2-fold to !8,000 ribosomes/mm3 (13 mM) when cells
were treated with rapamycin for 2 hr (Figure 5D). This corre-
sponds to a drop from ribosomes occupying !20% to !12%
of the cytosolic volume.

Ribosomes Control the Biophysical Properties of the
Cytosol
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Figure 4. mTORC1 Controls the Effective Diffusion Coefficient of 40nm-GEMs by Tuning Ribosome Concentration
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(C) Proposed model of crowding control in S. cerevisiae and HEK293 cells.

Error bars represent mean ± SEM. See also Figure S7.
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hard-sphere colloids. Thus, the equation has been successfully
used to fit the viscosity of a range of materials (Hunter and
Weeks, 2012). The Doolittle equation relates crowding to
diffusion using an exponential function of the concentration of
crowder (f), maximum possible crowding (fm), and a prefactor
z related to the strength of interaction of the tracer particle with
its surrounding microenvironment (Figure 6A; Equation 5 in the
STAR Methods).

To determine the degree of crowding in the cytoplasm under
normal conditions (f0), we manipulated crowding by rapidly
changing cell volume through osmotic shock and measured
the apparent diffusion coefficient (see Figures S7A and S7B).
We found that f0/fm is smaller for HEK293 cells (0.35 ± 0.13)
than for S. cerevisiae (0.48 ± 0.04), confirming our expectation
that HEK293 cells are less crowded than yeast. Note that this

Figure 5. In Situ Cryo-Electron Tomography
of FIB-Milled S. cerevisiae Reveals that
Ribosome Concentration Dramatically De-
creases upon mTORC1 Inhibition
(A) DMSO-treated cell.

(B) Rapamycin-treated cell. Left: slice through a

representative cryo-electron tomogram of a FIB-

milled yeast cell. The cell wall (CW), plasma mem-

brane (PM), rough endoplasmic reticulum (rER),

lipid droplets (LD), mitochondria (M), Golgi appa-

ratus (G), vacuole (V), aggregates (Agg), and one

example GEMnanoparticle are indicated. Right: 3D

segmentation of the same tomogram showing

ribosomes (cyan) and GEMs (orange). The non-

cytosolic volume is gray.

(C) Subtomogram averages of the 40nm-GEM

nanoparticles and !30 nm ribosomes from

within the cellular volumes, shown in relative pro-

portion.

(D) Cytosolic ribosome concentrations after 2 hr

DMSO (blue) and rapamycin (orange) treatment.

Concentrations were calculated from 14 DMSO-

treated and 13 rapamycin-treated cells (see Fig-

ures S5 and S6).

Error bars represent mean ± SEM. See also Figures

S3 and S4 and Videos S3 and S4.

ratio means that the cytoplasm of a cell
is not close to a glass transition, where
f0/fm would be !1. The parameter z is
roughly equivalent in both species,
perhaps suggesting that 40nm-GEMs
have similar interactions with the human
and yeast cytosol, a result most easily ex-
plained by GEMs having very little specific
interaction with their local environment.
This concordance further supports the
use of GEMs as a microrheological stan-
dard across organisms.
Once we had determined the parame-

ters f0/fm and z, we were able to
predict the effective diffusion coefficient
of GEMs as a function of ribosome
concentration (see Equation 12 in

the STAR Methods). All parameters were experimentally deter-
mined with no data fitting. We compared our prediction to
experimentally determined ribosome concentrations (Figures
5 and S7D–S7F). Our model was able to predict the effective
diffusion coefficient of GEMs for all mutants and perturbations
over a wide range of ribosome concentrations in both yeast
and mammalian cells.
We also experimentally determined the prefactor z for the

endogenous GFA1 messenger ribonucleoprotein complex
(mRNP) tagged with the PP7-GFP system. These particles are
!100 nm in diameter. Our model accurately predicted their
effective diffusion coefficient as a function of ribosome concen-
tration (Figure S7C). Therefore, our results suggest that ribo-
some concentration is a crucial determinant of the mesoscale
biophysical properties of the cytosol.
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mTORC1 Tunes Phase Separation by Controlling
Ribosome Concentration
When multivalent proteins exceed a critical nucleation concen-
tration, they can condense to form a phase separated liquid
droplet. Phase separation is tuned by multiple physicochemical
effects including the association and dissociation constants of
interaction domains, the strength of the interaction of each
molecule with the solvent, depletion attraction effects that
can entropically favor condensation (Mourão et al., 2014), and
linker solvation effects (Harmon et al., 2017). These two latter
effects depend on macromolecular crowding. Because our
results strongly linked ribosomes to cytoplasmic crowding,
we hypothesized that ribosome concentration tunes phase
separation. To test this idea, we took advantage of a synthetic
system that forms liquid droplets both in vitro and in vivo. This
system is comprised of ten repeats of the small ubiquitin-like
modifier domain (SUMO10) and six repeats of SUMO interaction
motif (SIM6). The condensation of SUMO10 and SIM6 has been
proven to be a reliable model for phase separation (Banani
et al., 2016).

We assessed the effects of ribosomes on the phase separa-
tion of SUMO10 and SIM6. Beginning in vitro, we added ribo-
somes purified from Escherichia coli over a biologically relevant
concentration range determined from our cryo-ET experiments.
We observed that the concentration of SUMO10 and SIM6 that
partitioned into the condensed liquid droplet phase (partition
coefficient) increased as ribosome concentrations increased.
Indeed, the partition coefficient was >50% higher at 23 mM ribo-
somes (the in vivo concentration in normal conditions) than at
13 mM (the in vivo concentrations after rapamycin treatment)
(Figure 7A).
Next, we expressed an in-frame fusion of SUMO10 and SIM6

(SUMO10-SIM6) in yeast and HEK293 cells to study the effects
of macromolecular crowding on phase separation in vivo. Inhibi-
tion of mTORC1 for 2 hr led to an 80% and 50% decrease in
SUMO10-SIM6 droplet area in yeast and human HEK293 cells,
respectively (Figure 7B). We were able to partially recover phase
separation in rapamycin-treated cells by using an acute osmotic
shock that reduced cell volume to an extent that restored ribo-
some concentrations to control levels (Figure 7C, orange cross-
hatched bars). The degree of phase separation is not completely
recovered by osmotic compression, perhaps because this pro-
cess cannot reach steady state before cells adapt or because
mTORC1 inhibition has effects in addition to crowding.
To avoid unknown effects that rapamycin may have in parallel

to changes in ribosome concentration, we used the yeast
deletion strains that we had previously determined to affect
molecular crowding. For each mutant, we quantified ribosome
concentration, the total concentration of SUMO10-SIM6, and
the probability of finding a SUMO10-SIM6 droplet in a cell. Inter-
estingly, we found very little correlation between phase separa-
tion and the concentration of SUMO10-SIM6. We also saw little
correlation between SUMO10-SIM6 concentration and ribosome
concentration (Figures S7G and S7H). In contrast, there was a
strong correlation (r2 = 0.96) between droplet probability and
ribosome concentration in this analysis (Figure 7D). Taken
together, these data suggest that ribosomes act as macromo-
lecular crowders that tune phase separation.

DISCUSSION

Recent work has reported dramatic changes in cytoplasmic
rheology in response to changes in cellular energy state and
metabolism. For example, depletion of ATP in E. coli leads to a
glass transition that greatly reduces macromolecular mobility
(Parry et al., 2014), and glucose starvation in yeast leads to
decreases in cytoplasmic pH that lead to a gel transition in the
cytosol (Munder et al., 2016b). All of these responses increase
the viscosity of the cytosol. In contrast, we show that inhibition
of mTORC1 decreases cytosolic viscosity. Using GEM nanopar-
ticles, we were able to determine the mechanism for this
biophysical change. Ribosome concentration dominates the
rheological properties of the cytoplasm at the mesoscale of
tens to hundreds of nanometers. mTORC1 both drives ribosome
biogenesis and decreases degradation through inhibition of
autophagy (Zoncu et al., 2011). Therefore, mTORC1 regulates
the physical properties of the cytoplasm by tuning the concen-
tration of ribosomes.

A

B C

Figure 6. A Physical Model of the Cytosol Accurately Predicts
Diffusion as a Function of Ribosome Concentration
(A) The phenomenological Doolittle equation describes the effective diffusion

coefficient of particles as a function of excluded volume, the volume of the

cytoplasm occupied by macromolecules.
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• Osmotic compression reduces signalling in Yeast
• Volume recovery is associated with restauration of signalling

typical timescale of a diffusion limited reaction should scale as
eαϕ/ϕ. This scaling is in good agreement with our measurements
(see the fitting curve in Figs. 2 F and 4 J and Fig. S4 ). This
suggests that osmotically compressed yeast cells behave as soft
colloids and undergo a glassy transition under too-severe
compression. This also supports our hypothesis that osmotic
compression leads to a decrease in the mobility of proteins in
the cytoplasm, because of an increase in molecular crowding.
Our results emphasize the importance of molecular crowding,
induced by hyperosmotic compression in our experiments, in
determining the kinetics of biochemical reactions within cells.
Recently, Dill et al. (1) outlined that cellular function should

be analyzed within the context of the mechanical and thermo-
dynamic constraints exerted by the environment. Dill et al.
argued that an optimal protein density must exist, which origi-
nates from the competition between the two counteracting
effects discussed at the beginning of this article: increasing
molecular crowding enhances the rate of biochemical reactions
but only up to the point where the negative effects of molecular
crowding on protein diffusion become dominant. Our results in
living cells support this view. We hypothesize that the size of
cells was determined by evolution, so that cells usually function
at a protein density that enables them to resist mild and sudden
changes in osmolarity. Thus, the total protein density is likely to
be smaller than the optimum proposed by Dill et al., because
cells with too high of a protein density would be at risk for the
complete arrest of key cellular processes upon sudden osmotic
shock: a behavior obviously not favored by evolution. Our
results outline why the protein density, or the cell volume, must
be regulated in order for cells to function properly. We propose
that the effects of molecular crowding should be taken into
account when considering the biological (gene networks, sig-
naling) and physical (cellular mechanics) properties that con-
strain cellular dynamics.

Materials and Methods
Yeast Strains and Maintenance. Cultures were maintained in YPD medium [1%
yeast extract (Difco; 0127-17), 2% Bacto Peptone (Difco; 0118-17), 2% glucose
(VWR; 24379.294)] or in Synthetic Complete (SC) medium (0.67% yeast nitrogen
base without amino acids; Fisher; W1706W), 2% glucose (VWR; 24379.294), and
0.08% Complete Supplement Mixture dropout mixture (MP Biomedicals;
114500012). Cells were grown overnight at 30 °C in SC, reinoculated into fresh
SC, and grown at 30 °C for 4–6 h before microscopy. See Tables S1 and S2 for
details on the yeast strains. Details on the preparation of protein extracts and
Western blotting are given in SI Materials and Methods.

Sudden Osmotic Stimulation. Perfusion chamber gaskets from Invitrogen (4
chambers, 19 mm × 6 mm, 80 μL; C-18128) were used as an inexpensive and
simple system to switch the cells from one environment to another. A solu-
tion of Con A (2 mg/mL; MP Biomedicals; 2150710.2) was added into the
chamber, and, after 15 min of incubation, yeast cells were injected and
allowed 10–15 min to adhere to the coverslip before starting the experiment.

Microscopy and Image Analysis. The cells were observed using an Olympus
IX81 inverted fluorescent microscope with a QuantEM 512SC camera and
a 100×/1.40 NA immersion oil objective. GFP emission was visualized at
528 nm (38-nm bandwidth) upon excitation at 490 nm (20-nm bandwidth);
mCherry was visualized at 617 nm (73-nm bandwidth) upon excitation at 555 nm
(28-nm bandwidth). Images were acquired using MetaMorph software
(Molecular Devices), and image analysis was performed with ImageJ (46).
The fluorescence intensity of transcription factors in the nucleus was
obtained by measuring the intensity of GFP colocalized with the nuclear
marker Htb2p-mCherry. We removed the background from the GFP channel
(rolling ball method with a radius of 200 pixels), applied a Gaussian blur (1
pixel) to reduce noise, found a threshold to separate the cells from the
background (Otsu thresholding), and segmented the cells using the
“analyze particles” and “watershed” plugins of ImageJ. We computed the
relative nuclear intensity as [GFP(nucleus) − GFP(cytoplasm)]/GFP(cytoplasm)
and renormalized all cells by subtracting the value for first measurement
performed before osmotic compression. The area of the cell was measured
by fitting ellipses to the contour of the cells. From the cell area, we com-
puted the equivalent cell volume assuming that cells are spheres with

Fig. 5. Signaling-cascade dynamics are immediately restored upon recovery of the cell volume. (A) Principle of signaling activation by volume recovery. Cells are
stressed and, at the same time, osmotically compressed by severe osmotic stress (3 M sorbitol). The osmotic compression was then relaxed by a return to a lower
osmotic stress conditions, and we investigated whether the cells could detect and respond to the chemical stress that was still present in the cells’ environment. (B–
F) Time courses of the nuclear localization of Hog1p (B), Msn2p (C), Crz1p (D), Mig1p (E), and Yap1p (F) under these experimental conditions. As soon as the
volume of the cell was restored, the studied signaling cascades could function normally, as indicated by nuclear localization of their respective transcription factors.
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• Excessive cell growth causes cytoplasm dilution and contributes to senescence

• This is due to uncoupling between protein synthesis and cell volume increase

Article

Excessive Cell Growth Causes Cytoplasm Dilution
And Contributes to Senescence

Graphical Abstract

Highlights
d Deviation from normal cell size interferes with cell function

and proliferation

d DNA becomes limiting for cell function if cells grow too large

d Uncoupling of protein synthesis and volume causes

cytoplasm dilution in big cells

d Excessive cell growth contributes to functional decline in

senescence

Authors
Gabriel E. Neurohr, Rachel L. Terry,

Jette Lengefeld, ..., Folkert J. vanWerven,

Liam J. Holt, Angelika Amon

Correspondence
angelika@mit.edu

In Brief
Optimal cell function requires

maintenance of a narrow range of

DNA:cytoplasm ratios and when cell size

exceeds this ratio cytoplasmic dilution

contributes to senescence

Neurohr et al., 2019, Cell 176, 1083–1097
February 21, 2019 ª 2019 The Author(s). Published by Elsevier Inc.
https://doi.org/10.1016/j.cell.2019.01.018

G. Neurohr et al. L. Holt and A. Amon, 2019, Cell 176, 1083–1097,  

2. Long term regulation by protein synthesis 



Thomas LECUIT   2020-2021
45

• Excessive cell volume growth reduces protein density

prevents actin polarization and allows cells to grow large (Fig-
ure S3A and S3B; (Goranov et al., 2013)). Upon release from
the pheromone-induced G1 arrest, bni1D cells exhibited cell-cy-
cle delays comparable to those observed in cells grown large
due to inactivation of CDC28 (Figures S3C and S3D). Impor-
tantly, restricting growth during the arrest by limiting glucose
suppressed these cell-cycle defects (Figures S3C and S3D).
Based on results obtained with three different methods to
generate large cells, we conclude that increased cell size affects
all cell-cycle stages analyzed.

Checkpoint Activation Delays Cell-Cycle Progression in
Oversized Cells
What causes the S phase and mitosis defects in large cells? We
hypothesized that DNA replication and/or attachment of chro-
mosomes to the spindle were defective in large cells leading to
activation of the DNA damage and spindle assembly check-
points (SAC), respectively. Indeed, deletion of the DNA damage
checkpoint gene RAD9 and the SAC gene MAD2 either individ-
ually or in combination partially suppressed themetaphase delay
of large cells (Figures 1G and 1H). We conclude that cell-cycle
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Figure 1. Large Cell Size Impairs Cell Proliferation
(A) Left: Logarithmically growing cdc28-13 cells were shifted to 37!C under the indicated growth conditions (CHX = cycloheximide) and volume was determined

using a coulter counter. Right: Representative images of a cell before and 6 h after shift to 37!C grown in 2% glucose.

(B) 10-fold serial dilutions of cdc28-13 cells arrested at 37!C as indicated were plated and grown at 25!C. (C–H) cdc28-13 cells expressing Whi5-tdTomato and

Spc42-GFP (C–E, G, H) or CLN2pr-GFP (F) were arrested at 37!C under the indicated conditions. Cells were shifted to medium containing 2% glucose lacking

drugs at 25!C and cell-cycle progression was monitored. Asterisks indicate p < 0.05 (Mann-Whitney U test).

See also Figures S1, S2, S3.
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• Continued cell growth in cell cycle arrested mutant Yeast cells 
    (cdc28 mutants)

G. Neurohr et al. L. Holt and A. Amon, 2019, Cell 176, 1083–1097,  

• Growth rate is initially proportional to cell volume 
(ie. exponential)

• But once cell size is too large, growth is linear. 

• Total protein synthesis increases in exponential phase 
but decreases once volume is 300fl. 

• Meanwhile volume growth continues (by water flux) 
• Lack of scaling of protein to volume beyond a certain 

volume

density decreased in large cells as judged by single cell mea-
surements using a suspended micro channel resonator (Fig-
ure 3H, Bryan et al., 2010; Son et al., 2015). Cell density declined
to 60%of its initial value (relative to the baseline density of water)

during a 7 h G1 arrest. This decrease in density dramatically ex-
ceeds previously reported fluctuations in cell density that occur
during the cell cycle (Baldwin and Kubitschek, 1984; Bryan et al.,
2010; Hartwell, 1970). Yeast dry mass is composed of roughly
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Figure 3. Macromolecule Biosynthesis Does Not Scale with Cell Size
(A–C) Newborn cdc28-13 cells were collected by centrifugal elutriation and arrested at 37!C. (A) Cell volume determined on a coulter counter and (B) growth rate

in 4 biological replicates. (C) Volume excluding the vacuole was measured on serial sections of cells expressing Pgk1-mCherry. In an independent experiment,

total protein content per cell was determined by Comassie staining of total protein on SDS-PAGE. Soluble protein was determined by Bradford assay in cell

lysates prepared without detergent. Total RNA content was measured on a spectrophotometer.

(D–G) Logarithmically growing cdc28-13 cells were arrested at 37!C. (D, E) Cells were fixed and total protein was stained using an amine reactive dye and

analyzed by flow cytometry. Cell volume was determined as in (C). (F, G) Cells expressing 10 different mCherry- and GFP- fusion proteins were arrested at 37!C

for 3 h and 6 h. Representative images in (F). Mean fluorescence intensity in the cytoplasm in (G).

(H) Cell volume and density of individual cells arrested in G1 determined on an SMR.

See also Figure S5.
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density decreased in large cells as judged by single cell mea-
surements using a suspended micro channel resonator (Fig-
ure 3H, Bryan et al., 2010; Son et al., 2015). Cell density declined
to 60%of its initial value (relative to the baseline density of water)

during a 7 h G1 arrest. This decrease in density dramatically ex-
ceeds previously reported fluctuations in cell density that occur
during the cell cycle (Baldwin and Kubitschek, 1984; Bryan et al.,
2010; Hartwell, 1970). Yeast dry mass is composed of roughly
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Figure 3. Macromolecule Biosynthesis Does Not Scale with Cell Size
(A–C) Newborn cdc28-13 cells were collected by centrifugal elutriation and arrested at 37!C. (A) Cell volume determined on a coulter counter and (B) growth rate

in 4 biological replicates. (C) Volume excluding the vacuole was measured on serial sections of cells expressing Pgk1-mCherry. In an independent experiment,

total protein content per cell was determined by Comassie staining of total protein on SDS-PAGE. Soluble protein was determined by Bradford assay in cell

lysates prepared without detergent. Total RNA content was measured on a spectrophotometer.

(D–G) Logarithmically growing cdc28-13 cells were arrested at 37!C. (D, E) Cells were fixed and total protein was stained using an amine reactive dye and

analyzed by flow cytometry. Cell volume was determined as in (C). (F, G) Cells expressing 10 different mCherry- and GFP- fusion proteins were arrested at 37!C

for 3 h and 6 h. Representative images in (F). Mean fluorescence intensity in the cytoplasm in (G).

(H) Cell volume and density of individual cells arrested in G1 determined on an SMR.

See also Figure S5.
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density decreased in large cells as judged by single cell mea-
surements using a suspended micro channel resonator (Fig-
ure 3H, Bryan et al., 2010; Son et al., 2015). Cell density declined
to 60%of its initial value (relative to the baseline density of water)

during a 7 h G1 arrest. This decrease in density dramatically ex-
ceeds previously reported fluctuations in cell density that occur
during the cell cycle (Baldwin and Kubitschek, 1984; Bryan et al.,
2010; Hartwell, 1970). Yeast dry mass is composed of roughly
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Figure 3. Macromolecule Biosynthesis Does Not Scale with Cell Size
(A–C) Newborn cdc28-13 cells were collected by centrifugal elutriation and arrested at 37!C. (A) Cell volume determined on a coulter counter and (B) growth rate

in 4 biological replicates. (C) Volume excluding the vacuole was measured on serial sections of cells expressing Pgk1-mCherry. In an independent experiment,

total protein content per cell was determined by Comassie staining of total protein on SDS-PAGE. Soluble protein was determined by Bradford assay in cell

lysates prepared without detergent. Total RNA content was measured on a spectrophotometer.

(D–G) Logarithmically growing cdc28-13 cells were arrested at 37!C. (D, E) Cells were fixed and total protein was stained using an amine reactive dye and

analyzed by flow cytometry. Cell volume was determined as in (C). (F, G) Cells expressing 10 different mCherry- and GFP- fusion proteins were arrested at 37!C

for 3 h and 6 h. Representative images in (F). Mean fluorescence intensity in the cytoplasm in (G).

(H) Cell volume and density of individual cells arrested in G1 determined on an SMR.

See also Figure S5.
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• In large cells, DNA becomes limiting for transcriptional and translational machinery

50% protein, 30% carbohydrates (mostly cell wall), 10% RNA,
and 7% lipids and inorganic molecules (Fonseca et al., 2007).
When vacuolar volume is included, total protein concentration
drops by 53% from its initial value during a 6 h G1 arrest, and
RNA concentration by 68%. This predicts a decrease in total
cell density by 33%. We measured a 36% drop in cell density.
The decrease in RNA and protein concentration can therefore
largely explain the decrease in density observed in large cells;
substantial loss of carbohydrates and lipids does not appear
to occur.

General Transcription and Translation Factors Do Not
Scale with Cell Size
Are all RNAs and proteins affected equally by large cells’ inability
to scale RNA and protein production with cell volume? To
address this question, we performed transcriptome and prote-
ome analyses on differently sized G1- arrested cdc28-13 cells.
We found that during the first 3 h of the G1 arrest, levels of indi-
vidual mRNAs increased proportionally with cell volume (Fig-
ure 4A). Gene expression therefore increases coordinately as
previously reported in S. pombe (Zhurinsky et al., 2010). By 6 h
of G1 arrest however, scaling of most (> 90%) transcripts had
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Figure 4. RNASeq and Mass Spec Analysis
of Oversized Cells
Small cdc28-13 cells were isolated by centrifugal

elutriation and arrested in G1 at 37!C.

(A–C) RNA Seq of a constant number of arrested

S. cerevisiae cells of different sizes mixed

with a constant number of exponentially growing

C. albicans cells before RNA purification.

S. cerevisiae reads were normalized to total

C. albicans reads (Units are fragments per kb per

million C. albicans reads). RNA levels of cells

arrested for 3 h (A) and 6 h (B) at 37!C were

compared toRNAsof cells arrested for 1h. (C)Gene

set enrichment analysis (GSEA) was performed

comparing RNA expression levels from cells ar-

rested for 2 h,2.5hand3h toexpression levels from

cells arrested for 4.5 h, 5 h and 6 h at 37!C. False

discovery rates are indicated in brackets.

(D and E) Proteome of equal numbers of cdc28-13

cells arrested for 1 h, 3 h, 5 h and 7 h at 37!C was

analyzed. 1 h, 3 h and 5 h arrest points were

analyzed in triplicate, the 7 h arrest point in

duplicate. 3 h (D) and 7 h (E) time point were

compared to the 1 h arrest point.

(F) GSEA analysis comparing the 3 h and 5 h time

points. The gray line in A-B, D-E indicates where

individual data points would fall if gene expression

level increased proportional to cell volume

(excluding vacuole) increase.

See also Figure S6 and Tables S2, S3.

ceased (Figure 4B). Gene set enrichment
analysis (GSEA, Subramanian et al.,
2005) revealed that expression of compo-
nents of the general transcription and
translation machinery did not scale with
cell volume. RNAs encoding components
of all three RNA polymerases and their

cofactors, chromatin remodeling factors important for transcrip-
tion, and RNAs encoding factors important for ribosome biogen-
esis and translation were all underrepresented in large cells (Fig-
ure 4C). These data suggest that the general transcription and
translation machineries become limiting in large cells. Two addi-
tional observations support this conclusion. First, large cells are
sensitive to the pan-RNA polymerase inhibitor Thiolutin (Fig-
ure S5G). Second, many of the genes whose transcripts are
selectively lost in large cells are haploinsufficient (Deutschbauer
et al., 2005), an indication of these genes being limiting for cell
growth and proliferation.
Quantitative proteomic analysis using the tandem mass tag

(TMT) multiplexing approach (McAlister et al., 2012) comparing
cdc28-13 cells arrested in G1 for 1 h, 3 h, 5 h and 7 h confirmed
that total protein concentration decreased in large cells. Quan-
tification of over 3,800 proteins across the four conditions in
triplicate (except the 7 h time point, which was performed in
duplicate) showed that while protein content scaled between
the 1 h and 3 h arrest points, this was not the case when
comparing the 1 h and the 7 h time points (Figures 4D and
4E). During the 7 h arrest, total cytoplasmic and nuclear volume
increased 9.4-fold (gray line Figure 4E) but total cellular protein
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• Lack of scaling between volume 
increase and protein synthesis 
due to rate limiting 
transcriptional and translational 
machinery

not due to de-repression of the silenced mating type locus HML
because impaired induction of pheromone responsive genes
was observed in old cells in which the HML locus was deleted.
Similarly, and like oversized young yeast cells, aged yeast cells
were defective in inducing transcription from theGAL1 promoter
(Figures 6D–6F). We conclude that old yeast cells grow to a size
at which cytoplasm dilution starts to occur. Consistent with this
observation old cells display the same functional defects as
oversized young cells.
To move beyond this correlative analysis, we next asked

whether increasing cell size was sufficient to limit lifespan. To
avoid Cdc28-13 becoming limiting, we used a strain that ex-

pressed the protein from the GPD1 promoter. GPD1-cdc28-13
cells released from a 2 h G1 block had an average lifespan of
13 generations. Extending the arrest to 6 h reduced the lifespan
to 7 generations (Figure 6G). This finding is consistent with pre-
vious observations showing that prolonged G1 arrest decreases
lifespan (Yang et al., 2011). Importantly, preventing cell volume
increase during the G1 arrest, with either cycloheximide or low
levels of glucose, restored average lifespan to 13 and 9 genera-
tions, respectively. This result demonstrates that an excessive
increase in cell size is sufficient to reduce lifespan. We propose
that large cell size contributes to multiple phenotypes observed
in aged cells. However, we note that cells arrested in G1 for 6 h
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Figure 5. Low DNA:cytoplasm ratio causes large cell phenotypes
(A–C) Haploid (1n) and diploid (2n) cdc28-13 cells expressing Whi5-tdTomato were arrested for different times in G1 to reach an equal cell size (arrest times: 1n:

3 h 30 min, 6 h 15 min; 2n: 2 h 15, 3 h 30 min). Cells were shifted to 25!C and imaged.

(D and E) Haploid and diploid cdc28-13 cells expressing GAL1pr-GFP were arrested in raffinose for different amounts of time for cells to reach the same size

(arrest times: 1n: 1 h, 4 h, 6 h; 2n: 1 h 30, 3 h, 5 h). GAL1pr-GFP was induced by addition of 1% galactose and GFP expression analyzed by FACS 3 h after

galactose addition.

(F and G) haploid (MATa) and diploid (MATa/alphaD) cdc28-13 cells were arrested for different amounts of time for cells to reach the same size (arrest times: 1n:

1 h 20 min, 3 h 45 min, 6 h 15 min; 2n: 1 h 20 min, 2 h 20 min, 3 h 45 min, 6 h 15 min) and exposed to alpha factor for 5 min to analyze Fus3 phosphorylation.

See also Figure S7.
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• Impact of DNA/cytoplasmic ratio:
• haploid (n) and diploid (2n) cdc48 

mutants cells of similar size (using 
different duration of G1 arrest) were 
compared. 

• Background: cdc48 mutant (arrest in 
G1) fail to respond properly to 
Galactose addition (Gal1 expression) 
or exposure to hormone (alpha 
factor)

• Large cell phenotype was observed in 
diploid cells at twice the size as 
haploid cells. 
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Figure 2. Inducible Transcription Is Impaired in Oversized Cells
(A–D) Imaging of cells released from a cdc28-13 block expressing Whi5-tdTomato and (A, B) CLN2pr-GFP or (C, D) CLB2pr-GFP into medium containing 2%

glucose lacking drugs. Mean GFP intensities were measured onmaximal projections and corrected for background and autofluorescence. (A) Traces are aligned

when nuclear export of Whi5 was completed. Asterisks indicate p < 0.05 (Mann-Whitney U test). (E–G) cdc28-4 cells were arrested at 35!C as indicated and

transcription was induced by addition of galactose or alpha factor (aF). mRNA concentration was determined by (E, F) RT-qPCR relative to ACT1mRNA or by (G)

microarray analysis 0 min and 40min after aF exposure. Genes inducedmore than 4-fold in wild-type cells were quantified (27 genes). Asterisks indicate p < 0.01

(Wilcoxonmatched-pairs signed rank test). (H) Chromatin immuno-precipitation before and 30min after galactose addition in arrested cdc28-13 cells, expressing

either Gal4-3V5 or 3V5-Gal80. (I) Western blot of phosphorylated Fus3 (P-Fus3) and total Fus3 in cdc28-4 G1 arrested cells 15 min after pheromone exposure.

Kar2 was used as a loading control. Asterisks mark P-Fus3 and Fus3. Note: Fus3 phosphorylation occurs most efficiently during G1. Fus3-P in asynchronously

growing cells (lane 3) is therefore lower than in small G1 arrested cells (2 h arrest, lane 4).

See also Figure S4 and Table S1.
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50% protein, 30% carbohydrates (mostly cell wall), 10% RNA,
and 7% lipids and inorganic molecules (Fonseca et al., 2007).
When vacuolar volume is included, total protein concentration
drops by 53% from its initial value during a 6 h G1 arrest, and
RNA concentration by 68%. This predicts a decrease in total
cell density by 33%. We measured a 36% drop in cell density.
The decrease in RNA and protein concentration can therefore
largely explain the decrease in density observed in large cells;
substantial loss of carbohydrates and lipids does not appear
to occur.

General Transcription and Translation Factors Do Not
Scale with Cell Size
Are all RNAs and proteins affected equally by large cells’ inability
to scale RNA and protein production with cell volume? To
address this question, we performed transcriptome and prote-
ome analyses on differently sized G1- arrested cdc28-13 cells.
We found that during the first 3 h of the G1 arrest, levels of indi-
vidual mRNAs increased proportionally with cell volume (Fig-
ure 4A). Gene expression therefore increases coordinately as
previously reported in S. pombe (Zhurinsky et al., 2010). By 6 h
of G1 arrest however, scaling of most (> 90%) transcripts had
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Figure 4. RNASeq and Mass Spec Analysis
of Oversized Cells
Small cdc28-13 cells were isolated by centrifugal

elutriation and arrested in G1 at 37!C.

(A–C) RNA Seq of a constant number of arrested

S. cerevisiae cells of different sizes mixed

with a constant number of exponentially growing

C. albicans cells before RNA purification.

S. cerevisiae reads were normalized to total

C. albicans reads (Units are fragments per kb per

million C. albicans reads). RNA levels of cells

arrested for 3 h (A) and 6 h (B) at 37!C were

compared toRNAsof cells arrested for 1h. (C)Gene

set enrichment analysis (GSEA) was performed

comparing RNA expression levels from cells ar-

rested for 2 h,2.5hand3h toexpression levels from

cells arrested for 4.5 h, 5 h and 6 h at 37!C. False

discovery rates are indicated in brackets.

(D and E) Proteome of equal numbers of cdc28-13

cells arrested for 1 h, 3 h, 5 h and 7 h at 37!C was

analyzed. 1 h, 3 h and 5 h arrest points were

analyzed in triplicate, the 7 h arrest point in

duplicate. 3 h (D) and 7 h (E) time point were

compared to the 1 h arrest point.

(F) GSEA analysis comparing the 3 h and 5 h time

points. The gray line in A-B, D-E indicates where

individual data points would fall if gene expression

level increased proportional to cell volume

(excluding vacuole) increase.

See also Figure S6 and Tables S2, S3.

ceased (Figure 4B). Gene set enrichment
analysis (GSEA, Subramanian et al.,
2005) revealed that expression of compo-
nents of the general transcription and
translation machinery did not scale with
cell volume. RNAs encoding components
of all three RNA polymerases and their

cofactors, chromatin remodeling factors important for transcrip-
tion, and RNAs encoding factors important for ribosome biogen-
esis and translation were all underrepresented in large cells (Fig-
ure 4C). These data suggest that the general transcription and
translation machineries become limiting in large cells. Two addi-
tional observations support this conclusion. First, large cells are
sensitive to the pan-RNA polymerase inhibitor Thiolutin (Fig-
ure S5G). Second, many of the genes whose transcripts are
selectively lost in large cells are haploinsufficient (Deutschbauer
et al., 2005), an indication of these genes being limiting for cell
growth and proliferation.
Quantitative proteomic analysis using the tandem mass tag

(TMT) multiplexing approach (McAlister et al., 2012) comparing
cdc28-13 cells arrested in G1 for 1 h, 3 h, 5 h and 7 h confirmed
that total protein concentration decreased in large cells. Quan-
tification of over 3,800 proteins across the four conditions in
triplicate (except the 7 h time point, which was performed in
duplicate) showed that while protein content scaled between
the 1 h and 3 h arrest points, this was not the case when
comparing the 1 h and the 7 h time points (Figures 4D and
4E). During the 7 h arrest, total cytoplasmic and nuclear volume
increased 9.4-fold (gray line Figure 4E) but total cellular protein
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Cell growth rate is limited by kinetics of  
transcription and ribosome synthesis

Thomas LECUIT   2019-2020

• As a cell grows, the nucleus becomes very small with respect to cell volume: 
— transcriptional capacity becomes limited (mRNA and rRNA)

• The translational capacity scales with cell cytoplasmic volume provided that
     ribosomal density remains constant

• But the assembly of ribosomes relies on rRNA transcription

• Time scale to double transcripts in a cell:
— at maximum polymerase loading a gene produces new transcript every 2 s
(1 polymerase every 60 nucleotides, rate of elongation of on average 30nt/s)

—100.000 to 1000.000 mRNAs and few 1.000.000 rRNAs  
Some transcripts are present in a few thousand copies

—Doubling the amount of these transcripts can take 
several hours for a haploid genome

• Nurturing massive cell growth:

—some cells (oocyte) grow about 100.000 times in volume
—this would take >2000 days for haploid genome: polyploidy/multinucleation as a widespread solution 

47

• Amplification of rRNAs (tandem arrays) to support large scale and fast assembly kinetics of ribosomes.
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Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  

3. 10   ATP/cell/s     3.10    W7 -12~ 
1 Glucose 32 ATP 

of 0.1 per hour was assumed throughout. Cell-division times were
taken to be the minima observed in each species, standardized to
20° C; all other details are outlined in SI Appendix. In the fol-
lowing, we will refer to the fractional costs of genes (relative to the
total cellular energy budget) at the genome, transcript, protein,
and cumulative cost levels as sDNA, sRNA, sPRO, and sc.
For the bacterium Escherichia coli, sc falls in the range of 10−7

to 10−3 for almost all genes (with absolute costs of 103 to 108 P),
far above the likely minimum values that can be perceived by
selection in this large-Ne species (Fig. 3). If such genes were to
find themselves in an environment where their functions were no
longer useful, inactivating mutations would be strongly selected
for. Within eukaryotes, small peaks of lowly expressed (and perhaps
misannotated) genes exist with roughly the same absolute costs of
E. coli genes. However, most eukaryotic genes have total absolute
costs exceeding 106 P, with substantial fractions in multicellular
species falling in the range >108 P. For many genes in yeast and a
substantial fraction in Caenorhabditis elegans and Arabidopsis thali-
ana, sc is sufficiently large for a gene to be opposed by selection if it
had few added benefits (e.g., a redundant gene duplicate). The
major contribution that pushes sc past the drift barrier in eukaryotes
is the cost of translation. Most values of sDNA and sRNA in multi-
cellular species are below the threshold for efficient selection.
For an additional 31 bacterial and 13 unicellular eukaryotes

with annotated genomes, sufficient data exist on cell volumes and
cell-division times to estimate lifetime energy requirements using
Eqs. 1a–1c. In the absence of direct information on the single-cell
concentrations of gene-specific mRNAs and proteins in this subset
of species, we used existing gene annotations and genome se-
quences to compute species-specific costs of an average gene, re-
lying on the expected average numbers of mRNA and protein
molecules per gene extrapolated from the functions in Fig. 2 and
the decay rates noted above.
Three general conclusions can be drawn from this extended

dataset. First, there is a consistent ranking of sDNA < sRNA < sPRO,
with a one to two order of magnitude increase from the former
to the latter (Fig. 4). Second, average estimates of all three cost
measures in bacteria are generally substantially greater than
those in eukaryotes, and in most cases are likely large enough to

be opposed by selection. For eukaryotes, the chromosome-level
costs are generally too low to be detectable by selection, and this
is also true in many cases for the average transcription-level costs,
confirming the suggestion that gene-sized insertions in large eu-
karyotes will typically be effectively neutral from a bioenergetic
perspective unless they are translated. Third, within both bacteria
and eukaryotes, there is a substantial negative scaling of all three
levels of cost with cell volume. Although there is almost no overlap
in cell volumes between these two groups, it is clear that there is
continuity in the scaling of data across groups. These general
conclusions still hold for cells growing substantially below maxi-
mum rates (SI Appendix).

Discussion
A central goal of evolutionary genomics is to understand the
mechanisms responsible for the massive expansion in genome
size and gene structural complexity from prokaryotes to unicellular
eukaryotes to multicellular species, most of which results from the
colonization of noncoding DNA. Most exogenous DNA is hazard-
ous in the sense that it increases the ways in which an associated
gene can be rendered nonfunctional by mutation (e.g., by altering
gene regulation, intron splicing, and/or translation-initiation sites)
(2). However, all genes also impose a baseline energetic cost on a
cell via the demands at the DNA, RNA, and protein levels (6, 7).
These costs are relevant because the long-term preservation of a
gene by natural selection requires that its phenotypic benefits ex-
ceed the energetic costs to a large enough extent to offset the power
of random genetic drift.
Letting sa be the adaptive advantage of a stretch of DNA, and

sc be the loss of fitness induced by the total energetic costs, the
net selective advantage of a DNA segment is

sn = sa − sc. [5]

Basic evolutionary theory indicates that the absolute value of the
net advantage sn must be greater than 1=Ne in a haploid species
[and 1=ð2NeÞ in a diploid] to be readily perceived by natural
selection. If, for example, the insertion of a segment of DNA
provides no immediate phenotypic advantage nor any significant
mutational disadvantage, so sa ’ 0, it will nevertheless be essentially
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Fig. 3. Distribution of energy costs for the full sets of annotated genes in
one bacterium (E. coli) and four eukaryotic species (Saccharomyces cerevisiae,
C. elegans, and A. thaliana). The bottom axis shows the absolute costs in ATP
units, and the upper axis shows the corresponding costs as the fraction of the
cell’s lifetime energy budget. The dashed vertical lines denote key positions
below which the energy cost is expected to be too low to be opposed by se-
lection (in the absence of any additional advantages for the gene); for genes
to the left of a particular vertical bar (with logarithmic value x on the upper
axis), the energetic cost would be effectively neutral if the effective population
size (Ne) were >10−x. The three vertical lines in each plot provide the ap-
proximate range in which Ne is likely to reside for species in the same broad
taxonomic categories as the characterized species (2).
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Fig. 4. Fractional costs of average genes in bacteria and unicellular eu-
karyotes (relative to total cellular energy budgets), subdivided into compo-
nents at the level of replication, transcription, and translation.

15694 | www.pnas.org/cgi/doi/10.1073/pnas.1514974112 Lynch and Marinov

• Total cell energy budget is mostly used for protein synthesis

• Metabolism (especially glycolysis proteins) and 
Ribosomes are the most part of the proteome

   

M Lynch and  G. Marinov (2015) PNAS 112: 15690–15695 
www.pnas.org/cgi/doi/10.1073/pnas.1514974112 

Liebmeister et al, R. Milo. PNAS (2013) 
www.pnas.org/cgi/doi/10.1073/pnas.1314810111 
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— Energetic cost

2. Long term regulation by protein synthesis 
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• Protein concentration is constant through the cell cycle in different mammalian cell cultures
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of the individual cells were plotted against the experimentally determined 
age of the respective cells. The measured cells were pooled into 9 age groups 
in which each group represented a time interval of 2.25 hr. The last age 
group was composed of cells with a mean age equal to the mean generation 

Fig. 2. 

Fig. l.-Feulgen DNA content plotted against interphase time. The points are means of dupli- 
cated measurements on 39 to 129 cells; 95 per cent confidence intervals of the mean are shown. 

Fig. 2.-RNA content (total non-DNA extinction at 2650 A) plotted against interphase time. The 
points are means of duplicated measurements on 26 to 101 cells; 95 per cent confidence intervals 
of the mean are shown. 
Fig. 3.-Dry mass content plotted against interphase time. The points are means of duplicated 
measurements on 23 to 67 cells; 95 per cent confidence intervals of the mean are shown. 

time of the population. In this way, cells younger than 20.5 hr, i.e. about 
95 per cent of the population, were included in the construction of the synthe- 
sis curves. The mean values of cellular DNA, RNA and mass were calculated 
for each age group and plotted against the mean cell age of that group. The 
synthesis curves obtained in this way will thus characterize the time course 
of DNA, RNA and mass synthesis in the average cell of the growing popula- 
tion. Figs. l-3 show that the mode of DNA synthesis is markedly different 
from the mode of RNA and mass synthesis. RNA and mass are synthesized 
during the whole of interphase, while DNA is only synthesized during part 
of interphase, the S period. The length of the S period was 6 hr. DNA seems 
to be synthesized at a constant rate. The CT 1 period (preceding DNA synthesis) 
and the G2 period (following DNA synthesis) were 8 and 5 hr long, respec- 

Experimental Cell Research 38 

• DNA, RNA and protein content doubles during interphase (growth phase)

D. Killander and A. Zetterberg. Experimental Cell Research 40, 12-21) (1965) 
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• A theoretical model explaining the empirical scaling of proteins and 
RNAs to exponentially growing cell volume during cell growth

effective gene copy number also accounts for promoter strength

Despite the noisy nature of gene expression1–6 , various
aspects of single cell dynamics, such as volume growth,
are effectively deterministic. Recent single-cell measure-

ments show that the growth of cell volume is often exponential.
These include bacteria7 –10 , archaea11, budding yeast10 ,12–15 and
mammalian cells10 ,16 . Moreover, the mRNA and protein numbers
are often proportional to the cell volume throughout the cell
cycle: the homeostasis of mRNA concentration and protein
concentration is maintained in an exponentially growing cell
volume with variable genome copy number17 –22. The exponential
growths of mRNA and protein number indicate dynamical
transcription and translation rates proportional to the cell
volume, rather than the genome copy number. However, current
gene expression models often assume constant transcription rate
per gene and constant translation rate per mRNA (constant rate
model)1,5 ,23–25 . Assuming a finite degradation rate of mRNAs
and non-degradable proteins, these models lead to a constant
mRNA number proportional to the gene copy number and linear
growth of protein number26 –28 , incompatible with the pro-
portionality of mRNA and protein number to the exponentially
growing cell volume.

Since the cell volume, protein copy number and mRNA copy
number grow exponentially throughout the cell cycle, one may
expect a sufficient condition to achieve a constant concentration
is to let them grow with the same exponential growth rate.
However, mathematical analysis suggests this is insufficient. Let
us consider the logarithm of protein concentration c, which can
be written as ln(c)= ln(p)− ln(V). Here p is the protein number
and V is the cell volume. If one assumes the protein number and
the cell volume grow exponentially but independently, with time-
dependent exponential growth rates λp(t) and λv(t) respectively,
the time derivative of the logarithm of concentration then obeys
d ln(c)/dt ~ λp(t)− λv(t). Even when the time-averaged growth
rates of protein number and cell volume are equal,
hλpðtÞi ¼ hλvðtÞi, any fluctuations in the difference between them
will accumulate and lead to a random walk behavior of the
logarithm of concentration. The homeostasis of protein and
mRNA concentrations implies that there must be a regulatory
mechanism in place to prevent the accumulation of noise over
time.

The main goal of this work is to identify such a mechanism by
developing a coarse-grained model taking into account cell
volume growth explicitly. Specially, we only consider con-
tinuously proliferating cells and do not take account of non-
growing cells, e.g., bacterial cells in stationary phase29 . The ubi-
quity of homeostasis suggests that the global machinery of gene
expression, RNA polymerases (RNAPs) and ribosomes, should
play a central role within the model. Based on the assumption
that the number of ribosomes is the limiting factor in translation,
we find that the exponential growth of cell volume and protein
number originates from the auto-catalytic nature of ribosomes30 –
33. The fact that ribosomes make all proteins ensures that the
protein concentrations do not diverge. Based on the assumption
that the number of RNAP is the limiting factor in transcription,
we find that the mRNA number also grows exponentially and the
mRNA concentration is independent of the genome copy number
because of the competition between genes for this global
resource18 –20 . We also study the effects of genome replication.
Due to the heterogeneous timing of gene replication, the tran-
scription rate of one gene has a cell cycle dependence. Within our
model, it doubles immediately after the gene is replicated and
decreases gradually as other genes are replicated. Nevertheless, we
find that this leads to a small effect on protein levels. Finally, we
extend our model to more general situations in which an excess of
RNAP (ribosome) leads to the saturation of DNA (mRNA). We
propose a phase diagram of gene expression and cellular growth
controlled by the protein-to-DNA ratio. We predict a transition
from exponential growth to linear growth of cell volume as the
protein-to-DNA ratio passes a threshold.

Results
Model of stochastic gene expression. In constant rate models,
the transcription rate per gene and the translation rate per mRNA
are constant1,5 ,24 (Fig. 1a). Constant rate models predict a con-
stant mRNA number proportional to the gene copy number and
independent of the cell volume. However, experimental obser-
vations on plant and mammalian cells have revealed a pro-
portionality between mRNA number and cell volume for cells
with a constant genome copy number18 –20 . Moreover, even
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Fig. 1 The growing cell model of stochastic gene expression in comparison with constant rate models. a In the constant rate model, the transcription rate is
proportional to the gene copy number, and the translation rate is proportional to the mRNA number. These assumptions imply that the gene number and
mRNA number are the limiting factors in gene expression. b In Phase 1 of the growing cell model, we introduce as limiting factors RNA polymerases
(RNAPs) and ribosomes. Genes with different colors are transcribed with different rates. Here k0 is a constant and the gene regulation is coarse-grained
into the gene allocation fraction ϕi ¼ g i=

P
j g j . g i is the effective copy number of gene i (also accounting for the promoter strength). n is the total number of

RNAPs. Translation rates of mRNA depend on the number of active ribosomes (far), the translation rate kt, and the fraction of mRNA i in the total pool of
mRNA. In a later section (A unified phase diagram of gene expression and cellular growth), we will relax our assumptions and consider situations in which
the limiting factors of gene expression become the gene number and the mRNA number
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2. Long term regulation by protein synthesis 

—The scaling of protein and mRNA numbers  with an exponentially growing cell volume is incompatible with 
a constant synthesis rate in which DNA (gene copy number) and mRNAs are rate limiting

Despite the noisy nature of gene expression1–6 , various
aspects of single cell dynamics, such as volume growth,
are effectively deterministic. Recent single-cell measure-

ments show that the growth of cell volume is often exponential.
These include bacteria7 –10 , archaea11, budding yeast10 ,12–15 and
mammalian cells10 ,16 . Moreover, the mRNA and protein numbers
are often proportional to the cell volume throughout the cell
cycle: the homeostasis of mRNA concentration and protein
concentration is maintained in an exponentially growing cell
volume with variable genome copy number17 –22. The exponential
growths of mRNA and protein number indicate dynamical
transcription and translation rates proportional to the cell
volume, rather than the genome copy number. However, current
gene expression models often assume constant transcription rate
per gene and constant translation rate per mRNA (constant rate
model)1,5 ,23–25 . Assuming a finite degradation rate of mRNAs
and non-degradable proteins, these models lead to a constant
mRNA number proportional to the gene copy number and linear
growth of protein number26 –28 , incompatible with the pro-
portionality of mRNA and protein number to the exponentially
growing cell volume.

Since the cell volume, protein copy number and mRNA copy
number grow exponentially throughout the cell cycle, one may
expect a sufficient condition to achieve a constant concentration
is to let them grow with the same exponential growth rate.
However, mathematical analysis suggests this is insufficient. Let
us consider the logarithm of protein concentration c, which can
be written as ln(c)= ln(p)− ln(V). Here p is the protein number
and V is the cell volume. If one assumes the protein number and
the cell volume grow exponentially but independently, with time-
dependent exponential growth rates λp(t) and λv(t) respectively,
the time derivative of the logarithm of concentration then obeys
d ln(c)/dt ~ λp(t)− λv(t). Even when the time-averaged growth
rates of protein number and cell volume are equal,
hλpðtÞi ¼ hλvðtÞi, any fluctuations in the difference between them
will accumulate and lead to a random walk behavior of the
logarithm of concentration. The homeostasis of protein and
mRNA concentrations implies that there must be a regulatory
mechanism in place to prevent the accumulation of noise over
time.

The main goal of this work is to identify such a mechanism by
developing a coarse-grained model taking into account cell
volume growth explicitly. Specially, we only consider con-
tinuously proliferating cells and do not take account of non-
growing cells, e.g., bacterial cells in stationary phase29 . The ubi-
quity of homeostasis suggests that the global machinery of gene
expression, RNA polymerases (RNAPs) and ribosomes, should
play a central role within the model. Based on the assumption
that the number of ribosomes is the limiting factor in translation,
we find that the exponential growth of cell volume and protein
number originates from the auto-catalytic nature of ribosomes30 –
33. The fact that ribosomes make all proteins ensures that the
protein concentrations do not diverge. Based on the assumption
that the number of RNAP is the limiting factor in transcription,
we find that the mRNA number also grows exponentially and the
mRNA concentration is independent of the genome copy number
because of the competition between genes for this global
resource18 –20 . We also study the effects of genome replication.
Due to the heterogeneous timing of gene replication, the tran-
scription rate of one gene has a cell cycle dependence. Within our
model, it doubles immediately after the gene is replicated and
decreases gradually as other genes are replicated. Nevertheless, we
find that this leads to a small effect on protein levels. Finally, we
extend our model to more general situations in which an excess of
RNAP (ribosome) leads to the saturation of DNA (mRNA). We
propose a phase diagram of gene expression and cellular growth
controlled by the protein-to-DNA ratio. We predict a transition
from exponential growth to linear growth of cell volume as the
protein-to-DNA ratio passes a threshold.

Results
Model of stochastic gene expression. In constant rate models,
the transcription rate per gene and the translation rate per mRNA
are constant1,5 ,24 (Fig. 1a). Constant rate models predict a con-
stant mRNA number proportional to the gene copy number and
independent of the cell volume. However, experimental obser-
vations on plant and mammalian cells have revealed a pro-
portionality between mRNA number and cell volume for cells
with a constant genome copy number18 –20 . Moreover, even
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Fig. 1 The growing cell model of stochastic gene expression in comparison with constant rate models. a In the constant rate model, the transcription rate is
proportional to the gene copy number, and the translation rate is proportional to the mRNA number. These assumptions imply that the gene number and
mRNA number are the limiting factors in gene expression. b In Phase 1 of the growing cell model, we introduce as limiting factors RNA polymerases
(RNAPs) and ribosomes. Genes with different colors are transcribed with different rates. Here k0 is a constant and the gene regulation is coarse-grained
into the gene allocation fraction ϕi ¼ g i=

P
j g j . g i is the effective copy number of gene i (also accounting for the promoter strength). n is the total number of

RNAPs. Translation rates of mRNA depend on the number of active ribosomes (far), the translation rate kt, and the fraction of mRNA i in the total pool of
mRNA. In a later section (A unified phase diagram of gene expression and cellular growth), we will relax our assumptions and consider situations in which
the limiting factors of gene expression become the gene number and the mRNA number
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—If exponential growth rate of mRNA, proteins and volume are the same on average, any noise would 
nonetheless accumulate. So homeostasis of mRNAs and protein concentration requires a regulatory mechanism

Despite the noisy nature of gene expression1–6 , various
aspects of single cell dynamics, such as volume growth,
are effectively deterministic. Recent single-cell measure-

ments show that the growth of cell volume is often exponential.
These include bacteria7 –10 , archaea11, budding yeast10 ,12–15 and
mammalian cells10 ,16 . Moreover, the mRNA and protein numbers
are often proportional to the cell volume throughout the cell
cycle: the homeostasis of mRNA concentration and protein
concentration is maintained in an exponentially growing cell
volume with variable genome copy number17 –22. The exponential
growths of mRNA and protein number indicate dynamical
transcription and translation rates proportional to the cell
volume, rather than the genome copy number. However, current
gene expression models often assume constant transcription rate
per gene and constant translation rate per mRNA (constant rate
model)1,5 ,23–25 . Assuming a finite degradation rate of mRNAs
and non-degradable proteins, these models lead to a constant
mRNA number proportional to the gene copy number and linear
growth of protein number26 –28 , incompatible with the pro-
portionality of mRNA and protein number to the exponentially
growing cell volume.
Since the cell volume, protein copy number and mRNA copy

number grow exponentially throughout the cell cycle, one may
expect a sufficient condition to achieve a constant concentration
is to let them grow with the same exponential growth rate.
However, mathematical analysis suggests this is insufficient. Let
us consider the logarithm of protein concentration c, which can
be written as ln(c)= ln(p)− ln(V). Here p is the protein number
and V is the cell volume. If one assumes the protein number and
the cell volume grow exponentially but independently, with time-
dependent exponential growth rates λp(t) and λv(t) respectively,
the time derivative of the logarithm of concentration then obeys
d ln(c)/dt ~ λp(t)− λv(t). Even when the time-averaged growth
rates of protein number and cell volume are equal,
hλpðtÞi ¼ hλvðtÞi, any fluctuations in the difference between them
will accumulate and lead to a random walk behavior of the
logarithm of concentration. The homeostasis of protein and
mRNA concentrations implies that there must be a regulatory
mechanism in place to prevent the accumulation of noise over
time.

The main goal of this work is to identify such a mechanism by
developing a coarse-grained model taking into account cell
volume growth explicitly. Specially, we only consider con-
tinuously proliferating cells and do not take account of non-
growing cells, e.g., bacterial cells in stationary phase29 . The ubi-
quity of homeostasis suggests that the global machinery of gene
expression, RNA polymerases (RNAPs) and ribosomes, should
play a central role within the model. Based on the assumption
that the number of ribosomes is the limiting factor in translation,
we find that the exponential growth of cell volume and protein
number originates from the auto-catalytic nature of ribosomes30 –
33. The fact that ribosomes make all proteins ensures that the
protein concentrations do not diverge. Based on the assumption
that the number of RNAP is the limiting factor in transcription,
we find that the mRNA number also grows exponentially and the
mRNA concentration is independent of the genome copy number
because of the competition between genes for this global
resource18 –20 . We also study the effects of genome replication.
Due to the heterogeneous timing of gene replication, the tran-
scription rate of one gene has a cell cycle dependence. Within our
model, it doubles immediately after the gene is replicated and
decreases gradually as other genes are replicated. Nevertheless, we
find that this leads to a small effect on protein levels. Finally, we
extend our model to more general situations in which an excess of
RNAP (ribosome) leads to the saturation of DNA (mRNA). We
propose a phase diagram of gene expression and cellular growth
controlled by the protein-to-DNA ratio. We predict a transition
from exponential growth to linear growth of cell volume as the
protein-to-DNA ratio passes a threshold.

Results
Model of stochastic gene expression. In constant rate models,
the transcription rate per gene and the translation rate per mRNA
are constant1,5 ,24 (Fig. 1a). Constant rate models predict a con-
stant mRNA number proportional to the gene copy number and
independent of the cell volume. However, experimental obser-
vations on plant and mammalian cells have revealed a pro-
portionality between mRNA number and cell volume for cells
with a constant genome copy number18 –20 . Moreover, even
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Fig. 1 The growing cell model of stochastic gene expression in comparison with constant rate models. a In the constant rate model, the transcription rate is
proportional to the gene copy number, and the translation rate is proportional to the mRNA number. These assumptions imply that the gene number and
mRNA number are the limiting factors in gene expression. b In Phase 1 of the growing cell model, we introduce as limiting factors RNA polymerases
(RNAPs) and ribosomes. Genes with different colors are transcribed with different rates. Here k0 is a constant and the gene regulation is coarse-grained
into the gene allocation fraction ϕi ¼ g i=

P
j g j . g i is the effective copy number of gene i (also accounting for the promoter strength). n is the total number of

RNAPs. Translation rates of mRNA depend on the number of active ribosomes (far), the translation rate kt, and the fraction of mRNA i in the total pool of
mRNA. In a later section (A unified phase diagram of gene expression and cellular growth), we will relax our assumptions and consider situations in which
the limiting factors of gene expression become the gene number and the mRNA number
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Despite the noisy nature of gene expression1–6 , various
aspects of single cell dynamics, such as volume growth,
are effectively deterministic. Recent single-cell measure-

ments show that the growth of cell volume is often exponential.
These include bacteria7 –10 , archaea11, budding yeast10 ,12–15 and
mammalian cells10 ,16 . Moreover, the mRNA and protein numbers
are often proportional to the cell volume throughout the cell
cycle: the homeostasis of mRNA concentration and protein
concentration is maintained in an exponentially growing cell
volume with variable genome copy number17 –22. The exponential
growths of mRNA and protein number indicate dynamical
transcription and translation rates proportional to the cell
volume, rather than the genome copy number. However, current
gene expression models often assume constant transcription rate
per gene and constant translation rate per mRNA (constant rate
model)1,5 ,23–25 . Assuming a finite degradation rate of mRNAs
and non-degradable proteins, these models lead to a constant
mRNA number proportional to the gene copy number and linear
growth of protein number26 –28 , incompatible with the pro-
portionality of mRNA and protein number to the exponentially
growing cell volume.
Since the cell volume, protein copy number and mRNA copy

number grow exponentially throughout the cell cycle, one may
expect a sufficient condition to achieve a constant concentration
is to let them grow with the same exponential growth rate.
However, mathematical analysis suggests this is insufficient. Let
us consider the logarithm of protein concentration c, which can
be written as ln(c)= ln(p)− ln(V). Here p is the protein number
and V is the cell volume. If one assumes the protein number and
the cell volume grow exponentially but independently, with time-
dependent exponential growth rates λp(t) and λv(t) respectively,
the time derivative of the logarithm of concentration then obeys
d ln(c)/dt ~ λp(t)− λv(t). Even when the time-averaged growth
rates of protein number and cell volume are equal,
hλpðtÞi ¼ hλvðtÞi, any fluctuations in the difference between them
will accumulate and lead to a random walk behavior of the
logarithm of concentration. The homeostasis of protein and
mRNA concentrations implies that there must be a regulatory
mechanism in place to prevent the accumulation of noise over
time.

The main goal of this work is to identify such a mechanism by
developing a coarse-grained model taking into account cell
volume growth explicitly. Specially, we only consider con-
tinuously proliferating cells and do not take account of non-
growing cells, e.g., bacterial cells in stationary phase29 . The ubi-
quity of homeostasis suggests that the global machinery of gene
expression, RNA polymerases (RNAPs) and ribosomes, should
play a central role within the model. Based on the assumption
that the number of ribosomes is the limiting factor in translation,
we find that the exponential growth of cell volume and protein
number originates from the auto-catalytic nature of ribosomes30 –
33. The fact that ribosomes make all proteins ensures that the
protein concentrations do not diverge. Based on the assumption
that the number of RNAP is the limiting factor in transcription,
we find that the mRNA number also grows exponentially and the
mRNA concentration is independent of the genome copy number
because of the competition between genes for this global
resource18 –20 . We also study the effects of genome replication.
Due to the heterogeneous timing of gene replication, the tran-
scription rate of one gene has a cell cycle dependence. Within our
model, it doubles immediately after the gene is replicated and
decreases gradually as other genes are replicated. Nevertheless, we
find that this leads to a small effect on protein levels. Finally, we
extend our model to more general situations in which an excess of
RNAP (ribosome) leads to the saturation of DNA (mRNA). We
propose a phase diagram of gene expression and cellular growth
controlled by the protein-to-DNA ratio. We predict a transition
from exponential growth to linear growth of cell volume as the
protein-to-DNA ratio passes a threshold.

Results
Model of stochastic gene expression. In constant rate models,
the transcription rate per gene and the translation rate per mRNA
are constant1,5 ,24 (Fig. 1a). Constant rate models predict a con-
stant mRNA number proportional to the gene copy number and
independent of the cell volume. However, experimental obser-
vations on plant and mammalian cells have revealed a pro-
portionality between mRNA number and cell volume for cells
with a constant genome copy number18 –20 . Moreover, even

RNA polymerase (n) Ribosome (r)

Transcription rate Translation rate

Competition for RNAPs Competition for ribosomes

Gene mRNA Protein
Constant rate model 

Growing cell model

gene is limiting mRNA is limiting

a

b

g i : effective copy number of gene i

k0  × g i

mi: number of mRNA of gene i

kt × mi

k0  ×
g i

Σ g j
× n kt ×

mi

Σ mj
× fa r

Fig. 1 The growing cell model of stochastic gene expression in comparison with constant rate models. a In the constant rate model, the transcription rate is
proportional to the gene copy number, and the translation rate is proportional to the mRNA number. These assumptions imply that the gene number and
mRNA number are the limiting factors in gene expression. b In Phase 1 of the growing cell model, we introduce as limiting factors RNA polymerases
(RNAPs) and ribosomes. Genes with different colors are transcribed with different rates. Here k0 is a constant and the gene regulation is coarse-grained
into the gene allocation fraction ϕi ¼ g i=

P
j g j . g i is the effective copy number of gene i (also accounting for the promoter strength). n is the total number of

RNAPs. Translation rates of mRNA depend on the number of active ribosomes (far), the translation rate kt, and the fraction of mRNA i in the total pool of
mRNA. In a later section (A unified phase diagram of gene expression and cellular growth), we will relax our assumptions and consider situations in which
the limiting factors of gene expression become the gene number and the mRNA number
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—Stochastic gene expression model where RNA Polymerases, RNAPs (number n) and ribosomes (number r) 
are rate limiting.     is the faction of active ribosomes (a constant)

comparing the cells before and after the genome replication (S
phase), the proportionality coefficient between mRNA and cell
volume does not exhibit any obvious change. In contrast, a
constant transcription rate per gene would predict a doubled
transcription rate after the replication of the whole genome,
leading to a higher mRNA concentration. In one class of constant
rate models26,27,34, a deterministic exponential growth of cell
volume is explicitly considered. The resulting perturbation on the
concentrations due to genome replication is suppressed in the
long lifetime limit, but still significant for short lifetime mole-
cules, e.g., mRNA (see Fig. 1 in ref.27).

Considering translation, various experiments have shown that
the number of ribosomes is the limiting factor rather than the
number of mRNAs. The most direct evidence is the growth law:
the growth rate of cells is proportional to the fraction of
ribosomal proteins in the total proteome (with a constant factor
depending on the growth condition)35 both for bacterial
cells30,31,36 and budding yeast cells32. This means a constant
fraction of ribosomes are actively translating mRNAs. These
results suggest that in general cells are below the saturation limit
in which there are too many ribosomes that the mRNAs can bind.
We will therefore assume the biological situation in which
mRNAs in the cell compete for the limiting resource of actively
translating ribosomes, therefore the translation rate of one type of
mRNA is proportional to the number of active ribosomes times
its fraction in the total pool of mRNAs.
Considering transcription, experiments have shown that

mutants of fission yeasts altered in cell size regulated global
transcription to maintain similar transcription rates per cell
volume regardless of the cellular DNA content. The changes in
total transcription correlated with coordinated changes in gene
occupancy by RNA polymerases37. These results suggest that the
number of RNAPs may be the limiting factor in transcription
rather than the gene number, and similar evidence has been
shown for bacterial cells38 and mammalian cells39. However, in
the same experiments on fission yeast37, it has also been found
that in cell-cycle-arrested mutants, total transcription rates
stopped increasing as the cell volume exceeded a certain value,
which suggested DNA became limiting for transcription at low
DNA concentration. This result suggests that an excess of RNAPs
may lead the gene number to become the limiting factor in
certain conditions. In this section, we will focus on the scenario
that both RNAP and ribosome are limiting in gene expression,
which we denote as Phase 1. In this phase, we will show that the
mRNA number and the protein number are proportional to the
cell volume and grow exponentially. In a later section (A unified
phase diagram of gene expression and cellular growth), we will
consider a more general model in which the limiting nature of
RNAPs and ribosomes may break down and the dynamics of
mRNA and protein number is different.
To address the limiting nature of RNAP, we define an effective

gene copy number gi for each gene to account for its copy number
and the binding strength of its promoter, which determines its
ability to compete for RNAPs. The transcription rate for one
specific gene i is proportional to the fraction of RNAPs that are
working on its gene(s), ϕi ¼ gi=

P
j gj, which we denote as the

gene allocation fraction. Gene regulation is thus coarse-grained
into the gene allocation fraction ϕi. The transcription rate is
independent of the genome copy number since a change in the
genome number leaves the allocation fraction of one gene
invariant, a conclusion which is consistent with a number of
experimental results on various organisms18–20,37.

In fact, explicit gene regulation can also be included in our
model (Methods), with a time-dependent gi. In such scenarios, gi
may be a function of protein concentrations (for instance, the
action of transcription factors modifies the transcription rate).

Such models will lead to more complex dynamics of mRNA and
protein concentrations. However, since we are interested in the
global behavior of gene expression and cell volume growth, we do
not focus on these complex regulations in this manuscript. Our
conclusions regarding the exponential growth of mRNA and
protein number for constitutively expressed genes and the
exponential growth of cell volume on the global level are not
affected by the dynamics of gene expression of particular genes.
In the following, m, p, r, n represents the numbers of mRNAs,

proteins, ribosomes and RNA polymerases, respectively. Proteins
(p) also include RNAPs (n) and ribosomes (r)30. We consider the
degradation of mRNA with degradation time τ for all genes. The
protein number decreases only through cell divisions (though
adding a finite degradation rate for proteins does not affect our
results). The stochastic dynamics of gene expression within Phase
1 of our model are summarized in the following sets of equations
and Fig. 1b,
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Here k0, kt are constants, characterizing the transcription
(translation) rate of a single RNAP (ribosome). fa is the fraction
of active ribosomes, which we assume to be constant in a given
nutrient environment30,32. We note that nonspecifically bound
RNAPs have been reported in bacteria40,41. We will discuss their
effect later. For simplicity, we first assume the values of ϕi do not
change in time. This can be formally thought of as corresponding
to an instantaneous replication of the genome. In reality, a finite
duration of DNA replication and the varying time of replication
initiation for different genes lead to ϕi’s that change during the
DNA replication. We later analyze a more complete version of the
model which includes these gene dosage effects, but we first
consider the simplified scenario of constant ϕi that will capture
the essential features of the problem.
We assume the cell volume is approximately proportional to

the total protein mass, i.e., V /M ¼
P

j pj, which is a good
approximation for bacteria42,43 and mammalian cells17. To
simplify the following formulas, we consider each protein has
the same mass and set the cell density as 1.
Due to the fast degradation of mRNA compared with the cell

cycle duration44,45, the mRNA number can be well approximated
as being in steady state. We can express the ensemble-averaged
number of mRNA of gene i as

miðtÞh i ¼ k0ϕi nðtÞh iτ: ð4Þ

Equation (3) then leads to the time-dependence of average
ribosome number, d rh i=dt ¼ ktfaϕr rh i, reproducing the auto-
catalytic nature of ribosome production and the growth rate

μ ¼ ktfaϕr; ð5Þ

determined by the relative abundance of active ribosomes in the
proteome30,32.

Similarly, the number of protein i grows as
d pih i=dt ¼ ktfaϕi rh i. As the cell grows and divides, the dynamics
becomes insensitive to the initial conditions, so the protein
number will grow exponentially as well21. The ratio between the
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comparing the cells before and after the genome replication (S
phase), the proportionality coefficient between mRNA and cell
volume does not exhibit any obvious change. In contrast, a
constant transcription rate per gene would predict a doubled
transcription rate after the replication of the whole genome,
leading to a higher mRNA concentration. In one class of constant
rate models26,27,34, a deterministic exponential growth of cell
volume is explicitly considered. The resulting perturbation on the
concentrations due to genome replication is suppressed in the
long lifetime limit, but still significant for short lifetime mole-
cules, e.g., mRNA (see Fig. 1 in ref.27).

Considering translation, various experiments have shown that
the number of ribosomes is the limiting factor rather than the
number of mRNAs. The most direct evidence is the growth law:
the growth rate of cells is proportional to the fraction of
ribosomal proteins in the total proteome (with a constant factor
depending on the growth condition)35 both for bacterial
cells30,31,36 and budding yeast cells32. This means a constant
fraction of ribosomes are actively translating mRNAs. These
results suggest that in general cells are below the saturation limit
in which there are too many ribosomes that the mRNAs can bind.
We will therefore assume the biological situation in which
mRNAs in the cell compete for the limiting resource of actively
translating ribosomes, therefore the translation rate of one type of
mRNA is proportional to the number of active ribosomes times
its fraction in the total pool of mRNAs.
Considering transcription, experiments have shown that

mutants of fission yeasts altered in cell size regulated global
transcription to maintain similar transcription rates per cell
volume regardless of the cellular DNA content. The changes in
total transcription correlated with coordinated changes in gene
occupancy by RNA polymerases37. These results suggest that the
number of RNAPs may be the limiting factor in transcription
rather than the gene number, and similar evidence has been
shown for bacterial cells38 and mammalian cells39. However, in
the same experiments on fission yeast37, it has also been found
that in cell-cycle-arrested mutants, total transcription rates
stopped increasing as the cell volume exceeded a certain value,
which suggested DNA became limiting for transcription at low
DNA concentration. This result suggests that an excess of RNAPs
may lead the gene number to become the limiting factor in
certain conditions. In this section, we will focus on the scenario
that both RNAP and ribosome are limiting in gene expression,
which we denote as Phase 1. In this phase, we will show that the
mRNA number and the protein number are proportional to the
cell volume and grow exponentially. In a later section (A unified
phase diagram of gene expression and cellular growth), we will
consider a more general model in which the limiting nature of
RNAPs and ribosomes may break down and the dynamics of
mRNA and protein number is different.
To address the limiting nature of RNAP, we define an effective

gene copy number gi for each gene to account for its copy number
and the binding strength of its promoter, which determines its
ability to compete for RNAPs. The transcription rate for one
specific gene i is proportional to the fraction of RNAPs that are
working on its gene(s), ϕi ¼ gi=

P
j gj, which we denote as the

gene allocation fraction. Gene regulation is thus coarse-grained
into the gene allocation fraction ϕi. The transcription rate is
independent of the genome copy number since a change in the
genome number leaves the allocation fraction of one gene
invariant, a conclusion which is consistent with a number of
experimental results on various organisms18–20,37.

In fact, explicit gene regulation can also be included in our
model (Methods), with a time-dependent gi. In such scenarios, gi
may be a function of protein concentrations (for instance, the
action of transcription factors modifies the transcription rate).

Such models will lead to more complex dynamics of mRNA and
protein concentrations. However, since we are interested in the
global behavior of gene expression and cell volume growth, we do
not focus on these complex regulations in this manuscript. Our
conclusions regarding the exponential growth of mRNA and
protein number for constitutively expressed genes and the
exponential growth of cell volume on the global level are not
affected by the dynamics of gene expression of particular genes.
In the following, m, p, r, n represents the numbers of mRNAs,

proteins, ribosomes and RNA polymerases, respectively. Proteins
(p) also include RNAPs (n) and ribosomes (r)30. We consider the
degradation of mRNA with degradation time τ for all genes. The
protein number decreases only through cell divisions (though
adding a finite degradation rate for proteins does not affect our
results). The stochastic dynamics of gene expression within Phase
1 of our model are summarized in the following sets of equations
and Fig. 1b,
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Here k0, kt are constants, characterizing the transcription
(translation) rate of a single RNAP (ribosome). fa is the fraction
of active ribosomes, which we assume to be constant in a given
nutrient environment30,32. We note that nonspecifically bound
RNAPs have been reported in bacteria40,41. We will discuss their
effect later. For simplicity, we first assume the values of ϕi do not
change in time. This can be formally thought of as corresponding
to an instantaneous replication of the genome. In reality, a finite
duration of DNA replication and the varying time of replication
initiation for different genes lead to ϕi’s that change during the
DNA replication. We later analyze a more complete version of the
model which includes these gene dosage effects, but we first
consider the simplified scenario of constant ϕi that will capture
the essential features of the problem.
We assume the cell volume is approximately proportional to

the total protein mass, i.e., V /M ¼
P

j pj, which is a good
approximation for bacteria42,43 and mammalian cells17. To
simplify the following formulas, we consider each protein has
the same mass and set the cell density as 1.
Due to the fast degradation of mRNA compared with the cell

cycle duration44,45, the mRNA number can be well approximated
as being in steady state. We can express the ensemble-averaged
number of mRNA of gene i as

miðtÞh i ¼ k0ϕi nðtÞh iτ: ð4Þ

Equation (3) then leads to the time-dependence of average
ribosome number, d rh i=dt ¼ ktfaϕr rh i, reproducing the auto-
catalytic nature of ribosome production and the growth rate

μ ¼ ktfaϕr; ð5Þ

determined by the relative abundance of active ribosomes in the
proteome30,32.

Similarly, the number of protein i grows as
d pih i=dt ¼ ktfaϕi rh i. As the cell grows and divides, the dynamics
becomes insensitive to the initial conditions, so the protein
number will grow exponentially as well21. The ratio between the
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• RNAP and ribosomes are limiting for transcription and translation. 
• Ribosome synthesis is autocatalytic (exponential)

• Therefore protein number grows exponentially, in particular RNAP

• So mRNA number too grows exponentially.
• Volume is set proportional to total protein number, 
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comparing the cells before and after the genome replication (S
phase), the proportionality coefficient between mRNA and cell
volume does not exhibit any obvious change. In contrast, a
constant transcription rate per gene would predict a doubled
transcription rate after the replication of the whole genome,
leading to a higher mRNA concentration. In one class of constant
rate models26,27,34, a deterministic exponential growth of cell
volume is explicitly considered. The resulting perturbation on the
concentrations due to genome replication is suppressed in the
long lifetime limit, but still significant for short lifetime mole-
cules, e.g., mRNA (see Fig. 1 in ref.27).

Considering translation, various experiments have shown that
the number of ribosomes is the limiting factor rather than the
number of mRNAs. The most direct evidence is the growth law:
the growth rate of cells is proportional to the fraction of
ribosomal proteins in the total proteome (with a constant factor
depending on the growth condition)35 both for bacterial
cells30,31,36 and budding yeast cells32. This means a constant
fraction of ribosomes are actively translating mRNAs. These
results suggest that in general cells are below the saturation limit
in which there are too many ribosomes that the mRNAs can bind.
We will therefore assume the biological situation in which
mRNAs in the cell compete for the limiting resource of actively
translating ribosomes, therefore the translation rate of one type of
mRNA is proportional to the number of active ribosomes times
its fraction in the total pool of mRNAs.

Considering transcription, experiments have shown that
mutants of fission yeasts altered in cell size regulated global
transcription to maintain similar transcription rates per cell
volume regardless of the cellular DNA content. The changes in
total transcription correlated with coordinated changes in gene
occupancy by RNA polymerases37. These results suggest that the
number of RNAPs may be the limiting factor in transcription
rather than the gene number, and similar evidence has been
shown for bacterial cells38 and mammalian cells39. However, in
the same experiments on fission yeast37, it has also been found
that in cell-cycle-arrested mutants, total transcription rates
stopped increasing as the cell volume exceeded a certain value,
which suggested DNA became limiting for transcription at low
DNA concentration. This result suggests that an excess of RNAPs
may lead the gene number to become the limiting factor in
certain conditions. In this section, we will focus on the scenario
that both RNAP and ribosome are limiting in gene expression,
which we denote as Phase 1. In this phase, we will show that the
mRNA number and the protein number are proportional to the
cell volume and grow exponentially. In a later section (A unified
phase diagram of gene expression and cellular growth), we will
consider a more general model in which the limiting nature of
RNAPs and ribosomes may break down and the dynamics of
mRNA and protein number is different.

To address the limiting nature of RNAP, we define an effective
gene copy number gi for each gene to account for its copy number
and the binding strength of its promoter, which determines its
ability to compete for RNAPs. The transcription rate for one
specific gene i is proportional to the fraction of RNAPs that are
working on its gene(s), ϕi ¼ gi=

P
j gj, which we denote as the

gene allocation fraction. Gene regulation is thus coarse-grained
into the gene allocation fraction ϕi. The transcription rate is
independent of the genome copy number since a change in the
genome number leaves the allocation fraction of one gene
invariant, a conclusion which is consistent with a number of
experimental results on various organisms18–20,37.

In fact, explicit gene regulation can also be included in our
model (Methods), with a time-dependent gi. In such scenarios, gi
may be a function of protein concentrations (for instance, the
action of transcription factors modifies the transcription rate).

Such models will lead to more complex dynamics of mRNA and
protein concentrations. However, since we are interested in the
global behavior of gene expression and cell volume growth, we do
not focus on these complex regulations in this manuscript. Our
conclusions regarding the exponential growth of mRNA and
protein number for constitutively expressed genes and the
exponential growth of cell volume on the global level are not
affected by the dynamics of gene expression of particular genes.

In the following, m, p, r, n represents the numbers of mRNAs,
proteins, ribosomes and RNA polymerases, respectively. Proteins
(p) also include RNAPs (n) and ribosomes (r)30. We consider the
degradation of mRNA with degradation time τ for all genes. The
protein number decreases only through cell divisions (though
adding a finite degradation rate for proteins does not affect our
results). The stochastic dynamics of gene expression within Phase
1 of our model are summarized in the following sets of equations
and Fig. 1b,
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Here k0, kt are constants, characterizing the transcription
(translation) rate of a single RNAP (ribosome). fa is the fraction
of active ribosomes, which we assume to be constant in a given
nutrient environment30,32. We note that nonspecifically bound
RNAPs have been reported in bacteria40,41. We will discuss their
effect later. For simplicity, we first assume the values of ϕi do not
change in time. This can be formally thought of as corresponding
to an instantaneous replication of the genome. In reality, a finite
duration of DNA replication and the varying time of replication
initiation for different genes lead to ϕi’s that change during the
DNA replication. We later analyze a more complete version of the
model which includes these gene dosage effects, but we first
consider the simplified scenario of constant ϕi that will capture
the essential features of the problem.

We assume the cell volume is approximately proportional to
the total protein mass, i.e., V /M ¼

P
j pj, which is a good

approximation for bacteria42,43 and mammalian cells17. To
simplify the following formulas, we consider each protein has
the same mass and set the cell density as 1.

Due to the fast degradation of mRNA compared with the cell
cycle duration44,45, the mRNA number can be well approximated
as being in steady state. We can express the ensemble-averaged
number of mRNA of gene i as

miðtÞh i ¼ k0ϕi nðtÞh iτ: ð4Þ

Equation (3) then leads to the time-dependence of average
ribosome number, d rh i=dt ¼ ktfaϕr rh i, reproducing the auto-
catalytic nature of ribosome production and the growth rate

μ ¼ ktfaϕr; ð5Þ

determined by the relative abundance of active ribosomes in the
proteome30,32.

Similarly, the number of protein i grows as
d pih i=dt ¼ ktfaϕi rh i. As the cell grows and divides, the dynamics
becomes insensitive to the initial conditions, so the protein
number will grow exponentially as well21. The ratio between the
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comparing the cells before and after the genome replication (S
phase), the proportionality coefficient between mRNA and cell
volume does not exhibit any obvious change. In contrast, a
constant transcription rate per gene would predict a doubled
transcription rate after the replication of the whole genome,
leading to a higher mRNA concentration. In one class of constant
rate models26,27,34, a deterministic exponential growth of cell
volume is explicitly considered. The resulting perturbation on the
concentrations due to genome replication is suppressed in the
long lifetime limit, but still significant for short lifetime mole-
cules, e.g., mRNA (see Fig. 1 in ref.27).

Considering translation, various experiments have shown that
the number of ribosomes is the limiting factor rather than the
number of mRNAs. The most direct evidence is the growth law:
the growth rate of cells is proportional to the fraction of
ribosomal proteins in the total proteome (with a constant factor
depending on the growth condition)35 both for bacterial
cells30,31,36 and budding yeast cells32. This means a constant
fraction of ribosomes are actively translating mRNAs. These
results suggest that in general cells are below the saturation limit
in which there are too many ribosomes that the mRNAs can bind.
We will therefore assume the biological situation in which
mRNAs in the cell compete for the limiting resource of actively
translating ribosomes, therefore the translation rate of one type of
mRNA is proportional to the number of active ribosomes times
its fraction in the total pool of mRNAs.

Considering transcription, experiments have shown that
mutants of fission yeasts altered in cell size regulated global
transcription to maintain similar transcription rates per cell
volume regardless of the cellular DNA content. The changes in
total transcription correlated with coordinated changes in gene
occupancy by RNA polymerases37. These results suggest that the
number of RNAPs may be the limiting factor in transcription
rather than the gene number, and similar evidence has been
shown for bacterial cells38 and mammalian cells39. However, in
the same experiments on fission yeast37, it has also been found
that in cell-cycle-arrested mutants, total transcription rates
stopped increasing as the cell volume exceeded a certain value,
which suggested DNA became limiting for transcription at low
DNA concentration. This result suggests that an excess of RNAPs
may lead the gene number to become the limiting factor in
certain conditions. In this section, we will focus on the scenario
that both RNAP and ribosome are limiting in gene expression,
which we denote as Phase 1. In this phase, we will show that the
mRNA number and the protein number are proportional to the
cell volume and grow exponentially. In a later section (A unified
phase diagram of gene expression and cellular growth), we will
consider a more general model in which the limiting nature of
RNAPs and ribosomes may break down and the dynamics of
mRNA and protein number is different.

To address the limiting nature of RNAP, we define an effective
gene copy number gi for each gene to account for its copy number
and the binding strength of its promoter, which determines its
ability to compete for RNAPs. The transcription rate for one
specific gene i is proportional to the fraction of RNAPs that are
working on its gene(s), ϕi ¼ gi=

P
j gj, which we denote as the

gene allocation fraction. Gene regulation is thus coarse-grained
into the gene allocation fraction ϕi. The transcription rate is
independent of the genome copy number since a change in the
genome number leaves the allocation fraction of one gene
invariant, a conclusion which is consistent with a number of
experimental results on various organisms18–20,37.

In fact, explicit gene regulation can also be included in our
model (Methods), with a time-dependent gi. In such scenarios, gi
may be a function of protein concentrations (for instance, the
action of transcription factors modifies the transcription rate).

Such models will lead to more complex dynamics of mRNA and
protein concentrations. However, since we are interested in the
global behavior of gene expression and cell volume growth, we do
not focus on these complex regulations in this manuscript. Our
conclusions regarding the exponential growth of mRNA and
protein number for constitutively expressed genes and the
exponential growth of cell volume on the global level are not
affected by the dynamics of gene expression of particular genes.

In the following, m, p, r, n represents the numbers of mRNAs,
proteins, ribosomes and RNA polymerases, respectively. Proteins
(p) also include RNAPs (n) and ribosomes (r)30. We consider the
degradation of mRNA with degradation time τ for all genes. The
protein number decreases only through cell divisions (though
adding a finite degradation rate for proteins does not affect our
results). The stochastic dynamics of gene expression within Phase
1 of our model are summarized in the following sets of equations
and Fig. 1b,
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Here k0, kt are constants, characterizing the transcription
(translation) rate of a single RNAP (ribosome). fa is the fraction
of active ribosomes, which we assume to be constant in a given
nutrient environment30,32. We note that nonspecifically bound
RNAPs have been reported in bacteria40,41. We will discuss their
effect later. For simplicity, we first assume the values of ϕi do not
change in time. This can be formally thought of as corresponding
to an instantaneous replication of the genome. In reality, a finite
duration of DNA replication and the varying time of replication
initiation for different genes lead to ϕi’s that change during the
DNA replication. We later analyze a more complete version of the
model which includes these gene dosage effects, but we first
consider the simplified scenario of constant ϕi that will capture
the essential features of the problem.

We assume the cell volume is approximately proportional to
the total protein mass, i.e., V /M ¼

P
j pj, which is a good

approximation for bacteria42,43 and mammalian cells17. To
simplify the following formulas, we consider each protein has
the same mass and set the cell density as 1.

Due to the fast degradation of mRNA compared with the cell
cycle duration44,45, the mRNA number can be well approximated
as being in steady state. We can express the ensemble-averaged
number of mRNA of gene i as

miðtÞh i ¼ k0ϕi nðtÞh iτ: ð4Þ

Equation (3) then leads to the time-dependence of average
ribosome number, d rh i=dt ¼ ktfaϕr rh i, reproducing the auto-
catalytic nature of ribosome production and the growth rate

μ ¼ ktfaϕr; ð5Þ

determined by the relative abundance of active ribosomes in the
proteome30,32.

Similarly, the number of protein i grows as
d pih i=dt ¼ ktfaϕi rh i. As the cell grows and divides, the dynamics
becomes insensitive to the initial conditions, so the protein
number will grow exponentially as well21. The ratio between the

NATURE COMMUNICATIONS | DOI: 10.1038/s41467-018-06714-z ARTICLE

NATURE COMMUNICATIONS | ���������(2018)�9:4496� | DOI: 10.1038/s41467-018-06714-z | www.nature.com/naturecommunications 3

comparing the cells before and after the genome replication (S
phase), the proportionality coefficient between mRNA and cell
volume does not exhibit any obvious change. In contrast, a
constant transcription rate per gene would predict a doubled
transcription rate after the replication of the whole genome,
leading to a higher mRNA concentration. In one class of constant
rate models26,27,34, a deterministic exponential growth of cell
volume is explicitly considered. The resulting perturbation on the
concentrations due to genome replication is suppressed in the
long lifetime limit, but still significant for short lifetime mole-
cules, e.g., mRNA (see Fig. 1 in ref.27).

Considering translation, various experiments have shown that
the number of ribosomes is the limiting factor rather than the
number of mRNAs. The most direct evidence is the growth law:
the growth rate of cells is proportional to the fraction of
ribosomal proteins in the total proteome (with a constant factor
depending on the growth condition)35 both for bacterial
cells30,31,36 and budding yeast cells32. This means a constant
fraction of ribosomes are actively translating mRNAs. These
results suggest that in general cells are below the saturation limit
in which there are too many ribosomes that the mRNAs can bind.
We will therefore assume the biological situation in which
mRNAs in the cell compete for the limiting resource of actively
translating ribosomes, therefore the translation rate of one type of
mRNA is proportional to the number of active ribosomes times
its fraction in the total pool of mRNAs.
Considering transcription, experiments have shown that

mutants of fission yeasts altered in cell size regulated global
transcription to maintain similar transcription rates per cell
volume regardless of the cellular DNA content. The changes in
total transcription correlated with coordinated changes in gene
occupancy by RNA polymerases37. These results suggest that the
number of RNAPs may be the limiting factor in transcription
rather than the gene number, and similar evidence has been
shown for bacterial cells38 and mammalian cells39. However, in
the same experiments on fission yeast37, it has also been found
that in cell-cycle-arrested mutants, total transcription rates
stopped increasing as the cell volume exceeded a certain value,
which suggested DNA became limiting for transcription at low
DNA concentration. This result suggests that an excess of RNAPs
may lead the gene number to become the limiting factor in
certain conditions. In this section, we will focus on the scenario
that both RNAP and ribosome are limiting in gene expression,
which we denote as Phase 1. In this phase, we will show that the
mRNA number and the protein number are proportional to the
cell volume and grow exponentially. In a later section (A unified
phase diagram of gene expression and cellular growth), we will
consider a more general model in which the limiting nature of
RNAPs and ribosomes may break down and the dynamics of
mRNA and protein number is different.
To address the limiting nature of RNAP, we define an effective

gene copy number gi for each gene to account for its copy number
and the binding strength of its promoter, which determines its
ability to compete for RNAPs. The transcription rate for one
specific gene i is proportional to the fraction of RNAPs that are
working on its gene(s), ϕi ¼ gi=

P
j gj, which we denote as the

gene allocation fraction. Gene regulation is thus coarse-grained
into the gene allocation fraction ϕi. The transcription rate is
independent of the genome copy number since a change in the
genome number leaves the allocation fraction of one gene
invariant, a conclusion which is consistent with a number of
experimental results on various organisms18–20,37.

In fact, explicit gene regulation can also be included in our
model (Methods), with a time-dependent gi. In such scenarios, gi
may be a function of protein concentrations (for instance, the
action of transcription factors modifies the transcription rate).

Such models will lead to more complex dynamics of mRNA and
protein concentrations. However, since we are interested in the
global behavior of gene expression and cell volume growth, we do
not focus on these complex regulations in this manuscript. Our
conclusions regarding the exponential growth of mRNA and
protein number for constitutively expressed genes and the
exponential growth of cell volume on the global level are not
affected by the dynamics of gene expression of particular genes.
In the following, m, p, r, n represents the numbers of mRNAs,

proteins, ribosomes and RNA polymerases, respectively. Proteins
(p) also include RNAPs (n) and ribosomes (r)30. We consider the
degradation of mRNA with degradation time τ for all genes. The
protein number decreases only through cell divisions (though
adding a finite degradation rate for proteins does not affect our
results). The stochastic dynamics of gene expression within Phase
1 of our model are summarized in the following sets of equations
and Fig. 1b,
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Here k0, kt are constants, characterizing the transcription
(translation) rate of a single RNAP (ribosome). fa is the fraction
of active ribosomes, which we assume to be constant in a given
nutrient environment30,32. We note that nonspecifically bound
RNAPs have been reported in bacteria40,41. We will discuss their
effect later. For simplicity, we first assume the values of ϕi do not
change in time. This can be formally thought of as corresponding
to an instantaneous replication of the genome. In reality, a finite
duration of DNA replication and the varying time of replication
initiation for different genes lead to ϕi’s that change during the
DNA replication. We later analyze a more complete version of the
model which includes these gene dosage effects, but we first
consider the simplified scenario of constant ϕi that will capture
the essential features of the problem.
We assume the cell volume is approximately proportional to

the total protein mass, i.e., V /M ¼
P

j pj, which is a good
approximation for bacteria42,43 and mammalian cells17. To
simplify the following formulas, we consider each protein has
the same mass and set the cell density as 1.
Due to the fast degradation of mRNA compared with the cell

cycle duration44,45, the mRNA number can be well approximated
as being in steady state. We can express the ensemble-averaged
number of mRNA of gene i as

miðtÞh i ¼ k0ϕi nðtÞh iτ: ð4Þ

Equation (3) then leads to the time-dependence of average
ribosome number, d rh i=dt ¼ ktfaϕr rh i, reproducing the auto-
catalytic nature of ribosome production and the growth rate

μ ¼ ktfaϕr; ð5Þ

determined by the relative abundance of active ribosomes in the
proteome30,32.

Similarly, the number of protein i grows as
d pih i=dt ¼ ktfaϕi rh i. As the cell grows and divides, the dynamics
becomes insensitive to the initial conditions, so the protein
number will grow exponentially as well21. The ratio between the
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comparing the cells before and after the genome replication (S
phase), the proportionality coefficient between mRNA and cell
volume does not exhibit any obvious change. In contrast, a
constant transcription rate per gene would predict a doubled
transcription rate after the replication of the whole genome,
leading to a higher mRNA concentration. In one class of constant
rate models26,27,34, a deterministic exponential growth of cell
volume is explicitly considered. The resulting perturbation on the
concentrations due to genome replication is suppressed in the
long lifetime limit, but still significant for short lifetime mole-
cules, e.g., mRNA (see Fig. 1 in ref.27).

Considering translation, various experiments have shown that
the number of ribosomes is the limiting factor rather than the
number of mRNAs. The most direct evidence is the growth law:
the growth rate of cells is proportional to the fraction of
ribosomal proteins in the total proteome (with a constant factor
depending on the growth condition)35 both for bacterial
cells30,31,36 and budding yeast cells32. This means a constant
fraction of ribosomes are actively translating mRNAs. These
results suggest that in general cells are below the saturation limit
in which there are too many ribosomes that the mRNAs can bind.
We will therefore assume the biological situation in which
mRNAs in the cell compete for the limiting resource of actively
translating ribosomes, therefore the translation rate of one type of
mRNA is proportional to the number of active ribosomes times
its fraction in the total pool of mRNAs.
Considering transcription, experiments have shown that

mutants of fission yeasts altered in cell size regulated global
transcription to maintain similar transcription rates per cell
volume regardless of the cellular DNA content. The changes in
total transcription correlated with coordinated changes in gene
occupancy by RNA polymerases37. These results suggest that the
number of RNAPs may be the limiting factor in transcription
rather than the gene number, and similar evidence has been
shown for bacterial cells38 and mammalian cells39. However, in
the same experiments on fission yeast37, it has also been found
that in cell-cycle-arrested mutants, total transcription rates
stopped increasing as the cell volume exceeded a certain value,
which suggested DNA became limiting for transcription at low
DNA concentration. This result suggests that an excess of RNAPs
may lead the gene number to become the limiting factor in
certain conditions. In this section, we will focus on the scenario
that both RNAP and ribosome are limiting in gene expression,
which we denote as Phase 1. In this phase, we will show that the
mRNA number and the protein number are proportional to the
cell volume and grow exponentially. In a later section (A unified
phase diagram of gene expression and cellular growth), we will
consider a more general model in which the limiting nature of
RNAPs and ribosomes may break down and the dynamics of
mRNA and protein number is different.
To address the limiting nature of RNAP, we define an effective

gene copy number gi for each gene to account for its copy number
and the binding strength of its promoter, which determines its
ability to compete for RNAPs. The transcription rate for one
specific gene i is proportional to the fraction of RNAPs that are
working on its gene(s), ϕi ¼ gi=

P
j gj, which we denote as the

gene allocation fraction. Gene regulation is thus coarse-grained
into the gene allocation fraction ϕi. The transcription rate is
independent of the genome copy number since a change in the
genome number leaves the allocation fraction of one gene
invariant, a conclusion which is consistent with a number of
experimental results on various organisms18–20,37.

In fact, explicit gene regulation can also be included in our
model (Methods), with a time-dependent gi. In such scenarios, gi
may be a function of protein concentrations (for instance, the
action of transcription factors modifies the transcription rate).

Such models will lead to more complex dynamics of mRNA and
protein concentrations. However, since we are interested in the
global behavior of gene expression and cell volume growth, we do
not focus on these complex regulations in this manuscript. Our
conclusions regarding the exponential growth of mRNA and
protein number for constitutively expressed genes and the
exponential growth of cell volume on the global level are not
affected by the dynamics of gene expression of particular genes.
In the following, m, p, r, n represents the numbers of mRNAs,

proteins, ribosomes and RNA polymerases, respectively. Proteins
(p) also include RNAPs (n) and ribosomes (r)30. We consider the
degradation of mRNA with degradation time τ for all genes. The
protein number decreases only through cell divisions (though
adding a finite degradation rate for proteins does not affect our
results). The stochastic dynamics of gene expression within Phase
1 of our model are summarized in the following sets of equations
and Fig. 1b,
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Here k0, kt are constants, characterizing the transcription
(translation) rate of a single RNAP (ribosome). fa is the fraction
of active ribosomes, which we assume to be constant in a given
nutrient environment30,32. We note that nonspecifically bound
RNAPs have been reported in bacteria40,41. We will discuss their
effect later. For simplicity, we first assume the values of ϕi do not
change in time. This can be formally thought of as corresponding
to an instantaneous replication of the genome. In reality, a finite
duration of DNA replication and the varying time of replication
initiation for different genes lead to ϕi’s that change during the
DNA replication. We later analyze a more complete version of the
model which includes these gene dosage effects, but we first
consider the simplified scenario of constant ϕi that will capture
the essential features of the problem.
We assume the cell volume is approximately proportional to

the total protein mass, i.e., V /M ¼
P

j pj, which is a good
approximation for bacteria42,43 and mammalian cells17. To
simplify the following formulas, we consider each protein has
the same mass and set the cell density as 1.
Due to the fast degradation of mRNA compared with the cell

cycle duration44,45, the mRNA number can be well approximated
as being in steady state. We can express the ensemble-averaged
number of mRNA of gene i as

miðtÞh i ¼ k0ϕi nðtÞh iτ: ð4Þ

Equation (3) then leads to the time-dependence of average
ribosome number, d rh i=dt ¼ ktfaϕr rh i, reproducing the auto-
catalytic nature of ribosome production and the growth rate

μ ¼ ktfaϕr; ð5Þ

determined by the relative abundance of active ribosomes in the
proteome30,32.

Similarly, the number of protein i grows as
d pih i=dt ¼ ktfaϕi rh i. As the cell grows and divides, the dynamics
becomes insensitive to the initial conditions, so the protein
number will grow exponentially as well21. The ratio between the
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• A theoretical model explaining the empirical scaling of proteins 
and RNAs to cell volume during cell growth
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averages of two protein numbers in the steady state is set by the
ratio of their production rate, therefore hpii=hpji ¼ ϕi=ϕj. The
average number of mRNA traces the number of RNA
polymerases according to Eq. (4), and therefore also grows
exponentially. Throughout the cell cycle we have

miðtÞh i ¼ mbðiÞexp μtð Þ; ð6aÞ

piðtÞh i ¼ pbðiÞexp μtð Þ; ð6bÞ

where mb(i) (pb(i)) is the number of mRNA (protein) of gene i at
cell birth.
We denote the concentrations of mRNA and protein of gene i

as cmi =mi/V and ci= pi/V respectively. According to Eqs. (1)–
(3), the deterministic equations of the above variables become
(see details in Methods)

dci
dt

$ μ ϕi % ci
! "

: ð7aÞ

dcmi
dt

$ 1
τ

k0ϕiϕnτ % cmi
! "

: ð7bÞ

A fixed point exists for the dynamics of ci and cmi , namely ci ¼ ϕi
and cmi ¼ k0ϕiϕnτ. This fixed point is stable due to the global
nature of RNAPs and ribosomes: any noises arising from the copy
number of RNAPs (ribosomes) equally affect all mRNAs
(proteins), and therefore leave the relative fraction of one type
of mRNA (protein) in the total pool of mRNAs (proteins)
invariant. The average concentrations of mRNA and protein of
gene i become cih i ¼ ϕi, and cmi

# $
¼ k0τϕiϕn. The results are

independent of the cell volume and genome copy number
agreeing with experimental data on various organisms18–20,22.

We take cell division explicitly into account and, for
concreteness, use the “adder” model for cell division by
considering an initiator protein I. The initiator protein accumu-
lates from cell birth, triggers the cell division once it reaches the
division threshold Ic and is then destroyed (or “reset”, e.g., after
initiation of DNA replication in bacteria, the ATP-bound DnaA is
dephosphorylated to the ADP-bound form)46–48. During a
division event, we assume proteins and mRNAs are divided
between the two daughter cells following a binomial distribu-
tion49 . The initiator protein sets the scale of absolute protein
number, and the average number of proteins produced in one cell
cycle is equal to Δ(i)= Icϕi/ϕI47. Since the protein number grows
twofold during one cell cycle, the average protein number of gene
i at cell birth is pb(i)= Icϕi/ϕI and the corresponding average
mRNA number at cell birth is mb(i)= k0Icτϕiϕn/ϕI. We remark
that the exact molecular mechanism of cell division does not
affect our results.
We corroborate the above analytical calculations with numer-

ical simulations. These will also capture the stochastic fluctuations
in gene expression levels, which are not included in the previous
analysis. Due to the short lifetime of mRNAs, the production of
proteins can be approximated by instantaneous bursts24. We
introduce the burst size parameter b0 as the average number of
proteins made per burst, b0 = ktfahrðtÞi=h

P
j mji ´ τ ≈

ktfaϕr= k0ϕn
! "

, independent of the cell volume. ϕi for N= 200
proteins are uniformly sampled in logarithmic space, with the
sum over ϕi (including ribosome and RNAP) constraint to be
precisely one. We choose the parameters to be biologically
relevant for bacteria: the doubling time T= ln(2)/μ= 150 min, rb
= 104, nb= 103, b0= 0.8, Ic= 20, ϕr= 0.2, fa= 0.7 and τ= 3.5
min, see other numerical details in Methods. Our conclusions are
independent of the specific choice of parameters.

In Fig. 2a, we show the typical trajectories from our
simulations of cell volume, protein number and mRNA number
for the same gene over multiple generations. To verify the
exponential growth of protein and mRNA, we average the protein
and mRNA numbers given a fixed relative phase in the cell cycle
progression, which is normalized by the generation time and
changes from 0 to 1. The averaged values of protein and mRNA
numbers (circles) are well predicted by exponential growth, Eqs.
(6a) and (6b) (black lines) without any fitting parameters, as
shown in Fig. 2b with 3 single trajectories in the background. We
also simulate a regulated gene with a time-dependent gene copy
number and obtain qualitatively similar results (Methods,
Supplementary Fig. 1).
The corresponding trajectories of protein and mRNA con-

centrations are shown in Fig. 2c, with bounded fluctuations
around the predicted averaged values (black lines). In contrast, if
the protein number and cell volume grow exponentially but
independently, the ratio between them will diverge as the effects
of noise accumulate, exhibiting a random walk behavior (Fig. 2d).
Considering the cell cycle dependence of mRNA number and the
homeostasis of protein concentration throughout the cell cycle,
the experimental observation in Escherichia coli showing
negligible correlations between mRNA number and protein
concentration50 is consistent with our model, and not contra-
dictory to the strong correlation of mRNA concentration and
protein concentration51.

Within our model, we may also study the protein number
dynamics: how does the protein number at cell division correlate
with that at cell birth? We find that the correlations follow an
“adder” (i.e. the number of new proteins added is uncorrelated
with the number at birth), as shown in Fig. 2e. While this has
been quantified in various organisms with respect to cell
volume8,9 ,11,52–54, checking correlations between protein content
at cell birth and division has received significantly less
attention55,56. Related to this, we study the auto-correlation
function of protein concentration in time. We find that the auto-
correlation function is approximately exponential, with a
correlation time bounded from below by the doubling time
(Supplementary Fig. 2). Both of these results provide experimen-
tally testable predictions.

Effects of finite duration of gene replication. So far, we con-
sidered a constant ϕi throughout the cell cycle assuming an
instantaneous replication of the genome. In this section, we relax
this condition and study the effects of finite DNA replication
time. We consider the bacterial model of DNA replication, spe-
cifically, E. coli, for which the mechanism of DNA replication is
well characterized57. The duration of DNA replication is con-
stant, and defined as the C period. The corresponding cell divi-
sion follows after an approximately constant duration known as
the D period. Details of the DNA replication model are in the
Methods. In Fig. 3a, we show the time trajectories of the gene
allocation fraction, mRNA concentration and protein con-
centration of one gene for a doubling time of T= 30 min with
C+D= 70 min. The DNA replication introduces a cell cycle
dependent modulation of ϕi. The abrupt increase of ϕi corre-
sponds to the replication of the specific gene i (Fig. 3a) ϕi → 2ϕi.
However, as other genes are replicated, the relative fraction of
gene i in the total genome decreases. This modulation propagates
to the mRNA concentration which essentially tracks the
dynamics of ϕi due to its short lifetime. The modulation of
mRNA concentration affects the protein concentration as well,
yet with a much smaller amplitude. These results can be tested
experimentally by monitoring the DNA replication process and
mRNA concentration simultaneously.
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averages of two protein numbers in the steady state is set by the
ratio of their production rate, therefore hpii=hpji ¼ ϕi=ϕj. The
average number of mRNA traces the number of RNA
polymerases according to Eq. (4), and therefore also grows
exponentially. Throughout the cell cycle we have

miðtÞh i ¼ mbðiÞexp μtð Þ; ð6aÞ

piðtÞh i ¼ pbðiÞexp μtð Þ; ð6bÞ

where mb(i) (pb(i)) is the number of mRNA (protein) of gene i at
cell birth.
We denote the concentrations of mRNA and protein of gene i

as cmi =mi/V and ci= pi/V respectively. According to Eqs. (1)–
(3), the deterministic equations of the above variables become
(see details in Methods)

dci
dt

$ μ ϕi % ci
! "

: ð7aÞ

dcmi
dt

$ 1
τ

k0ϕiϕnτ % cmi
! "

: ð7bÞ

A fixed point exists for the dynamics of ci and cmi , namely ci ¼ ϕi
and cmi ¼ k0ϕiϕnτ. This fixed point is stable due to the global
nature of RNAPs and ribosomes: any noises arising from the copy
number of RNAPs (ribosomes) equally affect all mRNAs
(proteins), and therefore leave the relative fraction of one type
of mRNA (protein) in the total pool of mRNAs (proteins)
invariant. The average concentrations of mRNA and protein of
gene i become cih i ¼ ϕi, and cmi

# $
¼ k0τϕiϕn. The results are

independent of the cell volume and genome copy number
agreeing with experimental data on various organisms18–20,22.

We take cell division explicitly into account and, for
concreteness, use the “adder” model for cell division by
considering an initiator protein I. The initiator protein accumu-
lates from cell birth, triggers the cell division once it reaches the
division threshold Ic and is then destroyed (or “reset”, e.g., after
initiation of DNA replication in bacteria, the ATP-bound DnaA is
dephosphorylated to the ADP-bound form)46–48. During a
division event, we assume proteins and mRNAs are divided
between the two daughter cells following a binomial distribu-
tion49 . The initiator protein sets the scale of absolute protein
number, and the average number of proteins produced in one cell
cycle is equal to Δ(i)= Icϕi/ϕI47. Since the protein number grows
twofold during one cell cycle, the average protein number of gene
i at cell birth is pb(i)= Icϕi/ϕI and the corresponding average
mRNA number at cell birth is mb(i)= k0Icτϕiϕn/ϕI. We remark
that the exact molecular mechanism of cell division does not
affect our results.
We corroborate the above analytical calculations with numer-

ical simulations. These will also capture the stochastic fluctuations
in gene expression levels, which are not included in the previous
analysis. Due to the short lifetime of mRNAs, the production of
proteins can be approximated by instantaneous bursts24. We
introduce the burst size parameter b0 as the average number of
proteins made per burst, b0 = ktfahrðtÞi=h

P
j mji ´ τ ≈

ktfaϕr= k0ϕn
! "

, independent of the cell volume. ϕi for N= 200
proteins are uniformly sampled in logarithmic space, with the
sum over ϕi (including ribosome and RNAP) constraint to be
precisely one. We choose the parameters to be biologically
relevant for bacteria: the doubling time T= ln(2)/μ= 150 min, rb
= 104, nb= 103, b0= 0.8, Ic= 20, ϕr= 0.2, fa= 0.7 and τ= 3.5
min, see other numerical details in Methods. Our conclusions are
independent of the specific choice of parameters.

In Fig. 2a, we show the typical trajectories from our
simulations of cell volume, protein number and mRNA number
for the same gene over multiple generations. To verify the
exponential growth of protein and mRNA, we average the protein
and mRNA numbers given a fixed relative phase in the cell cycle
progression, which is normalized by the generation time and
changes from 0 to 1. The averaged values of protein and mRNA
numbers (circles) are well predicted by exponential growth, Eqs.
(6a) and (6b) (black lines) without any fitting parameters, as
shown in Fig. 2b with 3 single trajectories in the background. We
also simulate a regulated gene with a time-dependent gene copy
number and obtain qualitatively similar results (Methods,
Supplementary Fig. 1).
The corresponding trajectories of protein and mRNA con-

centrations are shown in Fig. 2c, with bounded fluctuations
around the predicted averaged values (black lines). In contrast, if
the protein number and cell volume grow exponentially but
independently, the ratio between them will diverge as the effects
of noise accumulate, exhibiting a random walk behavior (Fig. 2d).
Considering the cell cycle dependence of mRNA number and the
homeostasis of protein concentration throughout the cell cycle,
the experimental observation in Escherichia coli showing
negligible correlations between mRNA number and protein
concentration50 is consistent with our model, and not contra-
dictory to the strong correlation of mRNA concentration and
protein concentration51.

Within our model, we may also study the protein number
dynamics: how does the protein number at cell division correlate
with that at cell birth? We find that the correlations follow an
“adder” (i.e. the number of new proteins added is uncorrelated
with the number at birth), as shown in Fig. 2e. While this has
been quantified in various organisms with respect to cell
volume8,9 ,11,52–54, checking correlations between protein content
at cell birth and division has received significantly less
attention55,56. Related to this, we study the auto-correlation
function of protein concentration in time. We find that the auto-
correlation function is approximately exponential, with a
correlation time bounded from below by the doubling time
(Supplementary Fig. 2). Both of these results provide experimen-
tally testable predictions.

Effects of finite duration of gene replication. So far, we con-
sidered a constant ϕi throughout the cell cycle assuming an
instantaneous replication of the genome. In this section, we relax
this condition and study the effects of finite DNA replication
time. We consider the bacterial model of DNA replication, spe-
cifically, E. coli, for which the mechanism of DNA replication is
well characterized57. The duration of DNA replication is con-
stant, and defined as the C period. The corresponding cell divi-
sion follows after an approximately constant duration known as
the D period. Details of the DNA replication model are in the
Methods. In Fig. 3a, we show the time trajectories of the gene
allocation fraction, mRNA concentration and protein con-
centration of one gene for a doubling time of T= 30 min with
C+D= 70 min. The DNA replication introduces a cell cycle
dependent modulation of ϕi. The abrupt increase of ϕi corre-
sponds to the replication of the specific gene i (Fig. 3a) ϕi → 2ϕi.
However, as other genes are replicated, the relative fraction of
gene i in the total genome decreases. This modulation propagates
to the mRNA concentration which essentially tracks the
dynamics of ϕi due to its short lifetime. The modulation of
mRNA concentration affects the protein concentration as well,
yet with a much smaller amplitude. These results can be tested
experimentally by monitoring the DNA replication process and
mRNA concentration simultaneously.
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comparing the cells before and after the genome replication (S
phase), the proportionality coefficient between mRNA and cell
volume does not exhibit any obvious change. In contrast, a
constant transcription rate per gene would predict a doubled
transcription rate after the replication of the whole genome,
leading to a higher mRNA concentration. In one class of constant
rate models26,27,34, a deterministic exponential growth of cell
volume is explicitly considered. The resulting perturbation on the
concentrations due to genome replication is suppressed in the
long lifetime limit, but still significant for short lifetime mole-
cules, e.g., mRNA (see Fig. 1 in ref.27).

Considering translation, various experiments have shown that
the number of ribosomes is the limiting factor rather than the
number of mRNAs. The most direct evidence is the growth law:
the growth rate of cells is proportional to the fraction of
ribosomal proteins in the total proteome (with a constant factor
depending on the growth condition)35 both for bacterial
cells30,31,36 and budding yeast cells32. This means a constant
fraction of ribosomes are actively translating mRNAs. These
results suggest that in general cells are below the saturation limit
in which there are too many ribosomes that the mRNAs can bind.
We will therefore assume the biological situation in which
mRNAs in the cell compete for the limiting resource of actively
translating ribosomes, therefore the translation rate of one type of
mRNA is proportional to the number of active ribosomes times
its fraction in the total pool of mRNAs.

Considering transcription, experiments have shown that
mutants of fission yeasts altered in cell size regulated global
transcription to maintain similar transcription rates per cell
volume regardless of the cellular DNA content. The changes in
total transcription correlated with coordinated changes in gene
occupancy by RNA polymerases37. These results suggest that the
number of RNAPs may be the limiting factor in transcription
rather than the gene number, and similar evidence has been
shown for bacterial cells38 and mammalian cells39. However, in
the same experiments on fission yeast37, it has also been found
that in cell-cycle-arrested mutants, total transcription rates
stopped increasing as the cell volume exceeded a certain value,
which suggested DNA became limiting for transcription at low
DNA concentration. This result suggests that an excess of RNAPs
may lead the gene number to become the limiting factor in
certain conditions. In this section, we will focus on the scenario
that both RNAP and ribosome are limiting in gene expression,
which we denote as Phase 1. In this phase, we will show that the
mRNA number and the protein number are proportional to the
cell volume and grow exponentially. In a later section (A unified
phase diagram of gene expression and cellular growth), we will
consider a more general model in which the limiting nature of
RNAPs and ribosomes may break down and the dynamics of
mRNA and protein number is different.

To address the limiting nature of RNAP, we define an effective
gene copy number gi for each gene to account for its copy number
and the binding strength of its promoter, which determines its
ability to compete for RNAPs. The transcription rate for one
specific gene i is proportional to the fraction of RNAPs that are
working on its gene(s), ϕi ¼ gi=

P
j gj, which we denote as the

gene allocation fraction. Gene regulation is thus coarse-grained
into the gene allocation fraction ϕi. The transcription rate is
independent of the genome copy number since a change in the
genome number leaves the allocation fraction of one gene
invariant, a conclusion which is consistent with a number of
experimental results on various organisms18–20,37.

In fact, explicit gene regulation can also be included in our
model (Methods), with a time-dependent gi. In such scenarios, gi
may be a function of protein concentrations (for instance, the
action of transcription factors modifies the transcription rate).

Such models will lead to more complex dynamics of mRNA and
protein concentrations. However, since we are interested in the
global behavior of gene expression and cell volume growth, we do
not focus on these complex regulations in this manuscript. Our
conclusions regarding the exponential growth of mRNA and
protein number for constitutively expressed genes and the
exponential growth of cell volume on the global level are not
affected by the dynamics of gene expression of particular genes.

In the following, m, p, r, n represents the numbers of mRNAs,
proteins, ribosomes and RNA polymerases, respectively. Proteins
(p) also include RNAPs (n) and ribosomes (r)30. We consider the
degradation of mRNA with degradation time τ for all genes. The
protein number decreases only through cell divisions (though
adding a finite degradation rate for proteins does not affect our
results). The stochastic dynamics of gene expression within Phase
1 of our model are summarized in the following sets of equations
and Fig. 1b,

mi "!
k0 gi=

P
j

gj

! "
n

mi þ 1;
ð1Þ

mi "!
mi=τ mi " 1; ð2Þ

pi "!
kt mi=

P
j

mj

! "
far

pi þ 1:
ð3Þ

Here k0, kt are constants, characterizing the transcription
(translation) rate of a single RNAP (ribosome). fa is the fraction
of active ribosomes, which we assume to be constant in a given
nutrient environment30,32. We note that nonspecifically bound
RNAPs have been reported in bacteria40,41. We will discuss their
effect later. For simplicity, we first assume the values of ϕi do not
change in time. This can be formally thought of as corresponding
to an instantaneous replication of the genome. In reality, a finite
duration of DNA replication and the varying time of replication
initiation for different genes lead to ϕi’s that change during the
DNA replication. We later analyze a more complete version of the
model which includes these gene dosage effects, but we first
consider the simplified scenario of constant ϕi that will capture
the essential features of the problem.

We assume the cell volume is approximately proportional to
the total protein mass, i.e., V /M ¼

P
j pj, which is a good

approximation for bacteria42,43 and mammalian cells17. To
simplify the following formulas, we consider each protein has
the same mass and set the cell density as 1.

Due to the fast degradation of mRNA compared with the cell
cycle duration44,45, the mRNA number can be well approximated
as being in steady state. We can express the ensemble-averaged
number of mRNA of gene i as

miðtÞh i ¼ k0ϕi nðtÞh iτ: ð4Þ

Equation (3) then leads to the time-dependence of average
ribosome number, d rh i=dt ¼ ktfaϕr rh i, reproducing the auto-
catalytic nature of ribosome production and the growth rate

μ ¼ ktfaϕr; ð5Þ

determined by the relative abundance of active ribosomes in the
proteome30,32.

Similarly, the number of protein i grows as
d pih i=dt ¼ ktfaϕi rh i. As the cell grows and divides, the dynamics
becomes insensitive to the initial conditions, so the protein
number will grow exponentially as well21. The ratio between the
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with growth rate
fraction of ribosomal gene in genome (φr)
(NB: amplification of rRNA increases φr)

2. Long term regulation by protein synthesis 

Noise in gene expression can be classified as intrinsic and
extrinsic noise58 . While intrinsic noise is due to the stochastic
nature of the chemical reactions involved in gene expression,
extrinsic noise is believed to be due to the fluctuations of external
conditions and common to a subset of proteins. Experiments
have revealed a global extrinsic noise that affects all protein
concentrations in the genome50,59 ,60. Because all genes are
subjected to the finite duration of DNA replication, it is tempting
to attribute the finite duration of DNA replication as one of the
main sources of global extrinsic noise34 . Within our model in the
previous section (constant ϕi’s throughout the cell cycle), there is
no global extrinsic noise (Supplementary Fig. 3). A global
extrinsic noise may emerge after we introduce the time-
dependent ϕi due to DNA replication. However, we find that

the coefficient of variation (CV, the ratio between standard
deviation and mean) of the most highly expressed proteins is only
about 0.02 within the growing cell model (Fig. 3b), much smaller
than that found in experiments50,59 . We note that a small
extrinsic noise due to gene replication is also observed in constant
rate models26,27 . Moreover, recent experiments and modeling
have suggested that a significant part of the extrinsic noise of
mRNA expression level can be attributed to the fluctuations of
RNAP copy number28 . Within our model, RNAP level fluctua-
tions will lead to extrinsic noise in mRNA concentrations.

A unified phase diagram of gene expression and cellular
growth. Experimental observations on E. coli30 and budding
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Fig. 2 Exponential growth of the cell volume, protein number, mRNA number; the homeostasis of protein and mRNA concentrations throughout the cell
cycle. a Numerical simulated trajectories of cell volume, protein number, and mRNA number are shown (ϕi= 0.018). b The averaged values of protein and
mRNA numbers of a highly expressed gene (ϕi= 0.04), are shown (circles) with 3 single trajectories in the background. The black lines are theoretical
predictions of Eqs. (6a) and (6b). The average is over 130 cell cycles. The color band represents the standard deviation (same for (c)). c The averaged
values of protein and mRNA concentrations of the same gene as in (b) are shown (circles). The black lines are theoretical predictions of Eqs. (7a) and (7b).
Three trajectories are shown in the background. d Three trajectories of diverging concentrations in the scenario where the protein number and cell volume
grow independently. See the numerical details in Methods. e The scatter plot of the protein numbers at cell division (Pd) v.s. the protein numbers at cell
birth (Pb). The circles are binned data. The black line is a linear fit of the binned data with slope 1.03, consistent with the adder correlations
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Noise in gene expression can be classified as intrinsic and
extrinsic noise58 . While intrinsic noise is due to the stochastic
nature of the chemical reactions involved in gene expression,
extrinsic noise is believed to be due to the fluctuations of external
conditions and common to a subset of proteins. Experiments
have revealed a global extrinsic noise that affects all protein
concentrations in the genome50,59 ,60. Because all genes are
subjected to the finite duration of DNA replication, it is tempting
to attribute the finite duration of DNA replication as one of the
main sources of global extrinsic noise34 . Within our model in the
previous section (constant ϕi’s throughout the cell cycle), there is
no global extrinsic noise (Supplementary Fig. 3). A global
extrinsic noise may emerge after we introduce the time-
dependent ϕi due to DNA replication. However, we find that

the coefficient of variation (CV, the ratio between standard
deviation and mean) of the most highly expressed proteins is only
about 0.02 within the growing cell model (Fig. 3b), much smaller
than that found in experiments50,59 . We note that a small
extrinsic noise due to gene replication is also observed in constant
rate models26,27 . Moreover, recent experiments and modeling
have suggested that a significant part of the extrinsic noise of
mRNA expression level can be attributed to the fluctuations of
RNAP copy number28 . Within our model, RNAP level fluctua-
tions will lead to extrinsic noise in mRNA concentrations.

A unified phase diagram of gene expression and cellular
growth. Experimental observations on E. coli30 and budding
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Fig. 2 Exponential growth of the cell volume, protein number, mRNA number; the homeostasis of protein and mRNA concentrations throughout the cell
cycle. a Numerical simulated trajectories of cell volume, protein number, and mRNA number are shown (ϕi= 0.018). b The averaged values of protein and
mRNA numbers of a highly expressed gene (ϕi= 0.04), are shown (circles) with 3 single trajectories in the background. The black lines are theoretical
predictions of Eqs. (6a) and (6b). The average is over 130 cell cycles. The color band represents the standard deviation (same for (c)). c The averaged
values of protein and mRNA concentrations of the same gene as in (b) are shown (circles). The black lines are theoretical predictions of Eqs. (7a) and (7b).
Three trajectories are shown in the background. d Three trajectories of diverging concentrations in the scenario where the protein number and cell volume
grow independently. See the numerical details in Methods. e The scatter plot of the protein numbers at cell division (Pd) v.s. the protein numbers at cell
birth (Pb). The circles are binned data. The black line is a linear fit of the binned data with slope 1.03, consistent with the adder correlations
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averages of two protein numbers in the steady state is set by the
ratio of their production rate, therefore hpii=hpji ¼ ϕi=ϕj. The
average number of mRNA traces the number of RNA
polymerases according to Eq. (4), and therefore also grows
exponentially. Throughout the cell cycle we have

miðtÞh i ¼ mbðiÞexp μtð Þ; ð6aÞ

piðtÞh i ¼ pbðiÞexp μtð Þ; ð6bÞ

where mb(i) (pb(i)) is the number of mRNA (protein) of gene i at
cell birth.

We denote the concentrations of mRNA and protein of gene i
as cmi =mi/V and ci= pi/V respectively. According to Eqs. (1)–
(3), the deterministic equations of the above variables become
(see details in Methods)

dci
dt

$ μ ϕi % ci
! "

: ð7aÞ

dcmi
dt

$ 1
τ

k0ϕiϕnτ % cmi
! "

: ð7bÞ

A fixed point exists for the dynamics of ci and cmi , namely ci ¼ ϕi
and cmi ¼ k0ϕiϕnτ. This fixed point is stable due to the global
nature of RNAPs and ribosomes: any noises arising from the copy
number of RNAPs (ribosomes) equally affect all mRNAs
(proteins), and therefore leave the relative fraction of one type
of mRNA (protein) in the total pool of mRNAs (proteins)
invariant. The average concentrations of mRNA and protein of
gene i become cih i ¼ ϕi, and cmi

# $
¼ k0τϕiϕn. The results are

independent of the cell volume and genome copy number
agreeing with experimental data on various organisms18–20,22.

We take cell division explicitly into account and, for
concreteness, use the “adder” model for cell division by
considering an initiator protein I. The initiator protein accumu-
lates from cell birth, triggers the cell division once it reaches the
division threshold Ic and is then destroyed (or “reset”, e.g., after
initiation of DNA replication in bacteria, the ATP-bound DnaA is
dephosphorylated to the ADP-bound form)46–48. During a
division event, we assume proteins and mRNAs are divided
between the two daughter cells following a binomial distribu-
tion49 . The initiator protein sets the scale of absolute protein
number, and the average number of proteins produced in one cell
cycle is equal to Δ(i)= Icϕi/ϕI47. Since the protein number grows
twofold during one cell cycle, the average protein number of gene
i at cell birth is pb(i)= Icϕi/ϕI and the corresponding average
mRNA number at cell birth is mb(i)= k0Icτϕiϕn/ϕI. We remark
that the exact molecular mechanism of cell division does not
affect our results.

We corroborate the above analytical calculations with numer-
ical simulations. These will also capture the stochastic fluctuations
in gene expression levels, which are not included in the previous
analysis. Due to the short lifetime of mRNAs, the production of
proteins can be approximated by instantaneous bursts24. We
introduce the burst size parameter b0 as the average number of
proteins made per burst, b0 = ktfahrðtÞi=h

P
j mji ´ τ ≈

ktfaϕr= k0ϕn
! "

, independent of the cell volume. ϕi for N= 200
proteins are uniformly sampled in logarithmic space, with the
sum over ϕi (including ribosome and RNAP) constraint to be
precisely one. We choose the parameters to be biologically
relevant for bacteria: the doubling time T= ln(2)/μ= 150 min, rb
= 104, nb= 103, b0= 0.8, Ic= 20, ϕr= 0.2, fa= 0.7 and τ= 3.5
min, see other numerical details in Methods. Our conclusions are
independent of the specific choice of parameters.

In Fig. 2a, we show the typical trajectories from our
simulations of cell volume, protein number and mRNA number
for the same gene over multiple generations. To verify the
exponential growth of protein and mRNA, we average the protein
and mRNA numbers given a fixed relative phase in the cell cycle
progression, which is normalized by the generation time and
changes from 0 to 1. The averaged values of protein and mRNA
numbers (circles) are well predicted by exponential growth, Eqs.
(6a) and (6b) (black lines) without any fitting parameters, as
shown in Fig. 2b with 3 single trajectories in the background. We
also simulate a regulated gene with a time-dependent gene copy
number and obtain qualitatively similar results (Methods,
Supplementary Fig. 1).

The corresponding trajectories of protein and mRNA con-
centrations are shown in Fig. 2c, with bounded fluctuations
around the predicted averaged values (black lines). In contrast, if
the protein number and cell volume grow exponentially but
independently, the ratio between them will diverge as the effects
of noise accumulate, exhibiting a random walk behavior (Fig. 2d).
Considering the cell cycle dependence of mRNA number and the
homeostasis of protein concentration throughout the cell cycle,
the experimental observation in Escherichia coli showing
negligible correlations between mRNA number and protein
concentration50 is consistent with our model, and not contra-
dictory to the strong correlation of mRNA concentration and
protein concentration51.

Within our model, we may also study the protein number
dynamics: how does the protein number at cell division correlate
with that at cell birth? We find that the correlations follow an
“adder” (i.e. the number of new proteins added is uncorrelated
with the number at birth), as shown in Fig. 2e. While this has
been quantified in various organisms with respect to cell
volume8,9 ,11,52–54, checking correlations between protein content
at cell birth and division has received significantly less
attention55,56. Related to this, we study the auto-correlation
function of protein concentration in time. We find that the auto-
correlation function is approximately exponential, with a
correlation time bounded from below by the doubling time
(Supplementary Fig. 2). Both of these results provide experimen-
tally testable predictions.

Effects of finite duration of gene replication. So far, we con-
sidered a constant ϕi throughout the cell cycle assuming an
instantaneous replication of the genome. In this section, we relax
this condition and study the effects of finite DNA replication
time. We consider the bacterial model of DNA replication, spe-
cifically, E. coli, for which the mechanism of DNA replication is
well characterized57. The duration of DNA replication is con-
stant, and defined as the C period. The corresponding cell divi-
sion follows after an approximately constant duration known as
the D period. Details of the DNA replication model are in the
Methods. In Fig. 3a, we show the time trajectories of the gene
allocation fraction, mRNA concentration and protein con-
centration of one gene for a doubling time of T= 30 min with
C+D= 70 min. The DNA replication introduces a cell cycle
dependent modulation of ϕi. The abrupt increase of ϕi corre-
sponds to the replication of the specific gene i (Fig. 3a) ϕi → 2ϕi.
However, as other genes are replicated, the relative fraction of
gene i in the total genome decreases. This modulation propagates
to the mRNA concentration which essentially tracks the
dynamics of ϕi due to its short lifetime. The modulation of
mRNA concentration affects the protein concentration as well,
yet with a much smaller amplitude. These results can be tested
experimentally by monitoring the DNA replication process and
mRNA concentration simultaneously.
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stable fixed points

averages of two protein numbers in the steady state is set by the
ratio of their production rate, therefore hpii=hpji ¼ ϕi=ϕj. The
average number of mRNA traces the number of RNA
polymerases according to Eq. (4), and therefore also grows
exponentially. Throughout the cell cycle we have

miðtÞh i ¼ mbðiÞexp μtð Þ; ð6aÞ

piðtÞh i ¼ pbðiÞexp μtð Þ; ð6bÞ

where mb(i) (pb(i)) is the number of mRNA (protein) of gene i at
cell birth.
We denote the concentrations of mRNA and protein of gene i

as cmi =mi/V and ci= pi/V respectively. According to Eqs. (1)–
(3), the deterministic equations of the above variables become
(see details in Methods)

dci
dt

$ μ ϕi % ci
! "

: ð7aÞ
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! "

: ð7bÞ

A fixed point exists for the dynamics of ci and cmi , namely ci ¼ ϕi
and cmi ¼ k0ϕiϕnτ. This fixed point is stable due to the global
nature of RNAPs and ribosomes: any noises arising from the copy
number of RNAPs (ribosomes) equally affect all mRNAs
(proteins), and therefore leave the relative fraction of one type
of mRNA (protein) in the total pool of mRNAs (proteins)
invariant. The average concentrations of mRNA and protein of
gene i become cih i ¼ ϕi, and cmi

# $
¼ k0τϕiϕn. The results are

independent of the cell volume and genome copy number
agreeing with experimental data on various organisms18–20,22.

We take cell division explicitly into account and, for
concreteness, use the “adder” model for cell division by
considering an initiator protein I. The initiator protein accumu-
lates from cell birth, triggers the cell division once it reaches the
division threshold Ic and is then destroyed (or “reset”, e.g., after
initiation of DNA replication in bacteria, the ATP-bound DnaA is
dephosphorylated to the ADP-bound form)46–48. During a
division event, we assume proteins and mRNAs are divided
between the two daughter cells following a binomial distribu-
tion49 . The initiator protein sets the scale of absolute protein
number, and the average number of proteins produced in one cell
cycle is equal to Δ(i)= Icϕi/ϕI47. Since the protein number grows
twofold during one cell cycle, the average protein number of gene
i at cell birth is pb(i)= Icϕi/ϕI and the corresponding average
mRNA number at cell birth is mb(i)= k0Icτϕiϕn/ϕI. We remark
that the exact molecular mechanism of cell division does not
affect our results.
We corroborate the above analytical calculations with numer-

ical simulations. These will also capture the stochastic fluctuations
in gene expression levels, which are not included in the previous
analysis. Due to the short lifetime of mRNAs, the production of
proteins can be approximated by instantaneous bursts24. We
introduce the burst size parameter b0 as the average number of
proteins made per burst, b0 = ktfahrðtÞi=h

P
j mji ´ τ ≈

ktfaϕr= k0ϕn
! "

, independent of the cell volume. ϕi for N= 200
proteins are uniformly sampled in logarithmic space, with the
sum over ϕi (including ribosome and RNAP) constraint to be
precisely one. We choose the parameters to be biologically
relevant for bacteria: the doubling time T= ln(2)/μ= 150 min, rb
= 104, nb= 103, b0= 0.8, Ic= 20, ϕr= 0.2, fa= 0.7 and τ= 3.5
min, see other numerical details in Methods. Our conclusions are
independent of the specific choice of parameters.

In Fig. 2a, we show the typical trajectories from our
simulations of cell volume, protein number and mRNA number
for the same gene over multiple generations. To verify the
exponential growth of protein and mRNA, we average the protein
and mRNA numbers given a fixed relative phase in the cell cycle
progression, which is normalized by the generation time and
changes from 0 to 1. The averaged values of protein and mRNA
numbers (circles) are well predicted by exponential growth, Eqs.
(6a) and (6b) (black lines) without any fitting parameters, as
shown in Fig. 2b with 3 single trajectories in the background. We
also simulate a regulated gene with a time-dependent gene copy
number and obtain qualitatively similar results (Methods,
Supplementary Fig. 1).
The corresponding trajectories of protein and mRNA con-

centrations are shown in Fig. 2c, with bounded fluctuations
around the predicted averaged values (black lines). In contrast, if
the protein number and cell volume grow exponentially but
independently, the ratio between them will diverge as the effects
of noise accumulate, exhibiting a random walk behavior (Fig. 2d).
Considering the cell cycle dependence of mRNA number and the
homeostasis of protein concentration throughout the cell cycle,
the experimental observation in Escherichia coli showing
negligible correlations between mRNA number and protein
concentration50 is consistent with our model, and not contra-
dictory to the strong correlation of mRNA concentration and
protein concentration51.

Within our model, we may also study the protein number
dynamics: how does the protein number at cell division correlate
with that at cell birth? We find that the correlations follow an
“adder” (i.e. the number of new proteins added is uncorrelated
with the number at birth), as shown in Fig. 2e. While this has
been quantified in various organisms with respect to cell
volume8,9 ,11,52–54, checking correlations between protein content
at cell birth and division has received significantly less
attention55,56. Related to this, we study the auto-correlation
function of protein concentration in time. We find that the auto-
correlation function is approximately exponential, with a
correlation time bounded from below by the doubling time
(Supplementary Fig. 2). Both of these results provide experimen-
tally testable predictions.

Effects of finite duration of gene replication. So far, we con-
sidered a constant ϕi throughout the cell cycle assuming an
instantaneous replication of the genome. In this section, we relax
this condition and study the effects of finite DNA replication
time. We consider the bacterial model of DNA replication, spe-
cifically, E. coli, for which the mechanism of DNA replication is
well characterized57. The duration of DNA replication is con-
stant, and defined as the C period. The corresponding cell divi-
sion follows after an approximately constant duration known as
the D period. Details of the DNA replication model are in the
Methods. In Fig. 3a, we show the time trajectories of the gene
allocation fraction, mRNA concentration and protein con-
centration of one gene for a doubling time of T= 30 min with
C+D= 70 min. The DNA replication introduces a cell cycle
dependent modulation of ϕi. The abrupt increase of ϕi corre-
sponds to the replication of the specific gene i (Fig. 3a) ϕi → 2ϕi.
However, as other genes are replicated, the relative fraction of
gene i in the total genome decreases. This modulation propagates
to the mRNA concentration which essentially tracks the
dynamics of ϕi due to its short lifetime. The modulation of
mRNA concentration affects the protein concentration as well,
yet with a much smaller amplitude. These results can be tested
experimentally by monitoring the DNA replication process and
mRNA concentration simultaneously.
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averages of two protein numbers in the steady state is set by the
ratio of their production rate, therefore hpii=hpji ¼ ϕi=ϕj. The
average number of mRNA traces the number of RNA
polymerases according to Eq. (4), and therefore also grows
exponentially. Throughout the cell cycle we have

miðtÞh i ¼ mbðiÞexp μtð Þ; ð6aÞ

piðtÞh i ¼ pbðiÞexp μtð Þ; ð6bÞ

where mb(i) (pb(i)) is the number of mRNA (protein) of gene i at
cell birth.

We denote the concentrations of mRNA and protein of gene i
as cmi =mi/V and ci= pi/V respectively. According to Eqs. (1)–
(3), the deterministic equations of the above variables become
(see details in Methods)
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A fixed point exists for the dynamics of ci and cmi , namely ci ¼ ϕi
and cmi ¼ k0ϕiϕnτ. This fixed point is stable due to the global
nature of RNAPs and ribosomes: any noises arising from the copy
number of RNAPs (ribosomes) equally affect all mRNAs
(proteins), and therefore leave the relative fraction of one type
of mRNA (protein) in the total pool of mRNAs (proteins)
invariant. The average concentrations of mRNA and protein of
gene i become cih i ¼ ϕi, and cmi

# $
¼ k0τϕiϕn. The results are

independent of the cell volume and genome copy number
agreeing with experimental data on various organisms18–20,22.

We take cell division explicitly into account and, for
concreteness, use the “adder” model for cell division by
considering an initiator protein I. The initiator protein accumu-
lates from cell birth, triggers the cell division once it reaches the
division threshold Ic and is then destroyed (or “reset”, e.g., after
initiation of DNA replication in bacteria, the ATP-bound DnaA is
dephosphorylated to the ADP-bound form)46–48. During a
division event, we assume proteins and mRNAs are divided
between the two daughter cells following a binomial distribu-
tion49 . The initiator protein sets the scale of absolute protein
number, and the average number of proteins produced in one cell
cycle is equal to Δ(i)= Icϕi/ϕI47. Since the protein number grows
twofold during one cell cycle, the average protein number of gene
i at cell birth is pb(i)= Icϕi/ϕI and the corresponding average
mRNA number at cell birth is mb(i)= k0Icτϕiϕn/ϕI. We remark
that the exact molecular mechanism of cell division does not
affect our results.

We corroborate the above analytical calculations with numer-
ical simulations. These will also capture the stochastic fluctuations
in gene expression levels, which are not included in the previous
analysis. Due to the short lifetime of mRNAs, the production of
proteins can be approximated by instantaneous bursts24. We
introduce the burst size parameter b0 as the average number of
proteins made per burst, b0 = ktfahrðtÞi=h

P
j mji ´ τ ≈

ktfaϕr= k0ϕn
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, independent of the cell volume. ϕi for N= 200
proteins are uniformly sampled in logarithmic space, with the
sum over ϕi (including ribosome and RNAP) constraint to be
precisely one. We choose the parameters to be biologically
relevant for bacteria: the doubling time T= ln(2)/μ= 150 min, rb
= 104, nb= 103, b0= 0.8, Ic= 20, ϕr= 0.2, fa= 0.7 and τ= 3.5
min, see other numerical details in Methods. Our conclusions are
independent of the specific choice of parameters.

In Fig. 2a, we show the typical trajectories from our
simulations of cell volume, protein number and mRNA number
for the same gene over multiple generations. To verify the
exponential growth of protein and mRNA, we average the protein
and mRNA numbers given a fixed relative phase in the cell cycle
progression, which is normalized by the generation time and
changes from 0 to 1. The averaged values of protein and mRNA
numbers (circles) are well predicted by exponential growth, Eqs.
(6a) and (6b) (black lines) without any fitting parameters, as
shown in Fig. 2b with 3 single trajectories in the background. We
also simulate a regulated gene with a time-dependent gene copy
number and obtain qualitatively similar results (Methods,
Supplementary Fig. 1).

The corresponding trajectories of protein and mRNA con-
centrations are shown in Fig. 2c, with bounded fluctuations
around the predicted averaged values (black lines). In contrast, if
the protein number and cell volume grow exponentially but
independently, the ratio between them will diverge as the effects
of noise accumulate, exhibiting a random walk behavior (Fig. 2d).
Considering the cell cycle dependence of mRNA number and the
homeostasis of protein concentration throughout the cell cycle,
the experimental observation in Escherichia coli showing
negligible correlations between mRNA number and protein
concentration50 is consistent with our model, and not contra-
dictory to the strong correlation of mRNA concentration and
protein concentration51.

Within our model, we may also study the protein number
dynamics: how does the protein number at cell division correlate
with that at cell birth? We find that the correlations follow an
“adder” (i.e. the number of new proteins added is uncorrelated
with the number at birth), as shown in Fig. 2e. While this has
been quantified in various organisms with respect to cell
volume8,9 ,11,52–54, checking correlations between protein content
at cell birth and division has received significantly less
attention55,56. Related to this, we study the auto-correlation
function of protein concentration in time. We find that the auto-
correlation function is approximately exponential, with a
correlation time bounded from below by the doubling time
(Supplementary Fig. 2). Both of these results provide experimen-
tally testable predictions.

Effects of finite duration of gene replication. So far, we con-
sidered a constant ϕi throughout the cell cycle assuming an
instantaneous replication of the genome. In this section, we relax
this condition and study the effects of finite DNA replication
time. We consider the bacterial model of DNA replication, spe-
cifically, E. coli, for which the mechanism of DNA replication is
well characterized57. The duration of DNA replication is con-
stant, and defined as the C period. The corresponding cell divi-
sion follows after an approximately constant duration known as
the D period. Details of the DNA replication model are in the
Methods. In Fig. 3a, we show the time trajectories of the gene
allocation fraction, mRNA concentration and protein con-
centration of one gene for a doubling time of T= 30 min with
C+D= 70 min. The DNA replication introduces a cell cycle
dependent modulation of ϕi. The abrupt increase of ϕi corre-
sponds to the replication of the specific gene i (Fig. 3a) ϕi → 2ϕi.
However, as other genes are replicated, the relative fraction of
gene i in the total genome decreases. This modulation propagates
to the mRNA concentration which essentially tracks the
dynamics of ϕi due to its short lifetime. The modulation of
mRNA concentration affects the protein concentration as well,
yet with a much smaller amplitude. These results can be tested
experimentally by monitoring the DNA replication process and
mRNA concentration simultaneously.
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• Fluctuation in RNAP or ribosome number affects all mRNAs or proteins 
and so leaves invariant the relative fraction of one type of RNA (or 
protein) to the total pool of RNAs (proteins)

Noise in gene expression can be classified as intrinsic and
extrinsic noise58 . While intrinsic noise is due to the stochastic
nature of the chemical reactions involved in gene expression,
extrinsic noise is believed to be due to the fluctuations of external
conditions and common to a subset of proteins. Experiments
have revealed a global extrinsic noise that affects all protein
concentrations in the genome50,59 ,60. Because all genes are
subjected to the finite duration of DNA replication, it is tempting
to attribute the finite duration of DNA replication as one of the
main sources of global extrinsic noise34 . Within our model in the
previous section (constant ϕi’s throughout the cell cycle), there is
no global extrinsic noise (Supplementary Fig. 3). A global
extrinsic noise may emerge after we introduce the time-
dependent ϕi due to DNA replication. However, we find that

the coefficient of variation (CV, the ratio between standard
deviation and mean) of the most highly expressed proteins is only
about 0.02 within the growing cell model (Fig. 3b), much smaller
than that found in experiments50,59 . We note that a small
extrinsic noise due to gene replication is also observed in constant
rate models26,27 . Moreover, recent experiments and modeling
have suggested that a significant part of the extrinsic noise of
mRNA expression level can be attributed to the fluctuations of
RNAP copy number28 . Within our model, RNAP level fluctua-
tions will lead to extrinsic noise in mRNA concentrations.

A unified phase diagram of gene expression and cellular
growth. Experimental observations on E. coli30 and budding
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Fig. 2 Exponential growth of the cell volume, protein number, mRNA number; the homeostasis of protein and mRNA concentrations throughout the cell
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NATURE COMMUNICATIONS | DOI: 10.1038/s41467-018-06714-z ARTICLE

NATURE COMMUNICATIONS | ���������(2018)�9:4496� | DOI: 10.1038/s41467-018-06714-z | www.nature.com/naturecommunications 5

Noise in gene expression can be classified as intrinsic and
extrinsic noise58 . While intrinsic noise is due to the stochastic
nature of the chemical reactions involved in gene expression,
extrinsic noise is believed to be due to the fluctuations of external
conditions and common to a subset of proteins. Experiments
have revealed a global extrinsic noise that affects all protein
concentrations in the genome50,59 ,60. Because all genes are
subjected to the finite duration of DNA replication, it is tempting
to attribute the finite duration of DNA replication as one of the
main sources of global extrinsic noise34 . Within our model in the
previous section (constant ϕi’s throughout the cell cycle), there is
no global extrinsic noise (Supplementary Fig. 3). A global
extrinsic noise may emerge after we introduce the time-
dependent ϕi due to DNA replication. However, we find that

the coefficient of variation (CV, the ratio between standard
deviation and mean) of the most highly expressed proteins is only
about 0.02 within the growing cell model (Fig. 3b), much smaller
than that found in experiments50,59 . We note that a small
extrinsic noise due to gene replication is also observed in constant
rate models26,27 . Moreover, recent experiments and modeling
have suggested that a significant part of the extrinsic noise of
mRNA expression level can be attributed to the fluctuations of
RNAP copy number28 . Within our model, RNAP level fluctua-
tions will lead to extrinsic noise in mRNA concentrations.

A unified phase diagram of gene expression and cellular
growth. Experimental observations on E. coli30 and budding
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Fig. 2 Exponential growth of the cell volume, protein number, mRNA number; the homeostasis of protein and mRNA concentrations throughout the cell
cycle. a Numerical simulated trajectories of cell volume, protein number, and mRNA number are shown (ϕi= 0.018). b The averaged values of protein and
mRNA numbers of a highly expressed gene (ϕi= 0.04), are shown (circles) with 3 single trajectories in the background. The black lines are theoretical
predictions of Eqs. (6a) and (6b). The average is over 130 cell cycles. The color band represents the standard deviation (same for (c)). c The averaged
values of protein and mRNA concentrations of the same gene as in (b) are shown (circles). The black lines are theoretical predictions of Eqs. (7a) and (7b).
Three trajectories are shown in the background. d Three trajectories of diverging concentrations in the scenario where the protein number and cell volume
grow independently. See the numerical details in Methods. e The scatter plot of the protein numbers at cell division (Pd) v.s. the protein numbers at cell
birth (Pb). The circles are binned data. The black line is a linear fit of the binned data with slope 1.03, consistent with the adder correlations

NATURE COMMUNICATIONS | DOI: 10.1038/s41467-018-06714-z ARTICLE

NATURE COMMUNICATIONS | ���������(2018)�9:4496� | DOI: 10.1038/s41467-018-06714-z | www.nature.com/naturecommunications 5



Thomas LECUIT   2020-2021 52

• Exponential and linear modes of cell growth depend on saturation of 
DNA and RNA by RNA polymerases and ribosomes

yeast32 support our assumption that ribosomes are limiting for
translation. Experimental observations on plant and mammalian
cells18–20 and fission yeast37 are also consistent with our
assumption that RNA polymerase is limiting for transcription.
However, as we discussed in the first section, in the same
experiments on fission yeast37 DNA became limiting for tran-
scription at low DNA concentration. Therefore, we cannot
exclude the possibility that in some cases because RNAPs are too
abundant, DNA becomes the limiting resource for transcription
rather than the number of RNAPs. Similarly, when ribosomes are
too abundant relative to the transcript number, the limiting factor
for translation becomes the transcript number rather than ribo-
some number.

In this section, we generalize our model by assuming that each
gene has an upper bound on the number of RNAPs (ns) than can
simultaneously work on it. A possible extreme case is that the
gene is fully loaded with RNAPs, on which RNAPs are only
constrained by steric hindrance. The same assumption is made
for mRNA with an upper bound of ribosomes (rs) that can work
on it simultaneously. We remark that the exact mechanism of
DNA and mRNA saturation is beyond our coarse-grained model.
If the number of RNAP (ribosome) is above the upper bound, the

transcription (translation) rate is limited by the gene (mRNA)
number, in a similar fashion to the constant rate models.

We define the protein-to-DNA ratio (PTD ratio) as the sum of
protein numbers divided by the sum of effective gene numbers,

γ ¼
X

i

pi=
X

i

gi: ð8Þ

As the PTD ratio becomes larger, e.g., due to a sufficiently large
cell volume with a fixed number of gene, the number of RNAPs
(ribosomes) will exceed the maximum load the total genes
(mRNAs) can hold. We have discussed thoroughly Phase 1
(neither DNA nor mRNA is saturated) earlier and we summarize
our predictions on the transition from Phase 1 to other phases in
the following.

Phase 2: In phase 2, the limiting factor in transcription
becomes the gene copy number and the transcription rate is
proportional to the gene copy number (Fig. 4b). The threshold
PTD ratio for the transition from Phase 1 to Phase 2 is

Protein-to-DNA ratio

Phase 1 Phase 2 Phase 3

DNA    (U)
mRNA (U)

DNA    (S)
mRNA (U)

DNA    (S)
mRNA (S)

Cell volume growth
exponential

Cell volume growth
exponential

Cell volume growth
linear

S: Saturated U: Unsaturated

Phase 2

Phase 3

RNA polymerase (n) Ribosome (r)

a

c

b DNA limiting Ribosome limiting

DNA limiting mRNA limiting

γ1 γ2

k0  ×gi × ns

kt ×
mi

Σ mj
× r

k0  × gi ×ns kt × mi ×rs

Fig. 4 Phases of gene expression and cell volume growth. a Theoretical
phase diagram of gene expression and cellular growth within our model.
The x axis is the protein-to-DNA ratio (γ). When γ < γ1, neither DNA nor
mRNA is saturated. The mRNA number, the protein number and the cell
volume all grow exponentially with the growth rate set by the fraction of
ribosomal gene in the total genome (ϕr). When γ1 < γ < γ2, DNA is saturated
but mRNA is not. The protein number and the cell volume still grow
exponentially while the mRNA number is a constant proportional to the
gene number. When γ > γ2, both DNA and mRNA are saturated. The protein
number and cell volume grow linearly, and the cell volume growth rate is
set by the genome copy number. b The gene expression dynamics in phase
2. In this phase, DNA is saturated by RNAPs, therefore, the transcription
rate is proportional to the effective gene copy number, g i. n s is the upper
bound of the number of RNAPs that can work on one gene simultaneously.
The translation rate is the same as in phase 1. To simplify the formula, we
assume all ribosomes are active (to include the effect of an inactive
fraction, r should be replaced by far). c The gene expression dynamics in
phase 3, in which both DNA and mRNA are saturated. The translation rate
is proportional to the mRNA number. rs is the upper bound of the number
of ribosomes that can work on one mRNA simultaneously
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Fig. 3 Effects of finite duration of DNA replication. a The time trajectory of
gene allocation fraction (triangles), mRNA concentration (squares) and
protein concentration (circles) of a high copy number protein (μp ≈ 104, see
(b)). The doubling time is T= 30min, and we use the values of the C and D
periods from ref.57, namely, C= 35min and D= 35 min. In this situation,
the cell undergoes DNA replication throughout the cell cycle. Nevertheless,
the noise in ϕi does not propagate to the noise in protein concentration
significantly. The value of mRNA concentration is 5 times amplified for
clarity. b An exponentially growing population is simulated (See Methods).
The noise magnitude is quantified as the square of CV of protein
concentrations. The mean protein number (μp ) is the protein number per
average cell volume. Gene dosage effects due to DNA replication do not
generate a significant global extrinsic noise. Two different doubling times
are considered
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•When γ < γ1, neither DNA nor mRNA is 
saturated.  RNAP and ribosomes are limiting. The 
mRNA number, the protein number and the cell 
volume all grow exponentially with the growth 
rate set by the fraction of ribosomal gene in the 
total genome (φr) 

• When γ1 < γ < γ2, DNA is saturated but mRNA is not. 
The protein number and the cell volume still grow 
exponentially while the mRNA number is a constant 
proportional to the gene number. 

•When γ > γ2, both DNA and mRNA are saturated. The 
protein number and cell volume grow linearly, and the cell 
volume growth rate is set by the genome copy number 

  (This is consistent with experimental data on decay of    
cell growth rate in G1 arrested cells)

2. Long term regulation by protein synthesis 

J. Lin and Ariel Amir. Nature Communications | (2018) 9:4496 | DOI: 10.1038/s41467-018-06714-z 

G. Neurohr et al. L. Holt and A. Amon, 2019, Cell 176, 1083–1097,  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1. Short time scale:osmotic flow  and cell mechanics  
2. Long term regulation by protein synthesis  
3. Coupling time scales 

29 
 

 
 
 

Figure 6: An order of magnitude census of the major components 
of the three model cells we employ often in the lab and in this 
book. A bacterial cell (E. coli), a unicellular eukaryote (the budding 
yeast S. cerevisiae, and a mammalian cell line (such as an 
adherent HeLa cell).  
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Coupling time scales

• On short time scales (a few minutes), cells adjust their volume based on 
osmotic gradient across the membrane/wall of cells

• A sudden change in osmolarity of environment causes rapid volume change
• Adaptive mechanisms through mechanical and electro-chemical feedbacks 

allow cells to return to their homeostatic volume

• Cells keep a nearly constant protein density and can respond to rapid changes 
in density to restore homeostatic density. 

• Since the protein concentration is low compared to ions, their net 
contribution to osmolarity is negligible. Therefore, the mechanisms coupling 
protein density and cell volume are indirect.

• This is especially important due to protein synthesis during the growth phase 
of the cell cycle: the cell volume (water flow) must adapt to adjust the 
internal density as synthesis takes place: 

— negative feedback: increased density and molecular crowding could inhibit 
polymerases and ribosomes and protein synthesis.
— membrane synthesis and wall synthesis should scale with volume (e.g. 
components are all synthesised in cytoplasm), this would increase ion 
channels/pumps and increase the rate of ion flux through the membrane…?

REVIEW ARTICLENATURE PHYSICS

that it instead correlated with completion of DNA replication61.  
It is also possible that the phase-dependent changes in growth rates 
observed in budding yeast54 or in mammalian cells58 are the conse-
quence of preferential allocation of energy resources to either the 
replication and division machinery in S and M phase or the pro-
tein synthesis machinery during the two growth phases G1 and G2  
(ref. 62). Alternatively, exponential growth could be driven by the 

production of new proteins from of a pool of ribosomes, which 
itself increases proportionally to cell size63. However, upper bounds 
to this exponential growth mode could exist64, for example because 
mitochondrial function in mammalian cells scales nonlinearly with 
size65 or due to the finite number of DNA copies66,67. A better under-
standing of what drives (and limits) cell growth is a challenge for 
future studies of cell-size regulation.
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Fig. 3 | Cell-volume regulation at medium and long timescales. a, Three basic processes involved in cell growth include (from left to right) net import 
of extracellular material and a balance between synthesis and degradation, extension of the plasma membrane by a balance between endocytosis and 
exocytosis, and water entry and the activity of ion channels. b, Single-cell growth curves across a full cell-division cycle. Left: S. pombe length growth curve 
(data from ref. 118). Red lines, bilinear fit; dashed line, new end take-off. Right: HeLa cell volume growth curve (data from ref. 47) obtained with the fluorescence 
exclusion method. The small dashed circle hihglights short time fluctuations (the larger one corresponds to mitosis, see ref. 27). Crosses, raw measurements; 
red lines, sliding average. N is the number of chromosome copies. c,d, Average growth behaviour. c, Growth speed. Left: examples of individual growth 
curves obtained in E. coli (data from ref. 92). Grey lines are curves for individual cells and the red line is the average of all the curves. Right: plot of size (s) 
as a function of time (t), representing a schematic linear growth curve (dashed line) and an exponential growth curve (solid line). Growth speed (μ) is the 
derivative of this plot on single cells. d, Exponential growth rate (data from ref. 92). Left: growth speed extracted from single curves as shown in c. Squares 
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case of monoexponential growth (solid line), it is positive and constant. e,f, In order to maintain size homeostasis in proliferative cells, growth and cell-cycle 
progression must be coupled. This can be achieved either by modulating the division rate (e) or modulating growth rate (f), as a function of cell size.
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tion, we found the average time of each cell cycle phase, and
then all of the growth curves were resampled to fit the respective
time windows. The dotted lines in Fig. 4A show the results for
individual cells, and the solid lines indicate the ensemble-aver-
aged data. Although this average was performed on a limited
number of cells, clear differences in the growth behavior during
the three cell cycle phases can be observed. Fig. 4B illustrates the
differences in the growth rate between the G1, S, and G2 phases
of the cell cycle. It can be seen that during G2, U2OS cells ex-
hibit a mass-dependent growth rate that is approximately linear
and thus indicates an exponential growth pattern. The large SD
is to be expected from a small population set growing under
heterogeneous conditions in terms of cell confluence. We an-
ticipate that the interaction of a cell with its neighbors must play
a role in cell growth. Even though further studies are required to
make universal statements regarding mammalian cell growth, to
our knowledge, cell cycle-dependent mass measurements have
not been performed previously.

Discussion and Conclusions
Although population-level measurements on various cell types
reveal exponential or linear growth patterns, we can expect large
variability in results from different cell types. Our experiments on
E. coli show that, on average, the cells follow an exponential
pattern, although there is large variation among single cells in the
same population. These types of variations are expected from
a biological system and are of scientific interest in themselves; by
studying the variations in the growth patterns of single cells under
varying conditions, we may help elucidate some of the underlying

regulatory processes. Because SLIM is an imaging technique, we
may also simultaneously calculate the volume of regularly shaped
cells such as E. coli. This ability allows us to explore questions of
cell density andmorphology and their roles inmass regulation. For
E. coli, we found that the density is relatively constant, which is
consistent with the exponential growth model for this organism
(11). SLIM is also a powerful tool for studying the relationship of
cell cycle stage, growth, and mass measurement in complex
mammalian cells.
By taking advantage of the ability of SLIM to be implemented

as an add-on to a commercial microscope, we can use all other
available imaging channels. By combining SLIM with fluores-
cence, it is possible to combine the quantitative nature of inter-
ferometry with the specificity provided by fluorescent molecular
probes. In conclusion, the results presented here establish that
SLIM provides a number of advances with respect to existing
methods for quantifying cell growth: (i) SLIM can perform
parallel growth measurements on an ensemble of individual cells
simultaneously; (ii) spatial and temporal correlations, such as
cell–cell interactions, can be explored on large scales; (iii) in
combination with fluorescence, specific chemical processes may
be probed simultaneously; (iv) the environment is fully bio-
compatible and identical to widely used equipment; (v) the im-
aging nature of SLIM offers the ability to directly monitor cells
and their surroundings, elucidating the nature of any artifacts
and providing morphological information simultaneously; (vi)
a lineage study is possible, i.e., a cell and its progeny may be
followed; and (vii) measurements can be performed on cells
ranging from bacteria to mammalian cells.

Materials and Methods
Cell Culture and Manipulation. E. coliMG1655 cells were cultured overnight in
Luria broth. The overnight cultures were subcultured by dilution (100×) into
commercial M9CA medium with thiamine (Teknova). After the culture
reached an optical density (OD) of ∼0.1, the cells were concentrated to an
OD of ∼0.4, and 2 μL of cell culture was pipetted onto a glass-bottom dish (In
Vitro Scientific). The cells were covered by an agar slab (1.5% agarose, M9CA
medium; 1-mm thickness), and 70 μL of H2O was pipetted onto the edge of
the dish (never in contact with the sample) to mitigate drying of the agar.
The dish was then covered with a circular coverslip to reduce evaporation
and transferred to the microscope for imaging. For the fixed cell measure-
ments, 1 mL of ∼0.2-OD cell culture was centrifuged, and the resulting
cell pellet was then mixed with 1 mL of 3.7% paraformaldehyde (Fisher
Reagents). After 20 min the cells were washed twice with PBS (diluted from
10× stock; Teknova).

U2OS cells were grown in DMEM containing high glucose, supplemented
with penicillin–streptomycin and 10% FBS (HyClone). Lipofectamine 2000
(Invitrogen)-mediated transfection was carried out in U2OS cells per the
manufacturer’s instructions, followed by G418 selection (600 μg/mL) to
generate the YFP–PCNA stable cell line. For the synchronized population
measurements, cells were arrested at the G1/S boundary by adding 2 mM
thymidine. After 24 h, cells were washed three times with fresh medium,
grown for 12 h, and incubated with 2 mM thymidine for an additional 24 h.
Cells were then released for live cell imaging. For the fixed cell measure-
ments, cells were fixed in 2% formaldehyde for 15 min at room temperature
and then washed twice with PBS.

Cell Imaging. For the E. coli measurements, cells were kept at 37 °C with an
incubator XL S1 W/CO2 kit (Zeiss). Time-lapse SLIM images were acquired
once a minute with a Zeiss Plan-Apochromat 63×/1.4 Oil PH3 M27. The
sample was also scanned in z with a slice spacing of 0.280 μm and a total of
10 slices. The exposure time was 35 ms for each image at full lamp power
(3,200 K, or 10.7 V), and the transmission shutter was closed before and after
each scan.

For the synchronized U2OS measurements, cells were transferred to a
“closed” cultivation chamber (POC-R cell cultivation system; Zeiss) and kept
at 37 °C with an incubator XL S1 W/CO2 kit (Zeiss) and a heating insert P S1/
Scan stage (Zeiss) in L-15 medium (minus phenol red) containing 30% FBS.
The medium was automatically refreshed every 4 h by using a syringe pump
(Harvardpump 11 plus advanced dual syringe with dual RS-232; Harvard
Apparatus) controlled by a Labview program developed in house. The
pumping rate was set to 150 μL/min, and a total of 600 μL was pumped,

Fig. 4. (A) A posteriori synchronization combination of PCNA stain for
S-phase determination and the visual determination of the onset of mitosis
allow for the study of cell growth dependence on cell cycle phase in an
asynchronous culture. Show is a G1-, S-, and G2-dependent mass growth as
indicated by color. The cycles of the individual cells were aligned as de-
scribed above; the x axis indicates the average time spent in the respective
cell cycle phase by all. Open circles indicate single cell data, and solid lines
indicate ensemble averages by cell cycle phase. It can clearly be seen that the
cell growth is dependent on both the cell cycle phase and the current mass
of the cell. (B) Dry mass growth rate vs. dry mass for the ensemble averages.
It can be seen that G2 exhibits an exponential growth pattern compared
with the relatively low growth measured in G1 and S phases.

Mir et al. PNAS | August 9, 2011 | vol. 108 | no. 32 | 13127
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Colloidal osmotic pressure (oncotic pressure)

Starling equation 
Water flow driven by difference in colloidal osmotic pressure across a semipermeable membrane (permeable to 
water and ions but not to proteins) 

• Pressure resulting from difference in protein concentration across a 
semipermeable membrane (permeable to water and ions but not to 
proteins)

• Water flow associated with difference in colloidal osmotic pressure
Results from exclusion volume effect and depletion forces and depends on    
protein concentration

• At high protein concentration, proteins interact and van’t Hoff law does not 
work. Non linear effect of protein concentration

• A possible mechanism to couple protein concentration and cell volume

174 | T. J. Mitchison Molecular Biology of the Cell

that promotes aggregation reactions. I will draw a sharp distinction 
between the tendency of a crowding agent to push molecules 
together, which is independent of its chemical structure, and its ten-
dency to promote demixing, which depends on bonding interac-
tions and is thus structure specific.

The idea that colloid osmotic pressure, and the depletion forces 
it generates, are a useful metric of the tendency of the subcellular 
environment to promote protein aggregation reactions has been 
discussed before (Parsegian et al., 2000; Rand et al., 2000; 
Marenduzzo et al., 2006). This view of crowding may be deemed 
oversimplistic and inaccurate by experts in the physics of complex 
solutions, who might prefer formalisms based on excluded volume 
effects or direct molecular simulations (Rivas and Minton, 2018). 
Such critiques are valid, but I feel an osmotic perspective has multi-
ple satisfying features that make up for possible lack of precision. It 
emphasizes the ability of crowding to perform mechanical work 
such as inflating the nucleus, provides a single metric applicable to 
all crowding agents, and suggests new measurement methods. It 
also links modern quantitative cell biology to pioneering 1890s 
physiology, 1920s biochemistry, and 1950s biophysics.

COLLOID OSMOTIC PRESSURE (Π)
The concept of colloid osmotic pressure, which we will refer to as Π, 
dates back to Starling’s pioneering investigation of the forces that 
draw water back into blood capillaries from interstitial fluid and thus 

FIGURE 1: Colloid osmotic pressure (Π) and depletion forces. (A) Discovery of colloid osmotic 
pressure. The diagram conceptually illustrates Starling’s colloid osmometer, where the membrane 
was a stretched piece of peritoneal membrane and the macromolecule solution was blood 
plasma (Starling, 1896). The effective pore size depends on the diameter of the holes in the 
membrane, which permit free exchange of water and ions but not proteins. (B) Illustration of 
Asakura and Oosawa’s depletion force theory (Asakura and Oosawa, 1954). Two plates are 
immersed in a solution of macromolecule. When the plates approach closer than the 
hydrodynamic radius of the macromolecule, it is depleted (or excluded). Because there is now 
pure solvent (plus ions) between the plates, the solution outside the depleted region exerts a 
force per unit area which is given by the colloid osmotic pressure Π. The effective pore size is the 
distance between the plates when the depletion force starts to act. Depletion forces are related 
to “excluded volume effects,” although conceptually different formalisms are used to describe 
them (Rivas and Minton, 2018). (C) Compression of aligned DNA helices by PEG, as measured by 
x-ray diffraction (Podgornik et al., 1995). This is a practical implementation of Asakura and 
Oosawa’s theory. The effective pore size depends on the spaces in the lattice. (D) Phase 
separation of a disordered protein or RNA promoted by a crowding agent. The circles represent 
sites of weak, cohesive bonding. The effective pore size depends on the gaps between the 
macromolecules in the condensed phase. Note that phase separation involves demixing as well 
as compression, and the physics of the two processes are distinct (see the text).

oppose the water-expelling effect of hydro-
static pressure from the heart (Starling, 
1896). Starling built an osmometer whose 
membrane was made of a biological sheet 
(peritoneal membrane) that was permeable 
to water and ions but not to proteins—
roughly equivalent to a modern dialysis 
membrane. He then measured the osmotic 
pressure when serum (the liquid fraction of 
blood after clotting) was placed on one side 
of the membrane and a reference solution 
with the same salt concentration on the 
other (Figure 1A). Human plasma (the liquid 
fraction of unclotted blood) and serum con-
tain ∼7% protein, mostly albumin. In the 
Starling assay, serum generated a colloid 
osmotic pressure of ∼4 kPa, which is now 
usually called the “oncotic pressure.” Physi-
cal chemists later measured the colloid os-
motic pressure of proteins and diverse poly-
mers, including the water-soluble polymers 
now used as crowding agents, and devel-
oped theories to explain concentration–
pressure relationships.

Ordinary osmotic pressure, which we will 
refer to as P, is measured across a mem-
brane that is permeable to water but not 
solutes. It is mostly caused by ions and 
small metabolites in biology. Its magnitude 
increases linearly with concentration up to 
fairly high values according to the van’t Hoff 
equation P = cRT, where c is the molal 
(mols/kg) concentration of dissociated spe-
cies, R the gas constant, and T the absolute 
temperature. Ordinary osmotic pressure 
does not contribute to crowding because 
ions and metabolites are not excluded from 

protein condensates, so they do not exert depletion forces (dis-
cussed below).

Colloid osmotic pressure is more complicated, especially in con-
centrated solutions where macromolecules start to interact. Both 
empirically and theoretically, the colloid osmotic pressure of macro-
molecule solutions can be fitted to the formula Π = cRT(1 + αc + 
βc2…), where 1,α,β… are termed virial coefficients (Scatchard, 1946; 
Vink, 1971; Eisenberg, 1976). In dilute solution, where the mole-
cules are far apart, this formula converges to the van’t Hoff equa-
tion. In the dilute regime (Figure 2B1), one molecule of a polymer 
generates the same osmotic pressure as one molecule of an ion, 
which can be hard for a biochemist like me to conceptualize. When 
the concentration rises to the point that polymers start to touch 
each other (Figure 2B2), the second and third virial coefficients be-
come significant, and dependence of colloid osmotic pressure on 
concentration starts to rise in a highly nonlinear manner. This nonlin-
earity becomes significant at fairly low concentrations, 2% or less for 
high-molecular-weight PEGs, ficolls, and dextrans, because each 
unstructured molecule occupies a large volume. It also makes these 
polymers powerful osmolytes at high concentrations (Vink, 1971; 
Money, 1989).

The osmotic pressure of protein and nucleic acid solutions is more 
complex because they are polyelectrolytes whose dissociated coun-
terions contribute to their ordinary osmotic pressure. However, the 
contribution of counterions to colloid osmotic pressure decreases 
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pure solvent (plus ions) between the plates, the solution outside the depleted region exerts a 
force per unit area which is given by the colloid osmotic pressure Π. The effective pore size is the 
distance between the plates when the depletion force starts to act. Depletion forces are related 
to “excluded volume effects,” although conceptually different formalisms are used to describe 
them (Rivas and Minton, 2018). (C) Compression of aligned DNA helices by PEG, as measured by 
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roughly equivalent to a modern dialysis 
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motic pressure of proteins and diverse poly-
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solutes. It is mostly caused by ions and 
small metabolites in biology. Its magnitude 
increases linearly with concentration up to 
fairly high values according to the van’t Hoff 
equation P = cRT, where c is the molal 
(mols/kg) concentration of dissociated spe-
cies, R the gas constant, and T the absolute 
temperature. Ordinary osmotic pressure 
does not contribute to crowding because 
ions and metabolites are not excluded from 

protein condensates, so they do not exert depletion forces (dis-
cussed below).

Colloid osmotic pressure is more complicated, especially in con-
centrated solutions where macromolecules start to interact. Both 
empirically and theoretically, the colloid osmotic pressure of macro-
molecule solutions can be fitted to the formula Π = cRT(1 + αc + 
βc2…), where 1,α,β… are termed virial coefficients (Scatchard, 1946; 
Vink, 1971; Eisenberg, 1976). In dilute solution, where the mole-
cules are far apart, this formula converges to the van’t Hoff equa-
tion. In the dilute regime (Figure 2B1), one molecule of a polymer 
generates the same osmotic pressure as one molecule of an ion, 
which can be hard for a biochemist like me to conceptualize. When 
the concentration rises to the point that polymers start to touch 
each other (Figure 2B2), the second and third virial coefficients be-
come significant, and dependence of colloid osmotic pressure on 
concentration starts to rise in a highly nonlinear manner. This nonlin-
earity becomes significant at fairly low concentrations, 2% or less for 
high-molecular-weight PEGs, ficolls, and dextrans, because each 
unstructured molecule occupies a large volume. It also makes these 
polymers powerful osmolytes at high concentrations (Vink, 1971; 
Money, 1989).

The osmotic pressure of protein and nucleic acid solutions is more 
complex because they are polyelectrolytes whose dissociated coun-
terions contribute to their ordinary osmotic pressure. However, the 
contribution of counterions to colloid osmotic pressure decreases 
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that promotes aggregation reactions. I will draw a sharp distinction 
between the tendency of a crowding agent to push molecules 
together, which is independent of its chemical structure, and its ten-
dency to promote demixing, which depends on bonding interac-
tions and is thus structure specific.

The idea that colloid osmotic pressure, and the depletion forces 
it generates, are a useful metric of the tendency of the subcellular 
environment to promote protein aggregation reactions has been 
discussed before (Parsegian et al., 2000; Rand et al., 2000; 
Marenduzzo et al., 2006). This view of crowding may be deemed 
oversimplistic and inaccurate by experts in the physics of complex 
solutions, who might prefer formalisms based on excluded volume 
effects or direct molecular simulations (Rivas and Minton, 2018). 
Such critiques are valid, but I feel an osmotic perspective has multi-
ple satisfying features that make up for possible lack of precision. It 
emphasizes the ability of crowding to perform mechanical work 
such as inflating the nucleus, provides a single metric applicable to 
all crowding agents, and suggests new measurement methods. It 
also links modern quantitative cell biology to pioneering 1890s 
physiology, 1920s biochemistry, and 1950s biophysics.

COLLOID OSMOTIC PRESSURE (Π)
The concept of colloid osmotic pressure, which we will refer to as Π, 
dates back to Starling’s pioneering investigation of the forces that 
draw water back into blood capillaries from interstitial fluid and thus 

FIGURE 1: Colloid osmotic pressure (Π) and depletion forces. (A) Discovery of colloid osmotic 
pressure. The diagram conceptually illustrates Starling’s colloid osmometer, where the membrane 
was a stretched piece of peritoneal membrane and the macromolecule solution was blood 
plasma (Starling, 1896). The effective pore size depends on the diameter of the holes in the 
membrane, which permit free exchange of water and ions but not proteins. (B) Illustration of 
Asakura and Oosawa’s depletion force theory (Asakura and Oosawa, 1954). Two plates are 
immersed in a solution of macromolecule. When the plates approach closer than the 
hydrodynamic radius of the macromolecule, it is depleted (or excluded). Because there is now 
pure solvent (plus ions) between the plates, the solution outside the depleted region exerts a 
force per unit area which is given by the colloid osmotic pressure Π. The effective pore size is the 
distance between the plates when the depletion force starts to act. Depletion forces are related 
to “excluded volume effects,” although conceptually different formalisms are used to describe 
them (Rivas and Minton, 2018). (C) Compression of aligned DNA helices by PEG, as measured by 
x-ray diffraction (Podgornik et al., 1995). This is a practical implementation of Asakura and 
Oosawa’s theory. The effective pore size depends on the spaces in the lattice. (D) Phase 
separation of a disordered protein or RNA promoted by a crowding agent. The circles represent 
sites of weak, cohesive bonding. The effective pore size depends on the gaps between the 
macromolecules in the condensed phase. Note that phase separation involves demixing as well 
as compression, and the physics of the two processes are distinct (see the text).

oppose the water-expelling effect of hydro-
static pressure from the heart (Starling, 
1896). Starling built an osmometer whose 
membrane was made of a biological sheet 
(peritoneal membrane) that was permeable 
to water and ions but not to proteins—
roughly equivalent to a modern dialysis 
membrane. He then measured the osmotic 
pressure when serum (the liquid fraction of 
blood after clotting) was placed on one side 
of the membrane and a reference solution 
with the same salt concentration on the 
other (Figure 1A). Human plasma (the liquid 
fraction of unclotted blood) and serum con-
tain ∼7% protein, mostly albumin. In the 
Starling assay, serum generated a colloid 
osmotic pressure of ∼4 kPa, which is now 
usually called the “oncotic pressure.” Physi-
cal chemists later measured the colloid os-
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pressure. The diagram conceptually illustrates Starling’s colloid osmometer, where the membrane 
was a stretched piece of peritoneal membrane and the macromolecule solution was blood 
plasma (Starling, 1896). The effective pore size depends on the diameter of the holes in the 
membrane, which permit free exchange of water and ions but not proteins. (B) Illustration of 
Asakura and Oosawa’s depletion force theory (Asakura and Oosawa, 1954). Two plates are 
immersed in a solution of macromolecule. When the plates approach closer than the 
hydrodynamic radius of the macromolecule, it is depleted (or excluded). Because there is now 
pure solvent (plus ions) between the plates, the solution outside the depleted region exerts a 
force per unit area which is given by the colloid osmotic pressure Π. The effective pore size is the 
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them (Rivas and Minton, 2018). (C) Compression of aligned DNA helices by PEG, as measured by 
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Oosawa’s theory. The effective pore size depends on the spaces in the lattice. (D) Phase 
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sites of weak, cohesive bonding. The effective pore size depends on the gaps between the 
macromolecules in the condensed phase. Note that phase separation involves demixing as well 
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protein condensates, so they do not exert depletion forces (dis-
cussed below).

Colloid osmotic pressure is more complicated, especially in con-
centrated solutions where macromolecules start to interact. Both 
empirically and theoretically, the colloid osmotic pressure of macro-
molecule solutions can be fitted to the formula Π = cRT(1 + αc + 
βc2…), where 1,α,β… are termed virial coefficients (Scatchard, 1946; 
Vink, 1971; Eisenberg, 1976). In dilute solution, where the mole-
cules are far apart, this formula converges to the van’t Hoff equa-
tion. In the dilute regime (Figure 2B1), one molecule of a polymer 
generates the same osmotic pressure as one molecule of an ion, 
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the concentration rises to the point that polymers start to touch 
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earity becomes significant at fairly low concentrations, 2% or less for 
high-molecular-weight PEGs, ficolls, and dextrans, because each 
unstructured molecule occupies a large volume. It also makes these 
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Money, 1989).
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colloidal osmotic pressure: 

T. Mitchison. MBoC 30: 173-180 (2018). 

• Colloidal osmotic pressure would couple water flow and 
protein concentration:
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Cell size is set by co-regulation of cell 
division as a function of cell growth
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that it instead correlated with completion of DNA replication61.  
It is also possible that the phase-dependent changes in growth rates 
observed in budding yeast54 or in mammalian cells58 are the conse-
quence of preferential allocation of energy resources to either the 
replication and division machinery in S and M phase or the pro-
tein synthesis machinery during the two growth phases G1 and G2  
(ref. 62). Alternatively, exponential growth could be driven by the 

production of new proteins from of a pool of ribosomes, which 
itself increases proportionally to cell size63. However, upper bounds 
to this exponential growth mode could exist64, for example because 
mitochondrial function in mammalian cells scales nonlinearly with 
size65 or due to the finite number of DNA copies66,67. A better under-
standing of what drives (and limits) cell growth is a challenge for 
future studies of cell-size regulation.
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On being the right (cell) size
Miriam B. Ginzberg,1* Ran Kafri,2* Marc Kirschner1*†

BACKGROUND: How do the different cell
types in our bodies maintain their distinctive
and characteristic sizes?Althoughmuch is known
about the signaling networks that stimulate or
suppress cell growth, such as the mammalian
target of rapamycin (mTOR) pathway, this cen-
tral question remains:Howdo a common set of
pathways precisely specify the appropriate size
for any given cell type and physiological condi-
tion? The precisionwithwhich size is controlled
is demonstrated by the uniformity in cell size
typically seen in tissues. Most epithelial tis-
sues, for example, display a striking regularity
in the size and morphology of cells, whereas
size heterogeneity can be a sign of neoplastic
growth.
Most work on the subject of how cell size

is regulated has explored the control of cell
growth and proliferation by extracellular sig-
nals, such as growth factors and cytokines.How-
ever, although these signals can dictate the
mean size of cells, individual cells will inevita-
bly deviate from that mean. Variability in cell
size can arise from variability in growth rate

and cell-cycle length or asymmetry in cell divi-
sion. These sources of variation raise the question
of whether they are counteracted by cellular
mechanisms that act to increase size homoge-
neity. Size variation can only be reduced with
processes that differentially affect cells of differ-
ent sizes, despite the fact that they share the
same environment. This kind of control requires
that individual cellsmeasure their own size and
adjust their behavior as necessary to achieve a
common target size.

ADVANCES: In thisReview,wepresent a grow-
ing body of evidence that suggests that animal
cells autonomously measure and adjust their
individual sizes to maintain uniformity within
a population.We discuss possiblemechanisms
by which this can be achieved, including the
size-dependent adjustment of cell-cycle length
and/or growth rate, as well as the limitations
of these strategies. We summarize the progress
that has been made thus far in identifying the
cell’s size control machinery and highlight im-
portant unanswered questions.

The presence of mechanisms ensuring pre-
cise size specification suggests that there may
be an optimal cell size for a particular cell’s

function. Here, we address
the question of whether
cells function most effi-
ciently when at the “right”
size by examining cases in
which cell size was altered
naturally or experimen-

tally. Some tissues seem to easily compensate
for cell-size changes, whereas in others, cells
appear to perform best at their appropriate
size. We highlight examples of cell types, such
as pancreatic b cells and adipocytes, in which
a relationship between cell size and cell func-
tion has been observed.

OUTLOOK: We conclude by discussing the
gaps in our understanding of how cell size is
regulated, stressing the questions that have
beenmost neglected. Throughout this Review,
we point out the experimental challenges that
have hindered progress in this field and em-
phasize recent technological advances thatmay
allow us to overcome these obstacles. Last, we
pose the questions that we anticipate will guide
this field in the upcoming years.▪
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Taille, croissance 
et organisation cellulaires

CHAIRE DYNAMIQUES DU VIVANT 
Année académique 2020-2021

Cours les mardis de 10h à 11h30
Amphithéâtre Guillaume Budé

Thomas Römer
Administrateur du Collège de France

11, place Marcelin-Berthelot, 75005 Paris 
www.college-de-france.fr

Cours : 

17 novembre 2020 Du tissu à la cellule : taille et complexité

24 novembre 2020  Volume cellulaire : déterminants physico-chimiques et régulation

01er décembre 2020 Croissance et division cellulaires : la cellule mesure-t-elle 
    ses dimensions ?

08 décembre 2020  Lois de proportions cellulaires 
   

Thomas LECUIT 

Colloque : 

Contraintes et plasticité au cours du développement et de l’évolution 
(avec Denis Duboule, chaire Évolution des génomes et développement)

Les 03 & 04 juin 2021
Amphithéâtre Maurice Halbwachs 


