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Introduction

How to go from the simple to the complex, from the individual to the
collective, from the microscopic to the macroscopic? Does the knowledge
of the properties of the basic constituents of ordinary matter, atoms and
molecules, allow us to predict the behavior of an assembly of N � 1 parti-
cles, be it gaseous, liquid or solid?

This question arose as soon as the formalism of statistical physics was
established. A famous example is the equation of state for a fluid of volume
V , pressure P and temperature T written1 by Johannes Diderik van der
Waals in 1873 in his doctoral thesis, an equation which earned him the
Nobel Prize in Physics in 1910:

(
P + a′

N2

V 2

)
(V −Nb′) = NkBT. (1)

In this equation, the parameters a′ and b′ are supposed to describe the mi-
croscopic physical processes which induce a deviation from the ideal gas,
for which PV = NkBT : a′ characterizes the interactions between particles,
in particular the van der Waals interactions, and b′ the volume occupied by
each one, considered as a hard impenetrable sphere.

An important prediction of this equation is the universality of phenom-
ena characteristic of fluids described by classical physics, such as the ex-
istence of a liquid-gas transition and a critical point where the distinction
between liquid and vapor disappears2. The van der Waals equation of state
also provides relations between the properties of various fluids, as long as
reduced units are used that eliminate the microscopic parameters a′ and

1The variables used by van der Waals were the number of moles and the ideal gas constant
R. One passes from one notation system to the other by a multiplication by the Avogadro
number.

2Let us recall that this critical point is obtained by finding the inflection point of the set of

b′. If we denote Pc, Tc and nc as the pressure, temperature and density
n = N/V at the critical point, we can put this equation in the form

P

Pc
= F

(
T

Tc
,
n

nc

)
(3)

where F is an identical function for all fluids.

This universality, called the law of corresponding states, is illustrated
in figure 1 from the article by Guggenheim (1945). Here, the author has
plotted for eight different fluids the density of the gas and the density of
the liquid for a range of temperatures below the critical temperature. The
densities are measured in units of nc and the temperatures in units of Tc,
so that the universality expressed by (3) should lead to one and the same
curve for the different fluids. This is indeed what happens, to a good ap-
proximation, for the eight fluids considered.

The van der Waals equation and its generalization by Guggenheim
(1945) are entirely classical approaches. They are valid at high tempera-
ture, more precisely at low phase space density:

nλ3 � 1 with λ =

(
2π~2

mkBT

)1/2

, (4)

where λ is the thermal wavelength.

In this course we will focus on the opposite point of view, in which
quantum effects play an essential role. This point of view is of course mo-

isothermal curves P (V ) at a given T . It is therefore necessary to solve

Critical point:
(
∂P

∂V

)

T

= 0

(
∂2P

∂V 2

)

T

= 0, (2)

expressing in particular that the compressibility of the fluid is infinite at this point.
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these formulae should be used for computing 
values of pg. There are however occasions when 
one requires relatively accurate values not of pg 
itself but of (Pl- pg) / pc; on such occasions formula 
(6.4) . in view of its extreme simplicity and 
surprisingly high accuracy has much to recom-
mend it. An example of its use will occur in 
Section 16. 

7. VAPOR PRESSURE 

At temperatures considerably below the critical 
temperature, say T<0.65Tc, when formula (6.2) 
for Pu becomes inaccurate it is convenient to con-
sider the equilibrium vapor pressure Prather 
than pg. According to the principle of corre-
sponding states one should expect P fPc to be a 
universal function of T /Tc• In particular the 
temperatures T8 at which the equilibrium pres-

sure P is one-fiftieth of the critical pressure 
should be corresponding temperatures for differ-
ent substances and the ratio of T. to Tc should 
have a universal value. On the other hand Tb the 
boiling points at a pressure of one atmosphere are 
not corresponding temperatures for different 
substances. In rows 9 and 10 of Table I are given 
Tb the boiling point at a pressure of one atmos-
phere, and T. the boiling point at a pressure one-
fiftieth the critical pressure. In rows 11 and 12 
are given the ratios To/Te and T./Tc. It will be 
seen that the values of the latter are, as expected, 
more nearly the same than the values of the 
former. 

8. ENTROPY OF EVAPORATION 

According to Trouton's rule the molar entropies 
of evaporation for different substances have 
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Figure 1. The "universal" character of liquid-gas coexistence for a series of dif-
ferent fluids, represented here on a density-temperature diagram. The density of
the gas (left branch) and that of the liquid (right branch) are plotted on this graph.
The densities and temperatures are expressed in units of the critical values for each
fluid, nc (noted here ρc) and Tc. At the critical point, at the top of the graph, the
two curves meet. Note that the fits indicated by a solid line differ quantitatively
from the prediction for the van der Waals equation of state, even though the gen-
eral shape of the results is consistent with what is expected for (1). Figure from
Guggenheim (1945).

tivated by the considerable development of research in the physics of gases
at very low temperatures that has taken place over the last twenty years.
Thanks to the combination of laser and evaporative cooling of atoms, it
is possible to produce highly degenerate bosonic or fermionic fluids. For
these fluids, the interactions must be described by quantum physics. More
precisely, the collisions occur essentially in the partial wave of zero angular
momentum, the s-wave. They are therefore characterized by a number, the
scattering length a, whose value can, for some atomic species, be adjusted
to an arbitrary value, possibly a = ±∞, thanks to scattering resonances
called Fano–Feshbach resonances.

Our goal will be to understand to what extent we can find a quantum
universality, similar in principle to the one shown in figure 1. This univer-
sality should allow us to link the macroscopic properties of the fluid, such
as its energy, to the microscopic quantity a. We will proceed step by step
according to the following plan:

• Chapter 1 will be devoted to the weakly degenerate case, nλ3 . 1,
which can be approached by the virial expansion, i.e. an expansion of
the equation of state in powers of nλ3.

• Chapters 2, 3 and 4 will be devoted to the case of the strongly degen-
erate Bose gas, nλ3 � 1, but relatively weakly interacting in the sense
that na3 � 1. We will start with a detailed presentation of the Bogoli-
ubov method, then we will study higher order corrections, such as
the Lee-Huang-Yang correction (Lee, Huang, et al. 1957). We will de-
scribe several recent experiments providing quantitative tests of these
theories. We will also explain how these corrections allow to stabilize
"liquid" states, i.e. states with density independent of the number of
particles (Petrov 2015).

• In chapters 5 and 6, we will discuss the case of strongly interacting
systems, in which a scattering resonance allows to realize a situation
such as na3 & 1, while remaining in the dilute regime nb3 � 1 where
b is the range of the potential. We will present the contact concept in-
troduced by S. Tan (Tan 2008a; Tan 2008c) and show how it allows to
link one- or two-body physics, for example the momentum distribu-
tion n(k) and the spatial correlation function g2(r), to N -body physics
through thermodynamic functions.

8



In this course we will use a number of notions that were developed in
detail in last year’s course: s-wave collision and scattering length, Born
expansion, Fano–Feshbach resonances. We will recall as we go along the
essential ingredients to use these notions and we refer the reader to the
notes of the course 2020-21 to deepen them if needed.

I thank Jérôme Beugnon, Markus Holzmann, Raphael Lopes, Sylvain
Nascimbene, Félix Werner and Willi Zwerger for many discussions on the
points covered in this course.





Chapter I

Weakly degenerate quantum gases :
the virial expansion approach

In this chapter we discuss a first method to relate few-body physics and
macroscopic properties of a fluid. This method, which is called virial ex-
pansion, is usable for weakly degenerate fluids, i.e. a phase-space density
nλ3 � 1, where n is the spatial density and λ =

√
2π~2/mkBT the thermal

wavelength, T denoting the temperature.

This virial approach consists in an expansion of a thermodynamic func-
tion of the macroscopic fluid, the pressure for example, in powers of the
density n or of the fugacity1 z = exp(µ/kBT ), where µ is the chemical po-
tential. This type of expansion was proposed by Kamerlingh Onnes at the
very beginning of the twentieth century for a fluid described by classical
thermodynamics, then extended to a quantum description by Uhlenbeck
& Beth (1936) and Beth & Uhlenbeck (1937). Remarkably, the coefficient of
the n-th order term (with in practice n from 2 to 5) is computable provided
that one knows how to treat exactly the n-body problem, thus a "small"
system, far from the macroscopic case [cf. figure 1].

We begin this chapter by recalling the basics of the thermodynamic de-
scription of an ideal quantum gas, obeying Bose or Fermi statistics. We
then find a first source of deviation of the coefficients of the virial expan-
sion with respect to a Boltzmann gas. In the second part, we are interested

1For an expansion in powers of z, some authors prefer to use the term cluster expansion.
We will keep here the most common terminology, virial expansion.

in the first non-trivial virial coefficient, noted b2. We detail its calculation in
the case of "standard" interactions and we recover a famous result of Beth
& Uhlenbeck (1937). We then discuss the case of binary resonant interac-
tions. The third part is devoted to the case of the spin 1/2 Fermi gas in the
unitary regime, i.e. with resonant ↑↓ interactions. This is a system which
currently plays a central role in quantum gas physics, as it allows to test
in a very fine way different theoretical approaches by confronting them
with experimental results. We describe these experiments and present the
different known results for the coefficients b3, b4 and b5 of the expansion.

1 The virial expansion

1-1 Equation of state of a fluid

The state of a fluid at thermodynamic equilibrium is characterized by the
value of a number of thermodynamic variables. For a gas of particles with-
out spin, we generally use the following three variables:

• the temperature T or its conjugate variable, the entropy S.

• the volume L3 or its conjugate variable, the pressure P .

11



CHAPITRE I. THE VIRIAL EXPANSION § 1. The virial expansion

9

Le principe du développement “en amas”

Régime  : gaz faiblement dégénérénλ3 ≪ 1 λ = ( 2πℏ2

mkBT )
1/2

Gaz caractérisé par sa température  et son potentiel chimique T μ

On cherche un développement des grandeurs thermodynamiques, pression par exemple, en fonction 
du petit paramètre sans dimension                                  (fugacité)z = exp (μ/kBT)

Mayer & Montroll, 1941
Kamerlingh Onnes  (1902)

P
kBT / λ3 = b1(T) z + b2(T) z2 + b3(T) z3 + …

Exemple de lien entre problème à petit 
nombre de corps et thermodynamique

Figure 1. Principle of virial expansion. We express the pressure P (in units
of kBT/λ

3) as an expansion in powers of the fugacity z = exp(µ/kBT ). The
coefficient of order n, bn(T ), is computed by solving the corresponding n-body
problem. We thus make the link between the macroscopic properties of the fluid
and the few-body problem (n typically ranging from 2 to 5), at least in the weakly
degenerate case: nλ3 ∼ z � 1.

• the number of particles N or its conjugate variable, the chemical po-
tential µ

The equation of state of a fluid consists in expressing a thermodynamic
function, the energy E(S,L3, N) or the grand potential Ω(T, L3, µ) for ex-
ample, in terms of a triplet formed from these variables. At first, we will
use the grand potential Ω(T, L3, µ), whose total differential is written:

dΩ = −S dT − P dL3 − N dµ (1)

It is shown in statistical physics [see for example Landau & Lifshitz
(1975)] that Ω is related to the partition function in the grand-canonical set
ZGC

Ω = −kBT logZGC (2)

with

ZGC =

∞∑

N=0

zNZN , (3)

where we introduced the fugacity z = exp(µ/kBT ) and where ZN is the
partition function of the N -particle canonical ensemble, with Z0 = 1 by
convention. Recall the definition of ZN :

ZN =
∑

j

e−Ej/kBT (4)

where the sum relates to all the φj states of the N particle system. In prac-
tice, due to the Boltzmann factor e−Ej/kBT , only the ground state of energy
E0 and the excited states of energy Ej −E0 . some kBT contribute signif-
icantly to ZN .

Once we know grand potential Ω(L3, T, µ), we deduce the conjugate
thermodynamic quantities of the three variables, the entropy S, the pres-
sure P and the average number of particles N (or the spatial density n):

S = −
(
∂Ω

∂T

)

L3,µ

P = −
(
∂Ω

∂L3

)

T,µ

n =
N

L3
= − 1

L3

(
∂Ω

∂µ

)

T,L3

. (5)

We consider here a fluid in which the range of interaction is sufficiently
short for the grand potential Ω to be an extensive function, i.e. proportional
to the volume when we keep T and µ constant. The interest of the choice
of the grand potential is then clear: the relation between Ω and P can only
be the linear relation

Ω = −PL3 (6)

In other words, a possible equation of state for the fluid is the expression
of the pressure P in terms of the temperature and the chemical potential.
To work with dimensionless quantities, we can look at, for example

Pλ3

kBT
. (7)

By Legendre transformation, we can then calculate other thermodynamic
potentials like the free energy F (L3, T,N) = Ω +µN or the internal energy
E(L3, S,N) = Ω + TS + µN .

1-2 The classical ideal gas (Boltzmann)

The classical ideal gas corresponds to an assembly of particles of mass m,
non-interacting and uncorrelated, and it obeys the Boltzmann statistics. If

12



CHAPITRE I. THE VIRIAL EXPANSION § 1. The virial expansion

we take periodic boundary conditions in the box of volume L3, a basis of
eigenstates for a particle is given by the plane waves

1√
L3

eik·r, k =
2π

L
n, n ∈ Z3, (8)

of energy ~2k2/2m The partition function at a particle is then

Z1 =
∑

k

e−~
2k2/2mkBT =

L3

(2π)3

∫
e−~

2k2/2mkBT d3k (9)

or

Z1 =
L3

λ3
(10)

Since the particles are not correlated, the N -particle partition function is
equal to the product of N functions Z1, up the 1/N ! factor necessary for
the resolution of the Gibbs paradox. We thus have

ZGC =

∞∑

N=0

(zZ1)N

N !
= exp(zZ1) (11)

and therefore

Ω = −kBT z Z1 = −kBT z
L3

λ3
. (12)

We deduce from (6) the expression of the pressure

Classical ideal gas :
Pλ3

kBT
= z (13)

The spatial density is deduced from (5):

nλ3 = z. (14)

For the classical ideal gas, the fugacity is equal to the phase-space density.

1-3 The Quantum Ideal Gases

In our physical world, the classical ideal gas studied above does not exist.
Even if the particles do not interact (ideal gas), the fact that they obey the

Bose or Fermi statistics introduces correlations between them. For exam-
ple, the Pauli principle forbids that two fermions of the same spin occupy
the same k state.

For quantum particles without interaction, the calculation (2) of the
grand potential Ω from the grand-canonical partition function ZGC is
treated in all the statistical physics books. Let us state here the result:

Ideal gas (Bose) : Ω = kBT
∑

j

log
(

1− z e−Ej/kBT
)

(15)

Ideal gas (Fermi) : Ω = −kBT
∑

j

log
(

1 + z e−Ej/kBT
)

(16)

where the sum covers all single-particle states φj (spin and orbital), of en-
ergy Ej .

Let us take a gas of spinless or polarized particles, so that the spin de-
gree of freedom does not intervene. The φj states are the plane waves and
we find, by replacing the discrete sum over k by an integral:

Ω = ±kBT
L3

(2π)3

∫
log
(

1∓ z e−~
2k2/2mkBT

)
d3k (17)

By using the series expansion

log(1− x) = −
∞∑

j=1

xj

j
, (18)

we arrive at

Ideal gas (polarized bosons) :
Pλ3

kBT
=

+∞∑

j=1

1

j5/2
zj (19)

and

Ideal gas (polarized fermions):
Pλ3

kBT
=

+∞∑

j=1

(−1)j+1

j5/2
zj (20)

The first term (j = 1) of the expansions (19) and (20) coincides with
the classical gas result (13). The appearance of the following terms (j ≥
2) in the case of bosons or fermions reflects the emergence of correlations
between particles due to quantum statistics.

13



CHAPITRE I. THE VIRIAL EXPANSION § 2. The second virial coefficient

1-4 The principle of virial expansion

We now consider a gas of spinless or polarized particles, interacting with
each other and confined in a box of volume L3. The virial expansion is
based on the series in powers of the fugacity z:

Pλ3

kBT
=

∞∑

j=1

bj(T ) zj (21)

This expansion is useful when the fugacity z is small in front of 1, i.e. nega-
tive µwith |µ| � kBT . As we have seen in the case of the classical ideal gas
[cf. (14)], this corresponds to a weakly degenerate gas, with a small phase-
space density nλ3. We can then restrict ourselves to the first terms of the
expansion, which we assume to converge in the limit z � 1 (Lebowitz &
Penrose 1964).

Once the expansion of the pressure is known, we deduce from (5) the
other thermodynamic quantities such as the density n:

n =

(
∂P

∂µ

)

T,L3

, (22)

which leads to

nλ3 =

∞∑

j=1

j bj(T ) zj (23)

The different coefficients bj(T ) are obtained by identifying term by term
the powers of z in the equality

Pλ3

kBT
=
λ3

L3
logZGC (24)

that is:

b1(T ) z + b2(T ) z2 + . . . =
λ3

L3
log
(
1 + zZ1 + z2Z2 + . . .

)
(25)

We can then immediately see that the first virial coefficient b1(T ) involves
only the one-body partition function Z1 and therefore contains no contri-
bution from the interactions:

b1(T ) =
λ3

L3
Z1 (26)

or by using the relation Z1 = L3/λ3:

b1(T ) = 1 (27)

The second virial coefficient b2(T ) requires the knowledge of Z2, thus
of two-body physics:

b2(T ) =
1

Z1

(
Z2 −

Z2
1

2

)
(28)

and we similarly find:

b3(T ) =
1

Z1

(
Z3 − Z1Z2 +

Z3
1

3

)
(29)

More generally, the coefficient of order j, bj(T ), involves the solution of
problems with at most j bodies, and only them! We thus have the follow-
ing remarkable property: the virial expansion, when it converges, allows
us to link in a natural way the few-body physics and the macroscopic prop-
erties of the fluid. In the following paragraph, we will focus on two-body
processes, i.e. the first deviation from the ideal gas.

2 The second virial coefficient

According to the results stated in the previous paragraph, the second virial
coefficient b2(T ) contains the first corrections to the classical ideal gas.
These corrections correspond to the emergence of correlations between
particles caused by

• the simple effects of quantum statistics, with

b
(0)
2 = ± 1

25/2
(30)

as we saw in (19) and (20). The superscript (0) indicates here that the
result is obtained for an ideal gas.
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• the interactions between particles, which we will focus on in the fol-
lowing paragraphs.

According to (28), the correction to b2 related to the interactions is directly
proportional to the correction to Z2, which we will note ∆Z2.

The quantum effects for b2. Before turning to the role of interactions, it
is instructive to check that one can recover directly the coefficient b(0)

2 . For
bosons, a basis of possible states is given by the pairs (k1,k2), counting
only once the pair (k1,k2) ≡ (k2,k1) and without restriction for the state
k1 = k2. For polarized fermions, we also count only once each pair but the
k1 = k2 state is excluded. We can group the two cases by writing:

Z2 =
1

2

∑

k1,k2

e−~
2(k21+k22)/(2mkBT ) ± 1

2

∑

k

e−~
2k2/(mkBT ) =

Z2
1

2
± Z1

25/2
(31)

with sign + for bosons and − for fermions. We thus recover

Ideal quantum gas: b
(0)
2 = ± 1

25/2
(32)

2-1 "Center of mass" and "relative motion" separation

Let us consider a gas of polarized bosons with binary interactions through
the potential V (r), assumed to be isotropic. We rewrite here the two-
particle partition function Z2 in the form:

Z2 =

(∑

K

e−~
2K2/(4mkBT )

)
∑

j

e−Ej/kBT


 . (33)

We have separated the free motion of the center of mass, parametrized by
its momentum K = k1+k2 associated to the total mass 2m, and the motion
of the relative variable, characterized by its eigenstates ψj(r) of energy Ej ,
and associated to the reduced mass mr = m/2.

The center of mass part is calculated as before to give:

ZCdM =
∑

K

e−~
2K2/(4mkBT ) = 23/2Z1 (34)

The sum in the relative variable part

Zrel =
∑

j

e−Ej/kBT (35)

contains the contribution of all angular momentum states (partial waves)
` = 0, 2, 4, . . . allowed by the symmetrization principle:

Zrel =
∑

`

Zrel
` . (36)

We will assume here that the gas of bosons is cold enough for only the
s-wave interactions to play a role (recall that polarized fermions have no
interaction in this channel). The contribution of the partial waves ` 6= 0 to
this sum is therefore identical to that of an ideal gas and we will not write
it explicitly. Concerning the contribution Zrel

`=0 of the angular momentum
channel ` = 0 (s wave), let us recall that it contains both the contribution
of the bound states (diatomic molecules) and of the asymptotically free
scattering states.

2-2 s wave interactions away from resonance

In this paragraph, we place ourselves in a "normal" situation of the interac-
tion between two atoms, i.e. a scattering length a comparable to the range
of the van der Waals potential2 b ≡ RvdW. This assumption simplifies the
calculation of the b2 coefficient, both for the contribution of scattering and
bound states [see figure 2]:

• The free states that contribute significantly to Zrel
2 are such that

~2k2/2m . a few kBT , that is, k . 1/λ. But the thermal energies kBT
of quantum gases are much lower than EvdW ≡ ~2/mR2

vdW, which is
of the order of a least a few ten microkelvin (or even more for light

2Recall that the van der Waals radius is defined from the mass of an atom and the coeffi-
cient C6 describing the van der Waals interaction by

RvdW =
1

2

(
mC6

~2

)1/4

. (37)

For the atomic species used in the experiments, this van der Waals radius is of the order of a
few nanometers.
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Séparation “centre de masse - variable relative”

Fonction de partition pour le problème à deux corps

Z2 = ∑
j

e−Ej / kBT = ZCdM × Zrel

ZCdM : particule libre de masse    2m → ZCdM = 23/2 Z1
Zrel : somme sur tous les états (libres ou liés) du mouvement relatif, masse réduite m/2

r

Deux cas limites intéressants 

Interaction en onde s loin de résonance : |a | ≪ λ

Interaction en onde s résonante : |a | = ∞
r

V(r)

kBT

Figure 2. Scattering states and bound states for the two-body problem. In the
non-resonant case (|a| � λ), we will focus essentially on the scattering states,
and more particularly on those whose energy does not exceed a few kBT . In the
resonant case (|a| � λ), we will also take into account the contribution of the last
bound state, whose energy∼ −~2/ma2 may be (in absolute value) small compared
to kBT .

atoms). Actually, if this were not the case, collisions would not occur
only in the s wave channel. We have therefore a� λ, that is to say for
all relevant k wave vectors the relation ka� 1.

• The interaction potential between two atoms generally contains many
bound states, and the energy of the last bound state in the absence
of a scattering resonance is of the order of −EvdW. As we have just
said, this binding energy is in absolute value large compared to kBT .
If there were a collision process in the gas that established an equi-
librium between the populations of free and bound states, essentially
all atoms would be in the form of dimers (or trimers, tetramers, etc.).
Fortunately, this is not the case: the formation of dimers can occur, but
it is a marginal process on the time scale of the experiments. More-
over, as soon as they are formed, these dimers generally escape from
the trap confining the atoms because the energy released during their
formation is greater than the depth of the trap.

Thanks to these two remarks, we limit the calculation of Zrel
`=0 to the

17
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Exemple d’un puits carré de profondeur  :V0

La présence d’un noeud imposé en  
vient modifier la densité d’états 

r = a

Figure 3. Scattering states in a square well of depth V0 and width b, with a (nearly)
common node of the wave functions in r = a.

contribution of the s-wave scattering states, identified by their momen-
tum ~k and their energy ~2k2/2mr = ~2k2/m. The only difficulty is to
count them correctly, knowing that the asymptotic behavior of their re-
duced wave function is for ka� 1 (see figure 3):

u(r) ≈ sin[k(r − a)]. (38)

The presence of the −ka term in the sine does indeed modify their density
of states. Suppose that the relative particle is inserted in the center of a
sphere of radius R, with Dirichlet boundary conditions on the walls of the
sphere. The wave numbers k must then satisfy the quantization condition

kn = n
π

R− a, n positive integer, (39)

instead of kn = nπ/R in the absence of interaction. The passage from a
discrete sum to an integral for the calculation of Zrel

`=0 then gives:

Zrel
`=0 =

∑

n

e−~
2k2n/(mkBT ) =

R− a
π

∫ +∞

0

e−~
2k2/(mkBT ) dk

=
R− a√

2 λ
. (40)

The contribution in R/λ would be present even in the absence of interac-
tions and it has to be added to that of the other partial waves to give, all
calculations done, the partition function Z2 of the ideal quantum gas. The

16



CHAPITRE I. THE VIRIAL EXPANSION § 2. The second virial coefficient

interesting term here is the one related to the interactions, in a/λ. When
multiplied by ZCdM = 23/2Z1 [cf. (34)], this term leads to the contribution
of the interactions to the Z2 partition function:

∆Z2 = −2Z1
a

λ
(41)

from which we deduce the second virial coefficient

Bosons out of resonance (a� λ) : b2(T ) =
1

25/2
− 2a

λ
(42)

with the two contributions b
(0)
2 = 2−5/2 from quantum statistics and

b
(int.)
2 = −2a/λ coming from the interactions.

2-3 Pressure and internal energy of gas

As we explained in z, the knowledge of the grand potential (at a given
order in z) allows to find the other thermodynamic potentials at the same
order. We will use here the virial expansion to order 2 to find the expression
of the interaction energy in the weakly degenerate regime.

We start from the expression of Ω:

Ω(T, L3, µ) ≈ −kBT
L3

λ3

[
z + b2(T )z2

]
(43)

from which we deduce the average number of particles

N = −
(
∂Ω

∂µ

)

L3,T

≈ L3

λ3

(
z + 2b2z

2
)

(44)

and entropy:

S

kB
= −

(
∂Ω

∂(kBT )

)

L3,µ

≈ L3

λ3

[
5

2
(z + b2z

2)− µ

kBT
(z + 2b2z

2) + z2T
db2
dT

]
.

(45)

At this order of calculation, the relationship (44) between the number
of particles and the fugacity can be inverted to give :

z ≈ nλ3 − 2b2(nλ3)2, (46)

which gives for the pressure-density relationship at this order:

Pλ3

kBT
≈
[
nλ3 − 2b2(nλ3)2

]
+ b2(nλ3)2 = nλ3 − b2(nλ3)2. (47)

If we limit ourselves to the corrections linked to quantum statistics, b2(T ) =
±2−5/2, we see that there is, for a fixed density and temperature, a decrease
of pressure for bosons (b2 > 0) and an increase for fermions (b2 < 0), com-
pared to the case of a classical ideal gas. This can be understood from the
postulate of (anti)symmetrization. For example, for fermions, preventing
two particles from being present at the same place constitutes in some way
a decrease of the accessible space, hence an increase of the pressure.

Let us now express the internal energy of the gas as a function of T, L3

and N (or n = N/L3):

E = Ω + TS + µN = NkBT

[
3

2
+ nλ3

(
T

db2
dT
− 3b2

2

)]
(48)

We find of course the dominant term 3
2kBT corresponding to the kinetic en-

ergy of a classical ideal gas. Let us examine the corrections to this classical
model by reviewing the two contributions to b2(T ) found in (42).

• The term related to quantum statistics, b(0)
2 = 2−5/2, does not depend

on the temperature. It corresponds to a lowering of the energy (for
bosons) given by

Bosons : ∆E(0) = − 3

27/2
NkBT nλ3. (49)

We would find the same contribution for a gas of polarized fermions,
up to a change of sign:

Fermions : ∆E(0) = +
3

27/2
NkBT nλ3. (50)

Here, the small parameter of the expansion, the phase space density
nλ3, appears explicitely.

• The term related to the interactions, coming from b
(int.)
2 = −2a/λ,

leads to the modification of the energy

Bosons : ∆E(int.) = gnN with g =
4π~2a

m
(51)
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This term would be absent for a gas of polarized fermions (no s-wave
interaction).

The form found for ∆E(int.) is interesting for at least two reasons. First,
it allows to verify that the scattering length a is indeed the only parameter
of the interaction potential V (r) that plays a role in the N -body problem,
at least in the weakly degenerate regime. This important result does not
require that the potential V (r) is treated by the Born approximation.

Moreover, the numerical coefficient appearing in (51) is instructive. In
this course, we will frequently model the interaction potential by a contact
interaction (possibly regularized), leading to the same scattering length a
as the real potential. This means replacing the interaction Hamiltonian

Ĥint =
1

2

∫∫
n̂(r) n̂(r′)V (|r − r′|) d3r d3r′ (52)

where n̂(r) is the operator associated with the density at the point r, by

Ĥint =
g

2

∫
[n̂(r)]

2
d3r with g =

4π~2a

m
. (53)

For a homogeneous system, we expect for the average of the interaction
energy

∆E(int.) = 〈Ĥint〉 =
g

2
〈n2(0)〉L3 (54)

which leads, by comparison with (51), that we have in the weakly degen-
erate regime:

〈n2(0)〉 = 2n2. (55)

We find here the bunching discovered by Hanbury-Brown & Twiss (1956)
for photons, characteristic of a classical field with Gaussian fluctuations .

2-4 The neighborhood of a scattering resonance

A scattering resonance is characterized by an abnormally large scattering
length a, i.e. |a| � b where b is the range of the potential. In the vicinity of
such a resonance, the evaluation of the b2 coefficient must be modified.

Let us first recall the nature of these resonances, assuming that one can
finely modify one of the parameters of the interaction potential V (r) by

22

Interaction en onde s résonnante

a

V0

Résonance de diffusion à énergie nulle

Se produit quand une (légère) 
modification du potentiel d’interaction 
conduit à l’apparition d’un nouvel état lié

• juste avant l’apparition du nouvel état :
longueur de diffusion  grande et négativea

• juste après l’apparition du nouvel état :
longueur de diffusion  grande et positiveaV0
Energie de l’état faiblement lié:

Elie ≈ − ℏ2

ma2

Ebound

Figure 4. Appearance of a bound state and divergence of the scattering length a at
a scattering resonance.

making a new bound state appear in this potential3. We have the following
general result, known as Levinson’s theorem [cf. figure 4]:

• Just before the bound state appears, the scattering length is large and
negative.

• At the threshold of the bound state, the scattering length is infinite.

• Just after the appearance of the bound state, the scattering length is
large and positive.

3The following description applies without modification to the case of a Fano-Feshbach
resonance, at least for the case of a broad resonance. For a study in the case of a narrow
resonance, one may consult Endo & Castin (2016b).
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Under these conditions, it is essential to take into account the contribu-
tion of this weakly bound state to the partition function because its wave
function is very large (∼ a) and it can be significantly populated during
collisions between atoms. Moreover, its (negative) energy :

Ebound ≈ −
~2

ma2
(56)

can become very small in front of kBT and a significant population of this
bound state is possible without the gas being entirely in dimer form.

Around the resonance, the phase shift δ0(k) varies very quickly with k
and it is no longer legitimate to assume δ0(k) ≈ −ka as we did in (38). We
must return to the expression

u(r) ≈ sin [kr + δ0(k)] (57)

where the phase shift is deduced from the general expression

tan[δ0(k)] = −ka. (58)

As in the non-resonant case, the interactions change the density of states
involved in the summation over all possible wave numbers. Taking again
Dirichlet boundary conditions in a spherical box of radius R, we now have
the quantization condition on k:

knR+ δ0(kn) = nπ, n positive integer (59)

so that the interval between two successive values of k verifies

(kn+1 − kn)

(
R+

dδ0
dk

)
= π. (60)

We can then resume the calculation of the partition function Zrel
`=0 as in (40)

to find:

Zrel
`=0 = (. . . ) +

1

π

∫ +∞

0

dδ0
dk

e−~
2k2/mkBT dk +

[
e−Elie/kBT

]
. (61)

In this expression, the first term (. . .) represents the contribution of the
sphere radius R: it is independent of the interactions and will thus be
omitted in what follows. The last term corresponds to the contribution

So k

ï
À

l k
Mat b

Figure 5. Schematic representation of the variation of the s-wave phase shift δ0(k)
in the vicinity of a scattering resonance (|a| � λ).

of the possible bound state: this contribution must be taken into account
only on the a > 0 side, since this state does not exist when a is negative;
the brackets around this term indicate this restriction. In what follows, we
will multiply this contribution by the Heaviside function Θ(a) to take into
account both possibilities.

Using the partition function expression for the center of mass, ZCdM =
23/2Z1 [cf. (34)], we then find the contribution of the interactions to the
second virial coefficient4:

b
(int)
2 =

23/2

π

∫ +∞

0

dδ0
dk

e−~
2k2/mkBT dk + 23/2e−Elie/kBTΘ(a). (63)

Let us explicitly compute the integral on k in the case of a scattering

4We find here a particular case of the general formula of Beth & Uhlenbeck (1937)

b
(int)
2 =

23/2

π

∑

`

(2`+ 1)

∫ ∞

0

dδ`

dk
e−~2k2/mkBT dk + 23/2

∑

j

e−Ej/kBT (62)

restricted here to the case of the s-wave, ` = 0. The discrete sum over j corresponds to the
bound states.
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resonance. We take the derivative of the relation tan[δ0(k)] = −ka:

dδ0
dk

=
−a

1 + k2a2
. (64)

The variation of δ0(k) with k is represented on figure 5. For a < 0, δ0(k)
is an increasing function which starts from the value 0 in k = 0 to reach
a value close to π/2 when k becomes greater than 1/a. For a > 0, δ0(k) is
a decreasing function, which starts from π in k = 0 to tend also to π/2 at
large k.

If we define the resonance as the region where the scattering length |a|
is much larger than the thermal wavelength λ, we see that in this case the
variations of the integrand of (63) are dominated by dδ0

dk and one can take
e−~

2k2/mkBT ≈ 1 in this integral. Moreover, the bound state when it exists
(a > 0) also has a very simple contribution to (63): e−Ebound/kBT ≈ 1. So we
find (Ho & Mueller 2004):

b
(int)
2 ≈ 23/2

π

∫ +∞

0

−a
1 + k2a2

dk + 23/2Θ(a) (65)

that is:

a < 0 : b
(int)
2 ≈

√
2 (no bound state) (66)

and

a > 0 : b
(int)
2 ≈ −

√
2 + 23/2 =

√
2. (67)

The coefficient b2 related to the interactions does not present any disconti-
nuity at the passage to the resonance and it takes at this point a "universal"
value, i.e. independent of the temperature:

Bosons at resonance: b
(int)
2 =

√
2 (68)

We will find this same behavior, within a factor of 2, for the two-component
Fermi gas in the unitary regime. Adding the statistical contribution, we
have:

Bosons at resonance: b2 =
1

25/2
+
√

2 (69)
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Figure 6. A two-component Fermi gas, composed of ↑ and ↓ spin atoms.

3 The unitary Fermi gas

We are interested in a gas of particles with spin (or pseudo-spin) equal to
1/2, sufficiently cold for the interactions to be in the s-wave regime (figure
6). This gas exhibits a scattering resonance so that the ↑↓ interaction corre-
sponds to an infinite a scattering length (figure 4). Moreover, we assume
that the gas is sufficiently dilute so that the distance between particles re-
mains large in front of the range b of the potential (or its effective range r0)
so that b and r0 are not involved in the physics of the problem. We then
speak of a unitary Fermi gas since the interactions reach the largest possible
value, given the constraint imposed by the unitarity of quantum physics.
Recall that there is no s wave interaction for a ↑↑ or ↓↓ pair, because of the
exchange antisymmetry between two fermions.

This paradigm of the unitary Fermi gas is found in several circum-
stances in nature, at least in an approximate way. It is found for example in
neutron stars: the scattering length a is of the order of 18 fm while the ef-
fective range r0 is only 2.8 fm. One can thus consider configurations where
the distance between particles is large in front of r0 (thus a dilute system),
but small in front of a (thus a strong interaction). Other physical systems
approaching the regime of a unitary Fermi gas are the quark-gluon plasma
or some superconductors at high critical temperature.

The unitary Fermi gas is a universal system in that it has no length
scale associated with the interactions5. It is thus a remarkable testbed for

5For the unitary Bose gas, effects related to the Efimov phenomenon (appearance of an
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the different approaches to systems of strongly correlated particles. For the
virial expansion that interests us here, this scale invariance is reflected by
the fact that the bn coefficients of the expansion are pure numbers. We have
already noted this point in paragraph § 2-4 on the case of polarized bosons
for the b2 coefficient, but for the case of the unitary Fermi gas, it is in fact
valid for all bn as we will explain in § 3-2.

Considerable efforts have been made over the last 15 years to go beyond
the b2 coefficient. We now have reliable theoretical values for b3 and for b4,
validated (at least to some extent) by experiment. We will not detail here
the complex calculations that led to these predictions, but simply sketch
the progress that has been made during the last few years. The reader
wishing to go deeper into the question can consult the review articles of
Liu (2013) and Endo (2020).

3-1 Virial expansion for a spinor gas

To describe the thermodynamic equilibrium of a gas with two components,
we have to introduce a chemical potential for each of them, which we will
note µ+ and µ−. We assume here that the two components have the same
mass and the same energy for the single-particle ground state k = 0. They
are at the same temperature and occupy the same volume L3 so that the
grand-canonical partition function is now written

ZGC =
∑

N+,N−

z
N+

+ z
N−
− ZN+,N− . (70)

The canonical partition function ZN+,N− describes a system ofN+ particles
in the ↑ state and N− particles in the ↓ state, both at temperature T . The
relation between ZGC and the grand potential is unchanged:

Ω = −kBT logZGC, (71)

infinite series of three-body bound states when |a| = +∞) introduce a specific length scale,
which breaks the scale invariance. We refer the interested reader to the article by Castin &
Werner (2013) which explains how to obtain the b3 coefficient in this case. A similar situation
occurs if the two (pseudo)spin states of the unitary Fermi gas have very different masses. We
will assume here that the two masses m↑ and m↓ are equal; hence there is no Efimov effect,
hence the announced universality.
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Figure 7. The first coefficients of the virial expansion for a spin 1/2 gas.

so that we arrive at an expansion for Ω

Ω = −kBT
L3

λ3

∑

i,j

bi,j z
i
+ zj− (72)

which we assume to be convergent, at least at low densities in phase space.

The value of the first two coefficients b1,0 and b0,1 is obtained by putting
a single particle (↑ or ↓) in the box of volume L3 and is therefore unchanged
from the one-component case (cf. figure 7):

b1,0 = b0,1 = 1 (73)

To evaluate the terms of order 2, let’s separate the two possible cases:

• The two particles are in the same spin state, N+ = 2, N− = 0 or
N+ = 0, N− = 2. We are then brought back to the previously stud-
ied case of polarized fermions, without interaction in the s wave. The
corresponding virial coefficient is only due to statistical effects and we
have [cf. (32)]

b2,0 = b0,2 = − 1

25/2
(74)

• The two particles are in opposite spin states N+ = 1, N− = 1. We can
consider:

• Symmetric spin states, hence antisymmetric spatial states (odd
partial waves), for which there will be no s-wave interaction
and a contribution to b1,1 due to quantum statistics in −2−5/2 as
above.
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• Antisymmetric spin states, therefore symmetric spatial states
(even partial waves). We then find the same result as for polar-
ized bosons [cf. (42) and (68)] with a contribution due to quantum
statistics in +2−5/2 and a contribution due to interactions equal
to −2a/λ off-resonance and to

√
2 at resonance.

By summing up the contributions of these two classes of states, we
arrive at

Out of resonance : b1,1 = −2a

λ
At resonance : b1,1 =

√
2 (75)

In the following, we will consider a balanced Fermi gas, for which z+ =
z− ≡ z. Noting ns = 2 the number of spin states, the grand potential is
then written to order 2 included in fugacity:

Ω ≈ −ns kBT
L3

λ3

[
z + b2z

2
]

(76)

with the effective coefficient b2:

b2 =
1

2
(b2,0 + b0,2 + b1,1) . (77)

We find then out of resonance :

Balanced Fermi gas out of resonance: b2 = − 1

25/2
− a

λ
(78)

and at resonance (Ho & Mueller 2004)

Resonant balanced Fermi gas: b2 = − 1

25/2
+

1√
2

=
3

4
√

2
(79)

i.e. an effect of the interactions divided by 2 compared to the bosonic case:
each particle interacts only with half of the assembly of particles, namely
those which have a spin opposite to its own.

Internal energy. As we have done in the case of polarized bosons, it is
interesting to study the expression of the internal energy of the gas as a

function of the densities n+ and n−. We place ourselves here in the non-
resonant case and we start from the grand potential at order two included

Ω ≈ −kBT
L3

λ3

[
z+ + z− −

1

25/2
(z2

+ + z2
−)− 2a

λ
z+z−

]
. (80)

The calculation proceeds as in the bosonic case. We begin by evaluating
the average numbers of particles N± and the entropy S by deriving Ω with
respect to µ± and T . In particular, we arrive at (Ho & Mueller 2004)

z+ ≈ n+λ
3 +

1

23/2

(
n+λ

3
)2

+
2a

λ

(
n+λ

3
) (
n−λ

3
)

(81)

and a similar result for z−, which gives the contribution of the interactions
to the internal energy:

∆E(int) = g n+n− L
3 with g =

4π~2a

m
. (82)

This result corresponds well to that expected for a contact interaction be-
tween the two components:

Ĥint = g

∫
n̂+(r) n̂−(r) d3r, (83)

with uncorrelated fluctuations in the spatial densities of the two compo-
nents.

3-2 The b3 coefficient

The calculation of the b3 coefficient (and the following ones) is notoriously
more difficult since it involves solving the (at least) three-body problem,
with the determination of all its eigenenergies (figure 8). We will concen-
trate in the following on the resonant case (|a| = +∞) which is the most
discriminating situation with respect to the validity of the different possi-
ble approaches.

Because of the scale invariance that appears in the unitary regime, the
coefficient b3(T ) – as well as all the other virial coefficients – can only be a
pure number. Indeed, bn(T ) is by construction a function of the tempera-
ture only, and not of the chemical potential µ. Moreover, it is dimension-
less and the temperature can therefore only intervene in an adimensional
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Il faut déterminer tous les états propres de :                                  ou de :

Après une série de résultats contradictoires :

2006 : Werner & Castin calculent quasi-analytiquement le spectre des 3 particules dans un piège harmonique

2008 : Liu, Hu et al utilisent ce résultat et le connectent au cas de 3 particules non piégées

bn = n3/2 bn,trap b3 = 1
35/2 − 0.3551… = − 0.2910…
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Le coefficient  à résonanceb3

Il faut déterminer tous les états propres de :                                  ou de :

Après une série de résultats contradictoires :

2006 : Werner & Castin calculent quasi-analytiquement le spectre des 3 particules dans un piège harmonique

2008 : Liu, Hu et al utilisent ce résultat et le connectent au cas de 3 particules non piégées

bn = n3/2 bn,trap b3 = 1
35/2 − 0.3551… = − 0.2910…

Figure 8. The two situations to be taken into account for the calculation of the b3
coefficient. These two situations lead to identical results if m↑ = m↓.

way. When the scattering length is not infinite, it provides the energy scale
Ea = ~2/ma2 and we can therefore find bn(T ) as a function of the variable
x = kBT/Ea. This is indeed what happened when we arrived at the result
b
(int)
2 = −2a/λ in the non-resonant case. On the other hand, in the reso-

nant case, the only possible dimensionless quantity that would allow us to
provide a variable for bn(T ) is kBT/µ, but it is not eligible since it depends
on µ. The coefficients bn(T ) are therefore numbers independent of T in the
unitary regime.

The calculation of this coefficient b3 in the unitary regime has been done
only quite recently, with contradictory results at the beginning. The first
published result (Rupak 2007), b3 ≈ 1.11, which is now known to be incor-
rect, used a "field theory" approach. Two years later, Liu, Hu, et al. (2009)
published the value now considered correct and confirmed by experiment

Balanced Fermi gas on resonance: b3 =
1

35/2
− 0.3551 . . . = −0.2910 . . .

(84)
They built on a previous work by Werner & Castin (2006), who had suc-
ceeded in calculating quasi-analytically the entire spectrum of three iden-
tical particles in an isotropic harmonic trap, for a zero range and resonant
interaction. Liu, Hu, et al. (2009) then calculated the three-body partition
function in a trap of frequency ω and deduced the corresponding b3,trap co-
efficient. The case of a homogeneous gas was obtained via a local density
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Résultats expérimentaux sur le gaz de Fermi unitaire

2009-10 : groupe de l’ENS (Chevy-Salomon) sur 6Li, résonance de Fano-Feshbach à 834 G

Atomes confinés dans un piège harmonique à symétrie cylindrique 

Mesure de la densité par absorption 
d’un faisceau sonde :

n̄(x3) = ∫
∞

0
n(x1, x2, x3) dx1 dx2

In the balanced case,model-independent thermometry is notoriously
difficult because of the strong interactions. Inspired by ref. 24, we over-
come this issue by measuring the temperature of a 7Li cloud in thermal
equilibrium with the 6Li mixture (see Methods).

The central chemical potential m0 is fitted on the hottest clouds so
that the EOS agrees in the classical regime f? 1 with the second-
order virial expansion h 1, fð Þ<2 1zf{1

! ffiffiffi
2

p# $
(ref. 25). For colder

clouds we proceed recursively. The EOS of an image recorded at
temperature T has some overlap with the previously determined
EOS from all images with T9.T. In this overlap region, m0 is fitted
to minimize the distance between the two EOSs. This provides a new
portion of the EOS at lower temperature. Using 40 images of clouds
prepared at different temperatures, we thus reconstruct a low-noise
EOS from the classical part down to the degenerate regime, as shown
in Fig. 3a.

We now comment on the main features of the EOS. At high tem-
perature, the EOS can be expanded in powers of f21 as a virial
expansion11:

h 1, fð Þ
2

~

P?
k~1 {1ð Þkz1k{5=2zbk
% &

f{k

P?
k~1 {1ð Þkz1k{5=2f{k

where bk is the kth virial coefficient. As we have b2~1
! ffiffiffi

2
p

in the
measurement scheme described above, our data provide for the first
time the experimental values of b3 and b4. b3520.35(2) is in excellent
agreement with the recent calculation b3520.2912 325/2520.355
from ref. 11, but not with b35 1.05 from ref. 12. b45 0.096(15)
involves the four-fermionproblemat unitarity and could interestingly
be computed along the lines of ref. 11.

Let us now focus on the low-temperature regime of the normal
phase f= 1. As shown in Fig. 3b, we observe a T2 dependence of
the pressure with temperature. This behaviour is reminiscent of a
Fermi liquid, and indicates that pseudogap effects expected for
strongly interacting Fermi superfluids26 do not show up at the ther-
modynamic level within our experimental precision. In analogy with
3He or heavy-fermion metals, we fit our data with the EOS:

P m, Tð Þ~2P1 m, 0ð Þ j{3=2
n z

5p2

8
j{1=2
n

m#

m

kBT

m

' (2
 !

ð4Þ

Here P1(m, 0)5 1/15p2(2m/"2)3/2m5/2 is the pressure of a single-
component Fermi gas at zero temperature, m* is the quasi-particle

mass, and j{1
n is the compressibility of the normal gas extrapolated to

zero temperature, and normalized to that of an ideal gas of same
density. We deduce two new parameters m*/m5 1.13(3) and
jn5 0.51(2). Despite the strong interactions,m* is close tom, unlike
theweakly interacting 3He liquid forwhich2.7,m*/m, 5.8, depend-
ing on pressure. Our jn value is in agreement with the variational
fixed-node Monte Carlo calculations jn5 0.54 in ref. 27 and

jn5 0.56 in ref. 10, and with the quantum Monte Carlo calcula-
tion jn5 0.52 in ref. 28. This yields the Landau parameters
Fs
0~jnm

#=m{1~{0:42 and Fs
1~3 m#=m{1ð Þ~0:39.

In the lowest temperature points (Fig. 3c) we observe a sudden
deviation of the data from the fitted equation (4) at (kBT/m)c5
0.32(3) (see Supplementary Information). We interpret this beha-
viour as the transition from the normal phase to the superfluid phase.
This critical ratio has been extensively calculated in recent years. Our
value is in close agreement with the diagrammatic Monte Carlo cal-
culation (kBT/m)c5 0.32(2) of ref. 6 and with the quantum Monte
Carlo calculation (kBT/m)c5 0.35(3) of ref. 28; but it differs from the
self-consistent approach in ref. 8 that gives (kBT/m)c5 0.41, from the
renormalization group prediction 0.24 in ref. 29, and from several
other less precise theories. From equation (4) we deduce the total
density n5 n11 n25 hP(mi5m, T)/hm and the Fermi energy
EF5 kBTF5"2/2m(3p2n)2/3 at the transition point. We obtain (m/
EF)c5 0.49(2) and (T/TF)c5 0.157(15), in very good agreement with
ref. 6. Our measurement is the first direct determination of (m/EF)c

x

z
y

6Li imaging 7Li imaging

Figure 2 | Schematic representation of our atomic sample. The 6Li atomic
cloud is imaged in the direction y; the column density is then integrated
along the direction x to give !nn zð Þ. The 7Li atoms are imaged after a time of
flight along the z direction.
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Figure 3 | Equation of state of a spin-balanced unitary Fermi gas. a, Finite-
temperature equation of state (EOS) h(1, f) (black dots). The error bars
represented at f5 0.14 and f5 2.3 indicate the 6%accuracy in f and h of our
EOS. The red curves are the successive virial expansions up to fourth order.
The blue triangles are from ref. 6, the green stars from ref. 7, the purple
diamonds from ref. 8, and the blue solid line from ref. 9. The grey region
indicates the superfluid phase. b, EOS P(m, T)/2P1(m, 0) as a function of
(kBT/m)

2, fitted by the Fermi liquid EOS, equation (4). The red dashed line is
the non-interacting Fermi gas (NIFG). The horizontal dot-dashed and
dotted lines indicate respectively the zero-temperature pressure of the
superfluid phase!j{3=2

s and that of the normal phase!j{3=2
n . c, Expanded

view of b near Tc. The sudden deviation of the data from the fit occurs at
(kBT/m)c5 0.32(3) that we interpret as the superfluid transition. The black
dashed line indicates the mean value of the data points below Tc.
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x1
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Directement reliée à la pression !

Ho & Zhou, Nascimbene

Figure 9. Imaging a unitary Fermi gas of lithium 6. The length of the trapped
gas along the x3 direction is a few hundred micrometers. Figure extracted from
Nascimbène, Navon, et al. (2010).

approximation which becomes exact in the ω → 0 limit and leads to :

bn = n3/2 bn,trap (85)

The result of Liu, Hu, et al. (2009) was then confirmed theoretically by sev-
eral authors, either from methods using field theory (Kaplan & Sun 2011;
Leyronas 2011), or by a numerical solution of the three-body problem (Rak-
shit, Daily, et al. 2012). As we will see in the following paragraph, this
result is also in excellent agreement with the experiment.

3-3 Experimental Results

The first measurement of the thermodynamics of the Fermi gas in the uni-
tary regime was carried out in 2009-10 in the group of Christophe Salomon
and Frédéric Chevy at ENS (Nascimbène, Navon, et al. 2010). The exper-
iment is carried out on an assembly of about 105 atoms of 6Li, placed in
a magnetic field B = 834 G (center of a large Fano–Feshbach resonance)
and prepared in an equilibrated mixture of the two lowest energy Zeeman
states. A 1/2 pseudospin system is thus realized. The temperature range
explored is from 150 nK to 1.3µK. The atoms are confined in an elongated
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harmonic trap in the direction 6 x3 (cf. figure 9), with the potential:

V (x) =
1

2
mω2(x2

1 + x2
2) +

1

2
mω2

3x
2
3. (86)

One measures the total density of the gas, n̄(x3) = n̄+(x3) + n̄−(x3), inte-
grated along the axes x1 and x2:

n̄(x3) =

∫∫
n(x1, x2, x3) dx1 dx2. (87)

The integration along the x2 imaging axis is a natural result of the imaging
procedure, and that along the x1 axis is done numerically from the two-
dimensional images in the (x1, x3) plane. This measurement provides the
pressure P (µ, T ) thanks to an ingenious remark published by Ho & Zhou
(2010), and established independently by Sylvain Nascimbene:

• We use the relation between density and pressure, deduced from the
thermodynamic relations already mentioned:

n+ =

(
∂P

∂µ+

)

T,µ−

(88)

and idem for n−. Here, as the gas is balanced, we will take µ+ = µ−
and thus

n =

(
∂P

∂µ

)

T

. (89)

• It is assumed that the gas is sufficiently large to be well described by
the local density approximation, i.e. that the equilibrium state at a
point x is that of a homogeneous gas of chemical potential µ(x) =
µc − V (x), where µc is the chemical potential at the center of the trap
(x = 0 with by convention V (0) = 0).

• We then transform the integral on the space of (87) into an integral
over the chemical potential:

n̄(x3) = 2π

∫ ∞

0

n(r, x3) r dr =
2π

mω2

∫ µ(x3)

−∞

(
∂P

∂µ

)

T

dµ =
2π

mω2
P [T, µ(x3)].

(90)
6We note here the three space coordinates x1, x2, x3 rather than x, y, z to avoid confusion

with the fugacity z.

b3 b4 = 0.09(1)

b4

b3

b4

hT (⇣) %

⇣ = 0.4

Ideal Fermi GasIdeal Fermi Gas

Virial2Virial2

Virial3Virial3

Virial4Virial4

1.000.50 5.000.100.05
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z

h T
HzL

Tc

Figure 10. Experimental measurement of the pressure P of a Fermi gas in the
unitary regime by the ENS group [cf. Nascimbène, Navon, et al. (2010)]. We have
plotted here h = P/Pideal as a function of the inverse of the fugacity ζ = 1/z. The
region of small fugacities (large ζ) is fitted by a polynomial of degree 4 in z. The
result of this fit leads to b4 = −4−5/2 + 0.096 = 0.065. Figure extracted from
Sylvain Nascimbene’s thesis.

We have thus directly access to the expected pressure for a homoge-
neous gas of parameters [T, µ(x3) = µc − mω2

3x
2
3/2]. Given the scale

invariance, this quantity is in fact only a function of µ(x3)/kBT so that
a single image is in principle sufficient to obtain the whole equation
of state from z = 0 (at the edges of the trap where µ → −∞) to
z = exp(µc/kBT ).

The gas temperature is measured by inserting a small fraction of im-
purities (a few thousand lithium 7 atoms) and measuring their velocity
distribution by a time-of-flight method (Spiegelhalder, Trenkwalder, et al.

24



CHAPITRE I. THE VIRIAL EXPANSION § 3. The unitary Fermi gas
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Figure 11. Determination of b3 (see text). Figure extracted from Sylvain Nascim-
bene’s thesis.

2009a).

An example of this result is shown in figure 10, extracted from Sylvain
Nascimbene’s thesis. We plot the variations of the pressure, normalized
by the pressure of the ideal Fermi gas, h(z) = P (z)/Pideal(z), as a function
of the variable ζ = 1/z. The applicability domain of the virial expansion
(z . 1) corresponds therefore to the ζ & 1 area. We show a fit of the data
with a polynomial of degree 4:

h(z) = b1z + b2z
2 + b3z

3 + b4z
4, (91)

the first three coefficients being fixed at their known values at the time :

b1 = 1 b2 =
3

4
√

2
b3 = −0.2910. (92)

We then deduce from this fit a value of b4: b4 = 0.065 (15).

The verification of the value of b3 is detailed on the figure 11. We show
on the left the deviation of the pressure (in units of Pideal) from the law
z + b2z

2, as a function of z3. The fit by a b3z3 function depends on the
zcutoff value used. The gray rectangle indicates the values of b3 compatible
with the data.

Two years later, a new set of data was published by Martin Zwierlein’s
group at MIT, also from a lithium 6 gas (Ku, Sommer, et al. 2012). We will

tion and theory (23). At low temperatures, the
reduced chemical potential m/EF saturates to the
universal value x. As the internal energy E and
the free energy F satisfy E(T ) > E(0) = 3

5N xEF =
F(0) > F(T ) for all T, the reduced quantities
fE ≡ 5

3
E

NEF
¼ p̃ and fF ≡ 5

3
F

NEF
¼ 5

3
m
EF
− 2

3 p̃ (Fig.
3A) provide upper and lower bounds for x (29).
Taking the coldest points of these three curves and
including the systematic error due to the effective
interaction range, we find x = 0.376(4). The un-
certainty in the Feshbach resonance is expected
to shift x by at most 2% (13). This value is con-
sistent with a recent upper bound x < 0.383(1) from
(30), is close to x = 0.36(1) from a self-consistent
T-matrix calculation (23), and agrees with x =
0.367(9) from an epsilon expansion (31). It lies
below earlier estimates x = 0.44(2) (32) and x =
0.42(1) (33) from fixed-node quantumMonteCarlo
calculation that provides upper bounds on x. Our
measurement agrees with several less accurate ex-
perimental determinations (6) but disagrees with
the most recent experimental value 0.415(10) that
was used to calibrate the pressure in (12).

From the energy, pressure, and chemical po-
tential, we can obtain the entropy S = 1

T(E + PV −
mN), and hence the entropy per particle S=NkB ¼
TF
T

p̃ −
m
EF

! "
as a function of T/TF (Fig. 3B). At

high temperatures, S is close to the entropy of
an ideal Fermi gas at the same T/TF. Above Tc,
the entropy per particle is nowhere small com-
pared with kB. Also, the specific heat CV is not
linear in T in the normal phase. This shows that
the normal regime above Tc cannot be described in
terms of a Landau Fermi Liquid picture, although
some thermodynamic quantities agree surpris-
ingly well with the expectation for a Fermi liquid
[see (12) and (13)]. Below about T/TF = 0.17, the
entropy starts to strongly fall off comparedwith that
of a noninteracting Fermi gas, which we again
interpret as the freezing out of single-particle excita-
tions as a result of the formation of fermion pairs.
Far below Tc, phonons dominate. They only have a
minute contribution to the entropy (23), less than
0.02 kB at T/TF = 0.1, consistent with our measure-
ments. At the critical point, we obtain Sc = 0.73(13)
NkB, in agreement with theory (23). It is encourag-
ing for future experiments with fermions in optical
lattices that we obtain entropies less than 0.04 N
kB, far below critical entropies required to reach
magnetically ordered phases.

From the chemical potential m/EF andT=TF ¼
4p

ð3p2Þ2=3
1

ðnl3Þ2=3, we finally obtain the density EoS

n(m,T ) ≡ 1
l3
fnðbmÞ, with the de Broglie wave-

length l ¼
ffiffiffiffiffiffiffiffi
2pħ2
mkBT

q
. The pressure EoS follows

as P(m,T ) ≡ kBT
l3

fPðbmÞ, with fP ¼ 2
5
TF
T p̃fnðbmÞ.

Figure 4 shows the density and pressure nor-
malized by their noninteracting counterparts at
the same chemical potential and temperature. For
the normal state, a concurrent theoretical calcu-
lation employing a new Monte Carlo method
agrees excellently with our data (34). Our data

deviate from a previous experimental determi-
nation of the pressure EoS (12) that was cal-
ibrated with an independently measured value of

x = 0.415(10) (35) and disagree with the energy
measurement in (11) that used a thermometry in-
consistent with the Virial expansion (10). Around
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interacting Fermi gas, shifted by xn − 1 (dashed curves). The peak in the chemical potential signals the
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noninteracting Fermi gas (black solid curve). The open squares are from the self-consistent T-matrix
calculation (23). A few representative error bars are shown, representing mean T SD.
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Figure 12. Pressure of a 6Li Fermi gas in the unitary regime, normalized by the
ideal gas pressure. Red dots: data from the MIT group (Ku, Sommer, et al. 2012),
gray diamonds: data from the ENS group (Nascimbène, Navon, et al. 2010). The
virial expansion at order 4 with the parameters given in (92) and b4 = 0.065 is
represented by the green continuous line. The other points or lines correspond
to theoretical predictions in the degenerate regime, not described in this chapter.
Figure extracted from Ku, Sommer, et al. (2012).

not go into the detailed description of this experiment, of which we give
one of the main results in figure 12. In the area of interest here, z . 1, the
agreement with the ENS data is excellent and leads to a compatible value
for b4: b4 = 0.065 (10).

3-4 Beyond three-body effects

Once the value for b4 was deduced from the two experiments we have just
described, the ball was in the theorists’ court to refine the calculations of
this quantity. The challenge is of course considerable since it is a ques-
tion of determining the exact spectrum of 4 fermions interacting with two
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CHAPITRE I. THE VIRIAL EXPANSION § 3. The unitary Fermi gas

configurations of different nature, ↑↑↓↓ and ↑↑↑↓ (or its symmetric).

The outcome of this series of work is described by Endo (2020):

• At the time the MIT experimental paper was published, only one pre-
diction was available: b4 = −0.047(4), in clear disagreement with the
experiment (Rakshit, Daily, et al. 2012). This work used the varia-
tional method to find the energy of particles in a harmonic trap and
then extrapolated the results to zero stiffness, corresponding to the
homogeneous gas.

• Ngampruetikorn, Parish, et al. (2015) used a field theory method in
the homogeneous case to arrive at b4 ≈ 0.03.

• Endo & Castin (2016a) used a Fadeev ansatz, inspired by the solu-
tion of the three-body problem, to treat quasi-analytically the case of
trapped particles. At the cost of a conjecture7 (not yet proven to our
knowledge), they arrived at a precise value of b4: b4 = 0.031 (1).

• Yan & Blume (2016) used a Monte Carlo method based on the path
integral to numerically compute the spectrum of the trapped four-
particle Hamiltonian, and then proceeded to a zero-stiffness extrapo-
lation to find the value of b4 in the homogeneous case: b4 = 0.047 (18).

• Hou & Drut (2020) [see also Hou, Morrell, et al. 2021] have developed
a partially analytical method to evaluate the Boltzmann weights in-
volved in the partition function, using a Trotter decomposition (alter-
nating evolutions due to kinetic energy and interaction energy). They
confirmed the result (93) of Endo & Castin (2016a), while noting that
the result for b4 of Ngampruetikorn, Parish, et al. (2015), while broadly
consistent with (93), corresponds to notably different values for each
of the two components ↑↑↓↓ and ↑↑↑↓. In contrast, these individual
components have compatible values in both the Endo & Castin (2016a)
and Hou & Drut (2020) approaches. We will therefore retain the value:

7The calculation involves the integration in the complex plane of a function whose ana-
lytical properties are not completely known. The conjecture is necessary to apply the residue
theorem.

and for the bold scheme also the error due to the finite
number of iterations. Our final error bars also include errors
due to finite Nmax and to cutoffs and discretizations in the
numerics, so that all sources of errors are taken into
account [65].
At lower temperatures, the ladder scheme is not appli-

cable (due to a pole in Γ0) but we still observe convergence
of the bold scheme, as shown in Fig. 4, where we cross-
check three variants of the conformal-Borel resummation:
QðzÞ ¼ ΣðzÞ=z respectively ΠðzÞ=z with c ¼ 13 (circles),
the same QðzÞ with c ¼ 60 (diamonds), and QðzÞ ¼ ΣðzÞ
respectively ΠðzÞ with c ¼ 60 (squares). Our final result
agrees with the MIT measurement up to a 3% deviation
consistent with the experimental uncertainty.
In the related earlier work [67], much simpler resum-

mation methods such as the Lindelöf method were used,
assuming that the diagrammatic series has a nonzero

convergence radius. This assumption is invalidated by
the large-order behavior jaN j ∼ ðN!Þ1=5 found here.
Hence the results of Ref. [67] contained a systematic error.
Nevertheless, they deviate from the new results reported
here by less than 2%, which is likely related to the
smallness of the exponent 1=5.
The subfactorial scaling jaN j ∼ ðN!Þ1=5 also implies that

for a given order N, the sum aN of all diagrams is much
smaller than the number ∼N! of diagrams. This is a
manifestation of the massive cancellation between different
diagrams due to the fermionic sign.
Finally, we turn to the higher-temperature regime, where

our new high-accuracy data shed light on a controversy.
In the limit T ≫ TF, the EOS admits a virial expansion
nðJÞvirialλ

3 ¼ 2
PJ

j¼0 j bj ζ
j in powers of the fugacity ζ ¼ eβμ.

The virial coefficient bj is determined by the j-body
problem, and is known exactly for j ¼ 2 [23,68] and
j ¼ 3 [69,70]. In Fig. 5 we subtract the known virial-3
result from our EOS data so that the result tends to b4 in
the nondegenerate limit ζ → 0. Accordingly, we display at
ζ ¼ 0 several values reported for b4: The value obtained
by Endo and Castin [34] (based on a physically motivated
mathematical conjecture) deviates from the values reported
by experimentalists from ENS [25] and MIT [26].
The dedicated path integral quantum Monte Carlo result
of Yan and Blume [71] has an error bar too large to resolve
the discrepancy. Our data suggest that the Endo-Castin
result is correct, but requires sufficiently small ζ to be
extracted, and correspondingly high accuracy to resolve the
difference n − nð3Þvirial ∝ ζ4 (at ζ ≈ 0.2 our error on nλ3 is
<0.01%), while extrapolations from ζ ≳ 0.6 lead to the
overestimated b4 values reported in Refs. [25,26]. In other
words, at ζ ≈ 0.6 (T=TF ≈ 1) the unitary Fermi gas is still
so strongly correlated that it cannot be reduced to a 4-body
problem.
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ladder scheme
bold scheme

MIT experiment

FIG. 3. Resummed density vs maximal diagram order at
βμ ¼ 0 (T=TF ≈ 0.6). The ladder and bold diagrammatic
schemes agree with each other and with experiment.
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MIT experiment

FIG. 4. Density vs maximal diagram order at βμ ¼ 2
(T=TF ≈ 0.2). The bold diagrammatic series is resummed by
three variants of the conformal-Borel transformation (see text).

FIG. 5. Equation of state and 4th virial coefficient: The
difference between the density n and its 3rd order virial expansion
nð3Þvirial, divided by the appropriate factor, must tend to the 4th virial
coefficient b4 in the high-temperature limit ζ → 0.

PHYSICAL REVIEW LETTERS 121, 130405 (2018)

130405-4

Figure 13. Calculation of the density of a unitary Fermi gas as a function of its
fugacity. The calculation is done by summation of a series of Feynman diagrams,
associated with a diagrammatic Monte Carlo method up to order 9. Figure ex-
tracted from Rossi, Ohgoe, et al. (2018).

Balanced Fermi gas on resonance: b4 = − 1

45/2
+ 0.062 = 0.031 (1)

(93)
Note that this value is significantly different from the one found ex-
perimentally (b4 = 0.065, see figure 10). Let us also note that Hou &
Drut (2020) propose a value for b5: b5 = 5−5/2 + 0.78 = 0.80 (6).

The determination of b4 is thus clearly a difficult problem, and Endo
(2020) gives at least one reason for this difficulty on the theoretical level:
when this coefficient is first computed in a harmonic trap, the behavior of
b4(ω) is not monotonous which makes the numerical passage to the ω → 0
limit used by several authors very tricky. On the experimental side, a po-
tential difficulty is illustrated on figure 13, taken from Rossi, Ohgoe, et
al. (2018). This figure shows the deviation between the density calculated
by resummation of Feynman diagrams and the n(3) density calculated by
virial expansion to order 3. It shows an apparent plateau for values of the
fugacity between 0.6 and 1.1. An extrapolation of this plateau at zero fu-
gacity gives the value compatible with experimental results. However, the
data obtained for even smaller values of the fugacity seem rather compati-
ble with the value b4 = 0.031 given by Endo & Castin (2016a).
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Chapter II

The Quantum Bogoliubov Approach

In this chapter we discuss the description of a powerful method for
treating the case of an interacting Bose gas, the Bogoliubov approach1 (Bo-
goliubov 1947). This approach allows to describe the ground state of the
gas as well as its excitation spectrum at low energy, with a number of ap-
proximations that we will detail in the following lectures. This method
starts from a binary interaction potential between the particles

V̂ =
∑

i<j

V (r̂i − r̂j), (1)

and is based on the assumption that the action of this potential "does not
change much" – in a sense that we will specify – the ground state of the
fluid compared to the case of the ideal gas.

The Bogoliubov method, although a commonly used tool, has some
subtleties that we will highlight in the following chapters. One of these
subtleties comes from the fact that it is difficult to use the Bogoliubov
method with the real interatomic potential. For all the atomic species used
in the laboratory, this potential contains many two-particle bound states.
The true ground state of the system is thus very different from the Bose–
Einstein condensate formed from the monoatomic gas found in the non-
interacting case, and also very far from the fluid prepared, in a metastable
state, in the cold atom experiments.

1We have already discussed this method in the context of a description in terms of classical
fields in the 2015-16 course, but the quantum aspect of the treatment changes the approach
very significantly, even if some results are similar.

The Bogoliubov method is frequently used with a contact potential
V (r) = g δ(r), thus of zero range b. The coupling g is then defined from
the scattering length a of the physical problem by:

g ≡ 4π~2a

m
. (2)

However, we know (cf. course 2020-21) that such a potential leads to diver-
gences already at order 2 of the Born series. A fortiori, it does not allow to
describe in a "safe way" the interaction between N particles. Some expres-
sions, like the speed of sound or the quantum depletion, can be calculated
without difficulty while others, like the ground state energy, diverge. For
a mathematically well-established version of a zero-range potential, one
can use2 the pseudo-potential V̂pp, defined by its action on a wave function
ψ(r) by:

V̂pp [ψ(r)] = g δ(r)
∂

∂r
[r ψ(r)] . (3)

This is the approach followed in the original article of Lee, Huang, et al.
(1957), but the calculations are then relatively subtle. Indeed, as we ex-
plained in the 2020-21 course, the use of the pseudopotential amounts to
changing the domain of the Hamiltonian. When using V̂pp, any two-body
wave function Ψ(r1, r2) must not be regular when r = |r1 − r2| → 0, but

2See Olshanii & Pricoupenko (2001) for a general class of such potentials.
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CHAPITRE II. THE QUANTUM BOGOLIUBOV APPROACH § 1. The quadratic approximation for Ĥ

4

Le gaz de Bose à température nulle

Assemblée de  bosons de spin nul (ou polarisés) dans une boîte de volume N L3

En absence d’interaction, toutes les particules  
s’accumulent dans l’état d’impulsion nulle k = 0

ϵk = ℏ2k2

2m

ϵ0 = 0

Etats à une particule : ondes planes d’impulsion   et d’énergieℏk

Comment ce résultat est-il modifié en présence d’interactions binaires ? 

#̂ = ∑
i<j

V( ̂ri − ̂rj)

Figure 1. Bose gas ground state without interaction: all particles accumulate in
the state of zero momentum and zero energy (for periodic boundary conditions),
and N0 = N .

must vary as

r → 0 : Ψ(r1, r2) ≈
(

1

r
− 1

a

)
Φ(R) with R = (r1 + r2)/2. (4)

We will describe the spirit of this approach in Chapter 3.

The approach we will explore here is to use a regular potential V (r), of
range b, whose Fourier transform Ṽk is also regular for all k:

Ṽk =

∫
V (r) e−ik·r d3r. (5)

We will assume that the action of this two-body potential can be described
in the Born approximation. For the low energy regime of interest here,
this leads in particular to the following link between the zero momentum
Fourier transform, Ṽ0, and the coupling g defined in (2):

Born approximation: Ṽ0 =

∫
V (r) d3r ≈ g. (6)

Recall that a condition for the validity of the Born approximation is that
the scattering length deduced from (6) is small in front of the range b of the
potential V (r).

In a Bose gas without interaction, the ground state is obtained by plac-
ing the N particles in the single-particle ground state k = 0 (figure 1). In
other words, the population N0 of this k = 0 state is equal to N . In what
follows, we will start (§ 1) by using the fact that the potential can be treated

as a weak perturbation to perform a systematic expansion of the N -body
Hamiltonian, assuming that the average population 〈N0〉 of the k = 0 state
remains close to 1:

N − 〈N0〉
N

� 1. (7)

This will allow us to obtain an approximate expression of the Hamiltonian
containing only quadratic terms in a†k and ak, the creation and destruction
operators of a particle in the momentum state ~k 6= 0. More precisely, the
structure of the Hamiltonian will show a sum of independent terms, each
of them dealing with a pair {+k,−k}. In § 2, we will focus on a given pair
to detail the Bogoliubov method, which uses a canonical transformation to
diagonalize this Hamiltonian. Finally in § 3, we will illustrate this diago-
nalization method on the case of a spinor gas in the single spatial mode
approximation.

The return to an infinite number of pairs {+k,−k}, with the problems
of convergence which may then arise, will be discussed in chapter 3, as will
the discussion of the validity of the expansion in powers of (N − 〈N0〉)/N ,
which we shall see amounts to imposing

√
na3 � 1.

1 The quadratic approximation for Ĥ

We consider here an assembly of particles with binary interactions. The
Hamiltonian written in the second quantization formalism using the ba-
sis of plane waves then involves products of four creation or annihilation
operators ak or a†k (see appendix). In this form, it is not possible to find
analytically the eigenstates and the eigenenergies of the system. The Bo-
goliubov method consists in assuming that a particular mode, in this case
the plane wave k = 0, is macroscopically populated. Under these condi-
tions, one can neglect the operator character of a0 and a†0, and then limit
oneself to terms involving only binary products of the other operators ak
and a†k with k 6= 0. The mathematical study of the resulting quadratic
Hamiltonian is then not difficult, as we will see in the following sections.

In what follows we will make the assumption that V (r) is invariant by
rotation, V (r) = V (r), with r = |r|. This assumption is not necessary, but
will simplify the notations. It follows that the Fourier transform Ṽk is also
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CHAPITRE II. THE QUANTUM BOGOLIUBOV APPROACH § 1. The quadratic approximation for Ĥ

invariant by rotation: Ṽk = Ṽk.

1-1 Preliminary : Hartree term, Fock term

Let us start by considering the case of two identical particles, prepared
in well-defined momentum states ~ka, ~kb, with ka 6= kb. Let us assume
that these particles are spin-polarized so that the corresponding degree of
freedom does not play a role here. We are interested in the average of a
potential V (|r12|), depending only on the distance r12 between the two
particles.

The two-particle state is written

|Ψ〉 =
1√
2

(|1 : ka , 2 : kb〉 ± |1 : kb , 2 : ka〉) (8)

where the signs + and − are associated respectively to bosons and
fermions. The average value of V̂ in this state is a sum of four terms

〈V 〉 = 〈Ψ|V̂ |Ψ〉 =
1

2

(
〈1 : ka , 2 : kb|V̂ |1 : ka , 2 : kb〉

± 〈1 : kb , 2 : ka|V̂ |1 : ka , 2 : kb〉+ . . .
)

(9)

Using the definition of the plane wave of momentum ~k in the quantiza-
tion volume L3 with periodic boundary conditions:

〈r|k〉 =
1√
L3

eik·r, k =
2π

L
n, n ∈ Z3, (10)

the two terms written explicitly in this equation are calculated to give

〈1 : ka , 2 : kb|V̂ |1 : ka , 2 : kb〉 =
1

L3
Ṽ0 (11)

and
〈1 : kb , 2 : ka|V̂ |1 : ka , 2 : kb〉 =

1

L3
Ṽka−kb

. (12)

The two other terms intervening in (9) and represented by ". . . " are equal
to the two terms given above, so that the average sought is written:

〈V 〉 =
1

L3

(
Ṽ0 ± Ṽk

)
k = ka − kb (13)

8 k

ï
1 k
l b

1
ta a

1
ta k

2
J E

2
T
Ea

Figure 2. Hartree term and Fock term involved in the calculation of the average
value 〈Ψ|V̂ |Ψ〉 of a two-particle state, with both plane waves ka and kb occupied
[cf. (13).

There are thus two contributions to 〈V 〉, the first is called Hartree’s term, the
second Fock’s term (figure 2).

The structure of this result is characteristic of a problem of indistin-
guishable particles in quantum mechanics. If the particles were discernible,
the initial state would be written

Discernible particles: |Ψ〉 = |1 : ka , 2 : kb〉 (14)

and only the first contribution to (13), the Hartree term still called direct
term, would be present in the average 〈V 〉. The Fock term, also called ex-
change term, has its origin in the fundamental impossibility of knowing
whether the pair of particles (1, 2) is in the state (ka,kb) or (kb,ka).

Note that in the case of a pair of bosons prepared in the same momen-
tum state ~ka, the initial state is |Ψ〉 = |1 : ka , 2 : ka〉 and the exchange
term also disappears from the result (13).

1-2 N body Hamiltonian in second quantization

We now consider an assembly of N bosons (spinless or polarized) with
two-body interactions described by the potential V (r). The Hamiltonian is

29



CHAPITRE II. THE QUANTUM BOGOLIUBOV APPROACH § 1. The quadratic approximation for Ĥ

10

Hamiltonien en seconde quantification 

Ĥ =
N

∑
i=1

p̂2
i

2m
+ 1

2 ∑
i

∑
j≠i

V( | ̂ri − ̂rj | )Energie cinétique et énergie d’interaction :

Opérateurs création et destruction d’une particule dans l’état d’impulsion  :      et    ℏk a†
k ak

Ĥ = ∑
k

ϵk a†
k ak + 1

2L3 ∑
k′ ,k′ ′ ,q

Ṽq a†
k′ +q a†

k′ ′ −q ak′ ′ 
ak′ ϵk = ℏ2k2

2m

Transformée de Fourier   de        Ṽq V(r) : Ṽq = ∫ V(r) e−iq⋅r d3r

On obtient alors l’expression suivante pour l’hamiltonien à  corps :N

Ṽq

k′ + q

k′ ′ − qk′ ′ 

k′ conservation de l’impulsion  
lors d’une interaction élémentaire

Figure 3. Representation of the interaction term of (16), for which the conservation
of the total momentum appears explicitly.

written in first quantization for particles of mass m

Ĥ =

N∑

i=1

p̂2
i

2m
+

1

2

∑

i

∑

j 6=i
V (|r̂i − r̂j |) (15)

and we can show with the definitions recalled in the appendix of this chap-
ter that its version in second quantization is 3

Ĥ =
∑

k

εk a
†
k ak +

1

2L3

∑

k′,k′′,q

Ṽq a
†
k′+q a

†
k′′−q ak′′ ak′ . (16)

where we introduced the kinetic energy at a particle associated to the plane
wave of wave vector k

εk ≡
~2k2

2m
. (17)

A diagrammatic representation of the interaction term is given in figure 3.

In particular, we can verify that we recover the Hartree and Fock terms
when we compute the average value of the interaction term in the |ka,kb〉
state. There are indeed 4 triples (k,k′, q) which contribute in the sum in-
volved in (16):

• The choice q = 0 with the two possibilities (k′,k′′) = (ka,kb) and
(k′,k′′) = (kb,ka): we find the Hartree term of (13).

• The choice q = k′′ − k′ with the two possibilities (k′,k′′) = (ka,kb)
and (k′,k′′) = (kb,ka): we find the Fock term of (13).

3To simplify the notations, we will not putˆabove the symbols ak and a†k although they
are operators.

1-3 The assumptions of the Bogoliubov approach

The expression (16) of the Hamiltonian is valid whatever the regime of the
gas, weakly or strongly degenerate. We will now assume that a particular
state of the gas, the k = 0 zero momentum state, is strongly populated:

〈N0〉 � 1. (18)

An argument4 introduced by Bogoliubov (1947) and taken up in practically
all approaches to this problem consists in positing that under these condi-
tions, the difference between the prefactor

√
N0 intervening for a0 and the

prefactor
√
N0 + 1 intervening in a†0 should not play a significant role. We

can then neglect the fact that the commutator between a0 and a†0 is nonzero,
and replace these operators by

√
N0.

This approach consists therefore (with one subtlety for the canonical
point of view, see next paragraph) in treating the particle condensate in the
k = 0 state as a classical field. This field will be able to generate or absorb
in arbitrary numbers particles coming from the other k 6= 0 momentum
states.

Let us further assume that the number of particles outside the k = 0
state is small in front of N :

N − 〈N0〉 � N. (19)

We can then truncate the Hamiltonian (16) to keep in the interaction term
only the terms that are at least linear in N0, i.e. the terms a†k+q a

†
k′−q ak′ ak

involving at least two operators a0 or a†0. We then arrive at an approximate
Hamiltonian Ĥ ′ quadratic with respect to ak, a†k with k 6= 0:

Ĥ ′ =
N2

0

2L3
Ṽ0 +

∑

k 6=0

[
εk + n0Ṽ0 + n0Ṽk

]
a†kak

+
1

2

∑

k 6=0

n0Ṽk

(
a†ka
†
−k + aka−k

) (20)

where we introduced the spatial density in the condensed mode n0 =
N0/L

3.
4Bogoliubov cites Dirac’s book, The Principles of Quantum mechanics, as a source of inspira-

tion for this argument.
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L’approximation quadratique pour l’hamiltonien

On part de l’hamiltonien “exact” : Ĥ = ∑
k

ϵk a†
k ak + 1

2L3 ∑
k′ ,k′ ′ ,q

Ṽq a†
k′ +q a†

k′ ′ −q ak′ ′ 
ak′ 

L’énergie cinétique reste inchangée. Dans l’énergie d’interaction, on garde :

Les termes avec 4 opérateurs  :a†
0 , a0

N20
2L3 Ṽ0 Ṽ0 = ∫ V(r) d3r

Les termes avec 3 opérateurs  ?       Néant.a†
0 , a0

Les termes avec 2 opérateurs  : a†
0 , a0

N0
L3 ∑

k≠0
(Ṽ0 + Ṽk) a†

k ak + 1
2 Ṽk(a†

k a†
−k + aka−k)

Hartree Fock Ṽk

k

−k

0
0

k

−k
0
0Ṽk

Figure 4. Creation and annihilation of a pair {+k,−k} appearing in the second
line of (20).

The first line of this expression shows first the energy of the particles
occupying the k = 0 mode interacting with each other (no Fock term
since they are all in the same state), then a first contribution of the non-
condensed particles, with their kinetic energy εk and the Hartree and Fock
terms in Ṽ0 and Ṽk. On the second line, we can see that the interaction
will induce in addition correlations between the k and −k modes, through
terms that create or annihilate pairs of particles in these modes. The corre-
sponding diagrams are shown in figure 4.

At this stage, there is no guarantee that the two hypotheses made above,
N0 � 1 and N − N0 � N are legitimate. It will therefore be once the
analysis has been completed that we will be able to verify what constraints
these hypotheses impose on the potential V (r) or its Fourier transform Ṽq ,
in association with the total spatial density n = N/L3.

Non-conservation of the number of particles. An immediate counter-
part of the a†0 ≈ a0 ≈ N0 approximation is that the total number of parti-
cles is no longer a conserved quantity for the Hamiltonian Ĥ ′ whereas it
was for the Hamiltonian Ĥ written in (16). Even if this point does not pose
a problem on the mathematical level, it can raise difficulties when inter-
preting certain results physically. Leggett (2001) [see also Leggett (2006)]
proposes for this an alternative approach, based on the variational method
with a N -particle test function (N is assumed here to be even)

|Ψ〉 ∝


a†0a†0 −

∑

k 6=0

c(k)a†ka
†
−k



N/2

|0〉, (21)

the coefficients c(k) being parameters to be optimized in order to minimize
the average energy of the gas in the state |Ψ〉. Thanks to this ansatz, we
force the emergence of correlations between the k and −k modes. The cor-
responding calculations are carried out in detail in the complement EXVII

of Cohen-Tannoudji, Diu, et al. (2021). The result of this approach is iden-
tical to that of the "standard" method that we will develop here. Let us
also mention the approaches of Gardiner (1997) and Castin & Dum (1998),
which also use Hamiltonians conserving the number of particles, these ap-
proaches being well adapted to the case of gases of non uniform density.

1-4 Grand canonical vs. canonical approach

In what follows, we are essentially interested in the ground state of the
Bose gas Hamiltonian, and we thus want to minimize the energy asso-
ciated with the Hamiltonian Ĥ ′ written in (20). As always in statistical
physics, several statistical ensembles can be used for this. Two ensembles
are particularly relevant:

• The grand-canonical ensemble which corresponds to the case where
the gas (condensate + non-condensed part) is coupled to a reservoir of
particles which imposes its chemical potential µ. It is then a question
of minimizing the quantity 〈Ĥ ′−µN̂〉 at µ fixed. The value of µ is then
adjusted to correctly describe the physical situation we are interested
in. This point of view is used for example by Nozières & Pines (1990).

• The canonical ensemble in which we consider that the gas (conden-
sate + non-condensed part) is isolated from the point of view of the
number of particles, even if an energy exchange with a reservoir re-
mains possible to impose a certain temperature. The total number of
particles N is thus fixed and we must impose the constraint

N = N̂0 +
∑

k 6=0

a†kak (22)

This leads us to (slightly) take up the assimilation of N0 to a classical
field. This is the point of view used by Pethick & Smith (2008) and by
Pitaevskii & Stringari (2016).
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We take here the canonical point of view. The constraint on the number
of atoms written in (22) imposes to be vigilant towards the dominant term
of Ĥ ′, N2

0 Ṽ0/2L
3. It would be inaccurate to treat N0 simply as a fixed num-

ber for this term because the error made would be comparable to the other
terms of Ĥ ′. To perform an expansion in (N −N0)/N , we must rewrite this
term in the form:

N2
0 Ṽ0

2L3
=

Ṽ0

2L3


N −

∑

k 6=0

a†kak




2

≈ N2Ṽ0

2L3
− n0Ṽ0

∑

k 6=0

a†kak. (23)

Once this approximation is made, the expression of the Hamiltonian Ĥ ′

simplifies: the terms in Ṽ0 a
†
kak are eliminated so that Ĥ ′ is written:

Ĥ ′ =
1

2
nNṼ0 + Ĥ ′′ (24)

with

Ĥ ′′ =
∑

pairs
{k,−k}

[
εk + nṼk

] (
a†kak + a†−ka−k

)
+ nṼk

(
a†ka
†
−k + aka−k

)

(25)
In this sum, each pair {k,−k} (with k 6= 0) is counted only once. In an
equivalent way, we can sum over all k 6= 0 and multiply the result by 1/2.
Note that we have replaced in Ĥ ′′ the condensed density n0 by the total
density n, which is legitimate at this order of calculation.

2 The two-mode Bogoliubov Hamiltonian

The Hamiltonian (25) found in the previous paragraph is quadratic with
respect to the creation and annihilation operators ak and a†k. It is always
possible to diagonalize exactly this kind of Hamiltonian, either for bosons
or fermions, by means of canonical transformations. In the 2017-18 course
(chapter 2), we had studied the problem for fermions in the framework of
the Kitaev model. In what follows, we will focus on the case of bosonic
particles.

In order to clarify the essential steps of the method to follow, we will
work here on a two-mode model, characterized by the operators (a†1, a1)

and (a†2, a2), and consider the Hamiltonian

Ĥ = Ĥ0 + V̂ (26)

with

Ĥ0 = ~ω0

(
a†1a1 + a†2a2 + 1

)
V̂ = ~κ

(
a†1a
†
2 + a1a2

)
, (27)

where the real parameters ω0 and κ each have the dimension of a frequency.
The quantity ω0 is assumed positive so that the spectrum of Ĥ0 is simply
(n1 + n2 + 1)~ω0, with eigenstates |n1, n2〉. We have chosen here the origin
of the energies so that the ground state of Ĥ0 has energy

E
(0)
grnd = ~ω0, (28)

i.e. the sum of the zero-point energies ~ω0/2 for each of the modes a1 and
a2. This ground state is obtained for n1 = n2 = 0.

Note that this Hamiltonian is found in many quantum optics problems
and is the basis for the generation of two-mode squeezed vacuum states,
by populating modes 1 and 2 with rigorously equal numbers of photons
from a pump laser described as a classical field (Walls & Milburn 2007).
It can also be found in the description of superconducting circuits (Nation,
Johansson, et al. 2012) and in the description of the dynamics of spin gases,
where modes (1,2) correspond to different spin states, as we will see in 3.

In this section, we will treat exactly the V̂ coupling between the two
modes but we start by addressing the problem by perturbation theory.

2-1 Perturbative approach

We are interested here in the ground state of the two-mode system. Starting
from the unperturbed ground state |Ψ0〉 = |0, 0〉, we immediately see that
the average of V̂ in this state is zero, so that the energy of the ground state
is unchanged at order 1:

∆E(1) = 〈Ψ0|V̂ |Ψ0〉 = 0. (29)
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1

κ κ

1

2
Figure 5. A diagram contributing to the ground state energy of the Hamiltonian
(26) at order 2 in κ/ω0. The thick horizontal line represents the "reservoir" from
which (1, 2) pairs can be created. Each disk represents the creation or destruction
of a pair under the influence of the potential V̂ ∝ κ.

Let’s go to the second order in V̂ . The general formula of the perturba-
tion theory is written

∆E(2) =
∑

j 6=0

|〈Ψj |V̂ |Ψ0〉|2
E0 − Ej

(30)

where the sum carries a priori over all excited states. In this case, only one
excited state contributes, n1 = n2 = 1, this state having energy 3~ω0. We
deduce:

∆E(2) = −~κ2

2ω0
. (31)

We have represented on the figure 5 the corresponding diagram. Starting
from the unperturbed ground state, represented by a thick line, we create
the pair of excitations n1 = n2 = 1 which is then destroyed.

One could continue to apply the perturbation theory to higher orders.
At order 2n in κ/ω0, one will in particular have to consider the coupling
between the ground state and the |n, n〉 state resulting from the application
of the operator V̂ n which creates n pairs of bosons. However, it is simpler
to use the formalism of canonical transformations, which amounts to re-
suming the infinite series provided by the perturbation theory pushed to
arbitrarily high orders.

2-2 Canonical transformation

The principle of this method consists in introducing two new couples of
bosonic operators (b†1, b1) and (b†2, b2), linear combinations of the initial op-
erators (a†i , ai) with i = 1, 2, so that the Hamiltonian Ĥ is "diagonal" with
respect to bi, i.e. it is written as a sum of b†i bi and a constant term.

Given the particular form of the coupling V̂ , we can look for the bi in
the form

b1 = ua1 + va†2 b2 = ua2 + va†1 (32)

where u and v are real numbers. The bosonic character5 of these new op-
erators imposes that:

[bi, b
†
i ] = 1 ⇒ u2 − v2 = 1 (33)

which means that we can look for the numbers u and v in the form

u = coshλ v = sinhλ (34)

where λ is itself a real number. Moreover, the form chosen in (32) ensures
the independence of the two new modes:

[b1, b2] = 0 [b1, b
†
2] = 0. (35)

The relation (32) defining the bi is inverted to give

a1 = ub1 − vb†2 a2 = ub2 − vb†1 (36)

so that the Hamiltonian Ĥ is written in terms of bi:

Ĥ = ~ω0

[
(u2 + v2)

(
b†1b1 + b†2b2

)
− 2uv

(
b†1b
†
2 + b1b2

)
+ 2v2 + 1

]

+ ~κ
[
−2uv

(
b†1b1 + b†2b2

)
+ (u2 + v2)

(
b†1b
†
2 + b1b2

)
− 2uv

]
. (37)

The choice of the numbers u and v is made in order to cancel the contri-
bution of b†1b

†
2 and b1b2 to this expression. Using the form (34) for these

numbers, we have to impose

tanh(2λ) =
κ

ω0
(38)

5The adjective "canonical" means precisely that the new operators bi satisfy the commuta-
tion relations associated to bosons.
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E = 0

...

~ω0

~ω0

~ω0

...

~ω

~ω

~ω

Figure 6. Spectrum of the unperturbed Hamiltonian Ĥ0 and the pair Hamiltonian
Ĥ = Ĥ0 + V̂ given in (26-27) and (40).

which is only possible if
|κ| < ω0 (39)

We will come back to this condition in a moment.

Once this choice is made, we obtain the desired form:

Ĥ = ~ω
(
b†1b1 + b†2b2 + 1

)
with ω =

√
ω2

0 − κ2 (40)

We obtain two independent bosonic modes, each with a frequency ω
smaller than the initial frequency. We have thus succeeded in completely
diagonalizing the problem and found the spectrum of the Hamiltonian Ĥ ,
which is written (n1 + n2 + 1)~ω [cf. figure 6]. We will detail the structure
of the ground state of energy ~ω in the following paragraph. The excited
states are obtained by acting with the operators b†1 and b†2 on this ground
state.

It will be useful to have the following expressions for ω

ω =

√
ω2

0 − ω2
0 tanh2(2λ) =

ω0

cosh(2λ)
(41)

and for the coefficients u and v:

u2 = cosh2 λ =
1

2
[cosh(2λ) + 1] =

1

2

(ω0

ω
+ 1
)

v2 = sinh2 λ =
1

2
[cosh(2λ)− 1] =

1

2

(ω0

ω
− 1
) (42)

Condition on |κ|. The condition |κ| < ω0 given in (39) reflects the insta-
bility that may appear when the coupling between the two initial modes
a1 and a2 is increased too much: when |κ| → ω0 from below, the frequency
of the eigenmodes bi of the system tends to 0. The value of ω given in (40)
would become purely imaginary if |κ| were to exceed this value. The sys-
tem is in fact unstable for |κ| > ω0: starting from the |0, 0〉 state, the number
of pairs in the ai modes increases exponentially with time and the system
has no stationary state.

"Usual" coupling of two oscillators. We have found here the spectrum
(n1 +n2 +1)~ω of two coupled oscillators via the term V̂ = ~κ(a†1a

†
2 +a1a2).

This spectrum is similar to the spectrum of the Hamiltonian Ĥ0, except for
the rescaling ω0 → ω; in particular, it presents the same degeneracies. The
result is very different from the one obtained for the more usual coupling

Ĥ0 = ~ω0

(
a†1a1 + a†2a2 + 1

)
V̂ ′ = ~κ(a†1a2 + a†2a1). (43)

In this case, the operators allowing the diagonalization are

b1 =
1√
2

(a1 + a2), b2 =
1√
2

(a1 − a2) (44)

and the frequencies of the two modes resulting from the coupling are no
longer degenerate :

ω1 = ω0 + κ, ω2 = ω0 − κ. (45)

The ground state of the system is then not modified and its energy remains
equal to ~ω0 = 1

2~ω1 + 1
2~ω2 [cf. figure 7].
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E = 0

...

~ω0

~ω0

...

~ω1 ~ω2

~ω0

2~κ

Figure 7. Spectrum of the unperturbed Hamiltonian Ĥ0 and of the Hamiltonian
with the "usual" coupling Ĥ = Ĥ0 + V̂ ′ given in (43). The ground state is not
modified in this case.

2-3 Ground state of the Hamiltonian

The ground state |Ψ〉 of the Hamiltonian Ĥ is obtained by placing the two
eigenmodes b1 and b2 in their ground state. Its energy

Egrnd = ~ω with ω =
√
ω2

0 − κ2 (46)

corresponds to the sum of the zero-point energies ~ω/2 of the modes b1
and b2 [cf. figure 8]. It is lower than the energy ~ω0 of the ground state of
Ĥ0 [cf. 28]:

Egrnd − E(0)
grnd = ~(ω − ω0) ≤ 0, (47)

as one would expect given the average value of Ĥ in the unperturbed |Ψ0〉
state (the eigenstate of Ĥ0):

〈Ψ0|Ĥ|Ψ0〉 = 〈Ψ0|Ĥ0|Ψ0〉+ 〈Ψ0|V̂ |Ψ0〉 = ~ω0. (48)

Indeed, the theorem at the basis of the variational method entails that the
energy of the ground state of Ĥ is necessarily lower than this average

E = 0

~ω0

2
+

~ω0

2
~ω
2

+
~ω
2

∆E = −~(ω0 − ω)

Figure 8. Lowering the ground state energy of the two-mode system due to the
coupling V̂ = ~κ

(
a†1a
†
2 + a1a2

)
, with ω =

√
ω2

0 − κ2.

1

κ κ

1

2

κ κ

1

2

1

2
κ κκ κ

1

22
κ κ

1

Figure 9. The two diagrams contributing to the ground state energy of the Hamil-
tonian (26) at order 4 in κ/ω0.

value:
Egrnd = 〈Ψ|Ĥ|Ψ〉 ≤ 〈Ψ0|Ĥ|Ψ0〉. (49)

Link with perturbation theory. By performing an expansion of the gen-
eral expression (46) up to order 2 in κ, we recover the result (31) obtained
by perturbation theory. As we have indicated, this general expression can
be seen as a resummation of the perturbation series at all orders in κ. For
example, we find at order 4 in κ/ω0:

Egrnd ≈ ω0 −
κ2

2ω0
− κ4

8ω3
0

(50)

corresponding for order 2 to the diagram of the figure 5 and for order 4 to
the two diagrams of the figure 9.

Expansion of the ground state on the Fock basis. The ground state |Ψ〉
of the Hamiltonian Ĥ can be decomposed on the eigenbasis |n1, n2〉 of Ĥ0
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as
|Ψ〉 =

∑

n1,n2

c(n1, n2) |n1, n2〉. (51)

The values of the coefficients c(n1, n2) are deduced from the relations:

b1|Ψ〉 = 0 b2|Ψ〉 = 0 (52)

which impose respectively

c(n1 + 1, n2 + 1)

c(n1, n2)
= − v

u

(
n2 + 1

n1 + 1

)1/2

(53)

and
c(n1 + 1, n2 + 1)

c(n1, n2)
= − v

u

(
n1 + 1

n2 + 1

)1/2

. (54)

We deduce that only the states with n1 = n2 are populated, which was
expected given the form of the coupling V̂ which excites the two modes a1

and a2 in pairs. We therefore rewrite this ground state as

|Ψ〉 =
∑

n

c(n) |n, n〉 (55)

with the recursion relation on cn:

cn+1

cn
= − v

u
= − tanhλ (56)

i.e.
cn = c0 (− tanhλ)

n
. (57)

After normalization, the ground state is written:

|Ψ〉 =
1

coshλ

∑

n

(− tanhλ)
n |n, n〉 (58)

This state is well known in quantum optics under the name Two-mode
squeezed vacuum state. It is generically written as

|Ψ〉 =
1√
N

∞∑

n=0

ηn|n, n〉 with N =
∑

n

η2n =
1

1− η2
. (59)

23

Le nombre moyen de paires dans  |Ψ⟩
Etat fondamental |Ψ⟩ = 1

cosh λ ∑
n

(−tanh λ)n |n, n⟩

Nombre moyen de paires : n̄ = ∑n n (tanh λ)2n

∑n (tanh λ)2n = sinh2 λ = v2 = ω0 − ω
2ω

Ĥ0 = ℏω0 (a†
1 a1 + a†

2 a2 + 1)
̂V = ℏκ (a†

1 a†
2 + a1a2)

tanh(2λ) = κ
ω0

�1.5 �1 �0.5 0 0.5 1 1.5

0

5

10

n̄

κ/ω0

  diverge quand on s’approche 
de la limite de la zone de stabilité
n̄

Figure 10. Variation of the average number of pairs as a function of the ratio κ/ω0.

The probability law for observing the n-pair state |n, n〉 in an occupancy
number measurement is:

P(n) =
η2n

N =
(
1− η2

)
η2n. (60)

The notion of squeezing comes from the fact that there is a perfect correla-
tion between the occupancies of the modes a1 and a2:

∆ (n1 − n2) = 0 with n̂i = a†iai. (61)

This absence of fluctuation of the variable n1 − n2 allows to design mea-
surements with a noise much lower than the one expected for two indepen-
dent coherent states for modes 1 and 2, which would lead to ∆2(n1−n2) =
∆2(n1) + ∆2(n2) = n̄1 + n̄2.

When |κ| � ω0, i.e., |λ| � 1, the ground state (58) is close to the ground
state |Ψ0〉 = |0, 0〉 of Ĥ0. On the other hand, when |κ| becomes comparable
to ω0, λ becomes arbitrarily large and many |n, n〉 states are significantly
populated. More precisely, we find the average number of pairs:

n̄ =

∑
n n (tanhλ)

2n

∑
n (tanhλ)

2n = sinh2 λ = v2 (62)

This mean number is plotted as a function of the ratio κ/ω0 = tanh(2λ) in
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figure 10. The variance of this distribution is given by:

∆n2 = n̄ (1 + n̄) (63)

so that we find the standard deviation ∆n ≈ n̄ as soon as n̄ becomes signif-
icantly larger than 1. Note that the statistical law for P(n) found in (60) is
formally identical to the one giving the occupancy of an individual quan-
tum state in the Bose–Einstein law at non-zero temperature.

3 Example : spin 1 gas in "zero dimension"

Before returning to the N -body problem of the three-dimensional Bose gas
in the next chapter, it is interesting to consider a direct application of the
two-mode model we have just described. We will consider the case of a col-
lection of spin-1 atoms strongly confined in a trap, so that the three spatial
degrees of freedom of the atoms are "frozen": only spin dynamics remains
possible, in particular through spin exchange collisions:

(m = 0) + (m = 0) � (m = +1) + (m = −1), (64)

where we introduced the quantum number m = 0,±1 characterizing the
projection of the spin of an atom on a given axis. This process is formally
equivalent to the parametric conversion in optics (Walls & Milburn 1988)
and is also found in superconducting circuits (Nation, Johansson, et al.
2012). The squeezed two-mode vacuum state thus produced is among
those frequently considered for quantum metrology (Pezzè, Smerzi, et al.
2018).

In the context of quantum gas experiments, this process was proposed
by Duan, Sørensen, et al. (2000) and Pu & Meystre (2000), then highlighted
by Klempt, Topic, et al. (2010), Gross, Zibold, et al. (2010) and Bookjans,
Hamley, et al. (2011) (see also Sadler, Higbie, et al. (2006)). We will fo-
cus here on the recent experimental and numerical study by Evrard, Qu,
et al. (2021), which explored different regimes, from the reversible evolu-
tion predicted by the Bogoliubov approach to a chaotic regime allowing to
discuss the hypothesis that a (quasi-)arbitrary eigenstate can be seen as a
representation – in the micro-canonical sense – of the thermalized system
(Eigenstate thermalization hypothesis). The theoretical model that we will use
is directly inspired by the article of Mias, Cooper, et al. (2008).

3-1 s-wave interactions between two spin-1 atoms

We consider here bosonic atoms whose total spin (electrons+nucleus) of
the ground state is s = 1. This is notably the case for several alkaline
species used in the laboratory: 7Li, 23Na, 39K and 41K, 87Rb. The value 1
of the spin is obtained in this case by coupling the spin 1/2 of the external
electron and the spin 3/2 of the nucleus.

During a collision between two identical atoms of spin s1 = s2 = 1,
three channels are possible corresponding to the three possible values s =
0, 1, 2 for the spin s = s1 + s2 of the pair of atoms. We can verify that6 that
the spin state s = 1 is obtained by an antisymmetric combination of the two
spins s1 and s2. Since we are dealing with bosons, the total orbital+spin
state must be symmetric by exchange of the two particles, which means
that the space wave function must be antisymmetric for a total spin s = 1.
As we are interested here in the very low temperature regime, where only
s-wave collisions are significant, this s = 1 channel does not contribute to
the interaction between particles.

The two remaining channels, s = 0 and s = 2, correspond to spin-
symmetric states and s-wave collisions are allowed. These channels are
therefore each characterized by a scattering length, a0 and a2. We can then
model the interaction between atoms by a contact term:

V̂int. = δ(r1 − r2)⊗ (g0P0 + g2P2) with gi =
4π~2ai
m

, (65)

where Pi is the projector onto the total spin subspace s = i, with i = 0, 2.
Note that the Dirac distribution δ(r) must in fact be regularized in the form
of the pseudo-potential as shown in (3). This interaction can be written in
an equivalent way

V̂int. = δ(r1 − r2)⊗
(
ḡ1̂ + gsŝ1 · ŝ2

)
(P0 + P2) (66)

6For m = ±1 we find that:
√
2 |s = 1,m〉 = |s1,m ; s2, 0〉 − |s1, 0 ; s2,m〉

and for m = 0 √
2 |s = 1, 0〉 = |s1,+1 ; s2,−1〉 − |s1,−1 ; s2,+1〉.
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where we have posed:

ḡ =
1

3
(g0 + 2g2) gs =

1

3
(g2 − g0) . (67)

To demonstrate the passage from (65) to (66), it is sufficient to note that the
scalar product

ŝ1 · ŝ2 =
1

2

(
ŝ2 − ŝ2

1 − ŝ2
2

)
=

1

2
ŝ2 − 2 (68)

is equal to −2 when it acts on a s = 0 spin state, and to +1 when it acts on
a s = 2 spin state.

We will consider in what follows the case of sodium atoms, for which
we find for the scattering lengths ā and as associated respectively to ḡ and
gs:

ā = 52.66 a0 = 2.8 nm as = 1.88 a0 = 98 pm. (69)

The form of the interaction in ŝ1 · ŝ2 is reminiscent of magnetic dipole
interactions, but it is important to emphasize that its origin is purely elec-
trostatic, since it results from van der Waals interactions. Magnetic inter-
actions are also present but they are much weaker, at least for alkali atoms,
and we will neglect them in what follows.

3-2 The single mode approximation

We now consider a condensate of N atoms confined in a trap of high stiff-
ness (figure 11); we note R the spatial size of the cloud and n the average
density of the gas. For simplicity, we consider an isotropic harmonic trap
of frequency ω. We will assume in the following that the interaction en-
ergy, function of Nḡ and Ngs, is low enough for the atoms to accumulate
essentially in the ground state ψ0(r) of the trap, the Gaussian function of
extension aho =

√
~/mω (figure 12). The spatial dynamics is thus frozen

and only the spin dynamics can lead to an evolution of the system. This is
the single mode approximation (SMA); in other words, we have realized a
spin gas of "zero spatial dimension".

The Hamiltonian governing the spin dynamics from the interaction
term (66) is obtained by averaging the initial Hamiltonian over the den-
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Un gaz spineur au laboratoire

3.2. Évaporation libre et compression et dans le piège dipolaire
croisé 89

 centre

 bras 1 bras 2

e−

y [mm]

x 
[m

m
]

 

 

−2 −1 0 1 2

−3

−2

−1

0

1

2 1000

1500

2000

2500

3000

3500

4000

4500

5000

5500

Figure 3.1 – Exemple d’image en fluorescence, prise après t = 100 ms dans le PDC
à une puissance de P ! 13.7 W sur tout le capteur de la camera.

quand nous effectuons une image après temps de vol, les bras exhibent des densités
optiques inférieures à 0.1, ce qui est faible par rapport au bruit de l’image.

Le signal de fluorescence obtenu est ajusté à l’aide d’une fonction f2D à trois
distributions gaussiennes : deux d’entre elles pour les bras, et la dernière pour la
partie centrale :

f2D(x, y) =
3∑

j=1
G(Aj; xj , yj; σjx, σjy), (3.9)

avec G(A, x, y, σx, σy) = Ae− 1
2 (x/σx)2− 1

2 (y/σy)2 . Ici A est l’amplitude, σx and σy les
tailles de la distribution selon x et y. Les deux première composantes (j = 1, 2) modé-
lisent les bras, de telle sorte qu’on a σ1x " σ1y et σ2x " σ2y. La troisième composante
modélise la partie dense centrale. Avec les conventions de la section 2.3.2, nous avons
(x1,3, y1,3) = (x, y) et (x2, y2) = (u, v) = (x cos(θ) + y sin(θ),−x sin(θ) + y cos(θ)). À
l’aide d’une image d’absorption d’un échantillon dense (DO" 0.1), nous trouvons
un facteur de calibration absolu du nombre d’atomes pour le signal de fluorescence.
Celui-ci nous permet de calculer N1, N2 et N3, les nombres d’atomes dans chaque
composante.

Avant d’analyser de façon quantitative nos images, nous devons d’abord valider
la procédure d’analyse en nous posant la question suivante : les résultats obtenus
par l’ajustement des trois gaussiennes permettent-ils bien d’extraire la quantité N⊗ ?
Pour cette validation, nous appliquons notre méthode d’ajustement sur des profils
de densité simulés de nuages atomiques à l’équilibre thermique dans un piège de
puissance P = 13.7 W et w = 42 µm avec le potentiel VPDC(r) donné en (2.12,
page 56). Les résultats de cette analyse sont présentés dans la figure 3.2. Dans (a),
nous voyons que le nombre d’atomes dans le centre N3 est proche de N⊗. Cela
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  atomes de  23Na  dans un piège optique de fréquence N ≈ 5000 ∼ 2 kHz

Refroidissement par laser + évaporation pour obtenir un condensat quasi-pur

Champ magnétique ambiant  : effet Zeeman quadratique  ∼ 1 G q/h ∼ 300 Hz
 Interaction spin-spin effective : Us/h ∼ 20 Hz

Ĥ = (q + Us)(a†
+1a+1 + a†

−1a−1) + Us (a†
+1a

†
−1 + a+1a−1)

   : tous les atomes sont initialement dans l’état de spin Us ≪ q m = 0

On abaisse soudainement le champ magnétique pour atteindre  et on étudie la dynamique induiteq ≲ Us
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mean std. dev. Shot-noise
No BRP BRP No BRP BRP -

m = +1 4.4⇥ 105 26 2.4⇥ 103 772 663
m = 0 4.8⇥ 105 -36 3.7⇥ 103 785 681

m = �1 3.8⇥ 105 2 2.0⇥ 103 687 628

Table 3.1: Mean and standard devation of the number of photons on empty images, af�er tmol = 5ms of molasses, with and
without noise removal analysis (BRP). The last column gives the straight light shot noise (it is the square root of the signal given
in the ��rst column). We see the BRP reduces the noise almost to that level.

as the sumover all theROCpixels of the intensity di�ference square (using this distance the BRP can be computed very e���ciently).
Theworking principle of the algorithm assumes that the background signal in the region of interest (ROI)where the atomic signal
is located, is correlated to the background signal in the ROC. This is true for instance in the case of intensity ��uctuation of the
MOT/repumper light. For the best use of the BRP it is therefore important to make sure that the set of reference and atomic
images have the same background. In particular, the reference images have to be taken with the same delay af�er extinction of the
UV light, to have the same amount of background gas ��uorescence. The shot noise of the stray light has no spatial correlations.
This noise cannot be reduced through image processing, which only reduces the o�fset and the classical intensity ��uctuation. We
report on the performance of the BRP algorithm in Table 3.1. It brings the o�fset to a negligible value and the standard deviation
almost at the shot noise level.

(a)(a)

Figure 19: (a) Typical ��uorescence image, with optimize ROI (dashed-white line). The hashed region is the ROCused to compute
the BRP. (b) Pro��le before noise removal using the BRP algorithm (green dashed line) and af�er removal (solid red line). The
dotted gray line shows the pro��le of the BRP.

Choice of the region of interest The ��nal step of the imaging processing is the integration of the signal over some regions of
interest (ROI) from which the atom number can be deduced. A ROI for a given Zeeman component m needs to ful��ll three
conditions:

a) It contains almost all the signal coming from the atoms initially in the statem.

b) It contains a negligible signal coming from atoms initially inm0 6= m.

c) It is as small as possible given a) in order to minimize the noise (stray light and electronic).

We start by taking a large square as the initial ROI Am. We verify that the choice of Am satis��es a) by making sure that the
integrated signal increases linearly over time. To check that b) holds, we produce a cloudpolarized inm0 andmeasure the evolution
of the signal in Am. At some point it starts increasing, indicating the “leak” of some m0 atoms from Am0 into Am. This sets
the maximal duration for the molasses given the ROIs Am. To ful��ll c), we construct optimized ROIs, A0

m in the following
way. We repeat several times a typical experiment, and compute the average image. In each raw ROI Am, we sort the pixels by
decreasing signal (see ��gure 20). A0

m is the reunion of the brightest pixels that contain 99% of the signal. In ��gure 21 we verify
the requirements listed above with a cloud polarized inm = 0. We mentioned that we have used optimal ROIs of di�ferent sizes
(170 and 200 pixels) described in Chapter 7, resulting into slightly di�ferent imaging noise.

Expérience de Stern-Gerlach + phase de mélasse optique

On compte la population des 3 états Zeeman   
à un atome près

m = − 1,0, + 1

B. Evrard, A. Qu, F. Gerbier, J. Dalibard

Figure 11. Dipole trap obtained at the intersection of two detuned laser beams
on the red of the atomic resonance line. The atoms (sodium) are visible because
they are excited here by additional beams creating an optical molasses. This type
of trap ensures a confinement with similar frequencies along the three eigenaxes of
the trap. Figure extracted from David Jacob’s thesis.

sity distribution |ψ0(r)|2 :

V̂ SMA
int. =

Us
2N

∑

i,j 6=i
ŝi · ŝj =

Us
2N

Ŝ
2

+ . . . (70)

where Ŝ =
∑N
i=1 ŝi is the total spin operator, where . . . represents a con-

stant additive term, and where we have posed:

Us = Ngs

∫
|ψ0(r)|4 d3r. (71)

In the following, it will be useful to express this interaction Hamilto-
nian in terms of the creation a†m and annihilation am operators of an atom
in the ψ0 orbital state and in the m = −1, 0,+1 spin state, with a given
quantization axis. We also introduce the occupation number operator of a
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L’approximation du mode spatial unique
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Figure 3.1 – Exemple d’image en fluorescence, prise après t = 100 ms dans le PDC
à une puissance de P ! 13.7 W sur tout le capteur de la camera.

quand nous effectuons une image après temps de vol, les bras exhibent des densités
optiques inférieures à 0.1, ce qui est faible par rapport au bruit de l’image.

Le signal de fluorescence obtenu est ajusté à l’aide d’une fonction f2D à trois
distributions gaussiennes : deux d’entre elles pour les bras, et la dernière pour la
partie centrale :

f2D(x, y) =
3∑

j=1
G(Aj; xj , yj; σjx, σjy), (3.9)

avec G(A, x, y, σx, σy) = Ae− 1
2 (x/σx)2− 1

2 (y/σy)2 . Ici A est l’amplitude, σx and σy les
tailles de la distribution selon x et y. Les deux première composantes (j = 1, 2) modé-
lisent les bras, de telle sorte qu’on a σ1x " σ1y et σ2x " σ2y. La troisième composante
modélise la partie dense centrale. Avec les conventions de la section 2.3.2, nous avons
(x1,3, y1,3) = (x, y) et (x2, y2) = (u, v) = (x cos(θ) + y sin(θ),−x sin(θ) + y cos(θ)). À
l’aide d’une image d’absorption d’un échantillon dense (DO" 0.1), nous trouvons
un facteur de calibration absolu du nombre d’atomes pour le signal de fluorescence.
Celui-ci nous permet de calculer N1, N2 et N3, les nombres d’atomes dans chaque
composante.

Avant d’analyser de façon quantitative nos images, nous devons d’abord valider
la procédure d’analyse en nous posant la question suivante : les résultats obtenus
par l’ajustement des trois gaussiennes permettent-ils bien d’extraire la quantité N⊗ ?
Pour cette validation, nous appliquons notre méthode d’ajustement sur des profils
de densité simulés de nuages atomiques à l’équilibre thermique dans un piège de
puissance P = 13.7 W et w = 42 µm avec le potentiel VPDC(r) donné en (2.12,
page 56). Les résultats de cette analyse sont présentés dans la figure 3.2. Dans (a),
nous voyons que le nombre d’atomes dans le centre N3 est proche de N⊗. Cela

te
l-0

07
30

75
0,

 v
er

si
on

 1
 - 

11
 S

ep
 2

01
2

  atomes confinés dans un piège isotrope de fréquence N ω

On suppose que l’énergie d’interaction / atome est petite devant ℏω

Les atomes occupent essentiellement l’état fondamental du piège
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La dynamique spatiale est gelée et il ne reste que la dynamique de spin

SMA : single mode approximation
Figure 12. Single mode approximation: it is assumed here that the interactions
and the temperature are sufficiently low that the atoms essentially occupy the
ground state of the harmonic trap which confines them. Under these conditions,
only the dynamics related to the spin degree of freedom is relevant.

given m state: N̂m = a†mam. The result is written after a somewhat tedious
calculation (Law, Pu, et al. 1998):

V̂ SMA
int. =

Us
2N

[
(N̂+1 − N̂−1)2 + (2N̂0 − 1)

(
N̂+1 + N̂−1

)]

+
Us
N

[
a†+1a

†
−1a0a0 + H.c.

]
, (72)

again up to an additive constant.

The expression (72) is instructive. The first line depends only on the
occupation numbers N̂m = a†mam and therefore does not induce spin dy-
namics. This dynamics comes from the second line which describes the
spin exchange collision:

(m = 0) + (m = 0)� (m = +1) + (m = −1) (73)

From a pair of atoms initially in the m = 0 state, an elastic collision can
create a pair of atoms in the m = +1 and m = −1 states, and conversely.
This is an essential ingredient of Bogoliubov’s formalism, which we will
explore in the next paragraph.

Remark. The large difference between ḡ and gs for the sodium atoms (fac-
tor ∼ 30 as shown in (69)) allows to relax somewhat the constraints on the
initial state for the single mode approximation. Even if the product Nḡ is
such that the initial condensate is described rather in the Thomas-Fermi
approximation and has an extensionR� aho, the single mode approxima-
tion is valid if

ξs � R with ξs =
1√

8πnas
. (74)

ξs is called then spin healing length. In general, for a scalar condensate of
density n and scattering length a, the healing length ξ = 1/

√
8πna rep-

resents the shortest length scale on which the fluid can react to an exter-
nal perturbation (obstacle, impurity, ...). For a spin gas, the condition (74)
leads to the fact that it would be too energetically expensive to form spin
domains within the R size domain.

3-3 Zeeman effect and Bogoliubov Hamiltonian

In what follows, we will assume that the spinor gas is immersed in a mag-
netic field B of fixed z axis, which we take as the quantization axis. We
will further assume that the N atoms are initially prepared in the m = 0
state. Under the effect of elastic collisions (73), the m = ±1 states will be
populated under the constraint N+1 = N−1.

Let us focus on the regime where the m = 0 state is sparsely populated,
i.e. N±1 � N0 ≈ N . By treating N̂0 as a number equal to N , we can then
simplify the expression for the interaction Hamiltonian (72) to:

V̂ SMA
int. ≈ Us

(
N̂+1 + N̂−1 + a†+1a

†
−1 + a+1a−1

)
(75)

Let’s now look at the magnetic energy of the gas (figure 13) :

• At order 1 in magnetic field, the two states m = ±1 are displaced by
opposite quantities, ±µB. A pair of atoms {m = +1,m = −1} has
therefore, at this order in magnetic field, the same energy as the initial
pair {m = 0,m = 0} : the linear Zeeman effect has no consequence on
the dynamics of the system and can be forgotten.
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Figure 13. Zeeman effect for an atom of spin 1. On the left, only the linear Zeeman
effect with ∆E = µB; on the right, the quadratic Zeeman effect, characterized by
the energy q ∝ B2, has been added.

• At order 2 in a magnetic field, the m = ±1 states are displaced by the
same amount7 q > 0 proportional to B2 compared to the m = 0 state.
This shift affects the pair creation process (73) since the energy of the
right-hand side member differs from that of the left-hand side by the
quantity 2q.

For the magnetic fields considered here, we can limit ourselves to the
second order in B and write the contribution of the Zeeman effect in the
form

VZeem. = q
(
N̂+1 + N̂−1

)
, (76)

which gives the total Hamiltonian:

Ĥ = (q + Us)
(
a†+1a+1 + a†−1a−1

)
+ Us

(
a†+1a

†
−1 + a+1a−1

)
(77)

This is exactly the starting point for the Bogoliubov method. We deduce
from the analysis made in the previous section that in the approximation
of a weak depletion of them = 0 mode, the spectrum of theN -body system
is composed of equidistant levels separated by the energy

~ω =
[
(q + Us)

2 − U2
s

]1/2
=
√
q (q + 2Us) (78)
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Figure 3.1 – Exemple d’image en fluorescence, prise après t = 100 ms dans le PDC
à une puissance de P ! 13.7 W sur tout le capteur de la camera.

quand nous effectuons une image après temps de vol, les bras exhibent des densités
optiques inférieures à 0.1, ce qui est faible par rapport au bruit de l’image.

Le signal de fluorescence obtenu est ajusté à l’aide d’une fonction f2D à trois
distributions gaussiennes : deux d’entre elles pour les bras, et la dernière pour la
partie centrale :

f2D(x, y) =
3∑

j=1
G(Aj; xj , yj; σjx, σjy), (3.9)

avec G(A, x, y, σx, σy) = Ae− 1
2 (x/σx)2− 1

2 (y/σy)2 . Ici A est l’amplitude, σx and σy les
tailles de la distribution selon x et y. Les deux première composantes (j = 1, 2) modé-
lisent les bras, de telle sorte qu’on a σ1x " σ1y et σ2x " σ2y. La troisième composante
modélise la partie dense centrale. Avec les conventions de la section 2.3.2, nous avons
(x1,3, y1,3) = (x, y) et (x2, y2) = (u, v) = (x cos(θ) + y sin(θ),−x sin(θ) + y cos(θ)). À
l’aide d’une image d’absorption d’un échantillon dense (DO" 0.1), nous trouvons
un facteur de calibration absolu du nombre d’atomes pour le signal de fluorescence.
Celui-ci nous permet de calculer N1, N2 et N3, les nombres d’atomes dans chaque
composante.

Avant d’analyser de façon quantitative nos images, nous devons d’abord valider
la procédure d’analyse en nous posant la question suivante : les résultats obtenus
par l’ajustement des trois gaussiennes permettent-ils bien d’extraire la quantité N⊗ ?
Pour cette validation, nous appliquons notre méthode d’ajustement sur des profils
de densité simulés de nuages atomiques à l’équilibre thermique dans un piège de
puissance P = 13.7 W et w = 42 µm avec le potentiel VPDC(r) donné en (2.12,
page 56). Les résultats de cette analyse sont présentés dans la figure 3.2. Dans (a),
nous voyons que le nombre d’atomes dans le centre N3 est proche de N⊗. Cela
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  atomes dans un piège optique de fréquence N ≈ 5000 ∼ 2 kHz

Refroidissement par évaporation pour obtenir un condensat quasi-pur

Champ magnétique ambiant  : effet Zeeman quadratique  ∼ 1 G q/h ∼ 300 Hz
 Interaction spin-spin effective : Us/h ∼ 20 Hz

Ĥ = (q + Us)(a†
+1a+1 + a†

−1a−1) + Us (a†
+1a

†
−1 + a+1a−1)

   : tous les atomes sont initialement dans l’état de spin Us ≪ q m = 0

On abaisse soudainement le champ magnétique pour atteindre  et on étudie la dynamique induiteq ≲ Us
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mean std. dev. Shot-noise
No BRP BRP No BRP BRP -

m = +1 4.4⇥ 105 26 2.4⇥ 103 772 663
m = 0 4.8⇥ 105 -36 3.7⇥ 103 785 681

m = �1 3.8⇥ 105 2 2.0⇥ 103 687 628

Table 3.1: Mean and standard devation of the number of photons on empty images, af�er tmol = 5ms of molasses, with and
without noise removal analysis (BRP). The last column gives the straight light shot noise (it is the square root of the signal given
in the ��rst column). We see the BRP reduces the noise almost to that level.

as the sumover all theROCpixels of the intensity di�ference square (using this distance the BRP can be computed very e���ciently).
Theworking principle of the algorithm assumes that the background signal in the region of interest (ROI)where the atomic signal
is located, is correlated to the background signal in the ROC. This is true for instance in the case of intensity ��uctuation of the
MOT/repumper light. For the best use of the BRP it is therefore important to make sure that the set of reference and atomic
images have the same background. In particular, the reference images have to be taken with the same delay af�er extinction of the
UV light, to have the same amount of background gas ��uorescence. The shot noise of the stray light has no spatial correlations.
This noise cannot be reduced through image processing, which only reduces the o�fset and the classical intensity ��uctuation. We
report on the performance of the BRP algorithm in Table 3.1. It brings the o�fset to a negligible value and the standard deviation
almost at the shot noise level.

(a)(a)

Figure 19: (a) Typical ��uorescence image, with optimize ROI (dashed-white line). The hashed region is the ROCused to compute
the BRP. (b) Pro��le before noise removal using the BRP algorithm (green dashed line) and af�er removal (solid red line). The
dotted gray line shows the pro��le of the BRP.

Choice of the region of interest The ��nal step of the imaging processing is the integration of the signal over some regions of
interest (ROI) from which the atom number can be deduced. A ROI for a given Zeeman component m needs to ful��ll three
conditions:

a) It contains almost all the signal coming from the atoms initially in the statem.

b) It contains a negligible signal coming from atoms initially inm0 6= m.

c) It is as small as possible given a) in order to minimize the noise (stray light and electronic).

We start by taking a large square as the initial ROI Am. We verify that the choice of Am satis��es a) by making sure that the
integrated signal increases linearly over time. To check that b) holds, we produce a cloudpolarized inm0 andmeasure the evolution
of the signal in Am. At some point it starts increasing, indicating the “leak” of some m0 atoms from Am0 into Am. This sets
the maximal duration for the molasses given the ROIs Am. To ful��ll c), we construct optimized ROIs, A0

m in the following
way. We repeat several times a typical experiment, and compute the average image. In each raw ROI Am, we sort the pixels by
decreasing signal (see ��gure 20). A0

m is the reunion of the brightest pixels that contain 99% of the signal. In ��gure 21 we verify
the requirements listed above with a cloud polarized inm = 0. We mentioned that we have used optimal ROIs of di�ferent sizes
(170 and 200 pixels) described in Chapter 7, resulting into slightly di�ferent imaging noise.

Expérience de Stern-Gerlach + phase de mélasse optique

On compte la population des 3 états Zeeman   
à un atome près

m = − 1,0, + 1

B. Evrard, A. Qu, F. Gerbier, J. Dalibard
Figure 14. Measurement of the occupation numbers of the three Zeeman sub-levels
m = −1, 0,+1. A Stern and Gerlach experiment followed by an optical molasses
phase allows to count the atoms with an accuracy of the order of one atom, by
analyzing the fluorescence light collected in the three spots. Figure extracted from
Bertrand Evrard’s thesis.

3-4 Response of the gas to a magnetic field jump

To test the predictions of the Bogoliubov approach, Evrard, Qu, et al. (2021)
started with a sodium condensate of N ∼ 5000 atoms in the m = 0 state.
The condensate is initially placed in a large magnetic field (B ∼ 1 G, lead-
ing to q/h ∼ 280 Hz) and is confined in a trap such that Us/h = 17 Hz.
Under these conditions, q � Us and the number of pairs in the m = ±1
states is notably less than 1. The experiment, which measures the popula-
tion of each spin state with a precision close to the single-atom level (figure
14), confirms this prediction. The magnetic field is then suddenly lowered
to a much lower value, corresponding to q = 0.3 Hz (thus q � Us), and we
are interested in the evolution of the system.

On the theoretical side, as the Bogoliubov Hamiltonian is quadratic
with respect to the operators am and a†m, the simplest way to study the
evolution of the system is to use the Heisenberg picture. We find for the

7For the sodium atom, the quadratic Zeeman effect is 277Hz/G2.
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pair of operators a1, a
†
−1:

i~
da1

dt
= [a1, Ĥ] = (q + Us)a1 + Usa

†
−1 (79)

i~
da†−1

dt
= [a†−1, Ĥ] = −(q + Us)a

†
−1 − Usa1 (80)

or

i~
d

dt

(
a1

a†−1

)
= [M ]

(
a1

a†−1

)
with M =

(
q + Us Us
−Us −(q + Us)

)
(81)

and similar coupled equations for the pair a−1, a
†
1. The eigenvalues of the

matrix [M ] are ±~ω and solving this differential system gives the result:
(
a1

a†−1

)
(t) =

(
C − i(q + Us)S/~ω −iUsS/~ω

iUsS/~ω C + i(q + Us)S/~ω

)(
a1

a†−1

)
(0) (82)

where we put C = cos(ωt) and S = sin(ωt). Starting from the vacuum
(i.e. all the atoms in the state m = 0) at time t = 0, we deduce the average
number of pairs (+1,−1) at time t:

Np(t) =
1

2

∑

m=±1

〈0|a†m(t)am(t)|0〉 =
1

2

∑

m=±1

||am(t)|0〉||2 (83)

or

N̄p(t) =

(
Us
~ω

)2

sin2(ωt) (84)

Note that it is also possible to use the Schrödinger point of view and to
compute the state vector of the system |Ψ(t)〉. It can be shown [see for
example Mias, Cooper, et al. (2008)] that this state is at each instant a two-
mode squeezed vacuum state as defined in (58), characterized by the mean
value N̄p(t) given in (84).

The experiment confirms the prediction of this reversible and oscillat-
ing evolution of a N -body system (figure 15, left). We verify that the num-
bers of atoms in m = ±1 remain equal to each other in the course of time,
within the measurement uncertainties. The dependence of the frequency
ω with the magnetic field (characterized by the value of the parameter q) is
also in agreement with the prediction (78) of the Bogoliubov theory (figure
15, right).

Many-body oscillations.—In our setup, the atoms are
immersed in a magnetic field B aligned along z, which
shifts the energies of the jmi states. At first order in B, the
Zeeman shift is proportional to Ŝz ¼ N̂þ1 − N̂−1, whereNm
is the number of atoms in state jmi. It is a conserved
quantity since ½Ŝz; Ĥint$ ¼ 0 and, thus, does not contribute
to the dynamics. For the relatively small field regime
explored here, the relevant term is the quadratic Zeeman
shift, which raises by q ∝ B2 the energy of jm ¼ %1i with
respect to jm ¼ 0i. This leads to a Hamiltonian [21]

Ĥ ¼ Ĥint þ qðN̂þ1 þ N̂−1Þ: ð3Þ

We start from the situation where each atom is in the
Zeeman state jm ¼ 0i. In this paragraph, we assume that
N0 remains large compared to N%1 at all times. In the spirit
of the Bogoliubov approach for a scalar Bose gas, we treat
the creation (â†0) and annihilation (â0) operators for the
jm ¼ 0i state as c-numbers ≈

ffiffiffiffi
N

p
in the second-quantized

expression of Ĥint. We are left with a Hamiltonian quadratic
with respect to the creation and annihilation operators in the
weakly populated states jm ¼ %1i:

Ĥ ≈Usðâ†þ1â
†
−1 þ â−1âþ1Þ

þ ðqþ UsÞðâ†þ1âþ1 þ â†−1â−1Þ: ð4Þ

It can be diagonalized using the Bogoliubov method [33],
and one finds a linear spectrum of frequency [21,34,35]

ℏωB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qðqþ 2UsÞ

p
: ð5Þ

In the Bogoliubov regime, the dynamics is reversible,
and the mean number of pairs ðþ1;−1Þ varies as [34,38]

N̄pðtÞ ¼
U2

s

ℏ2ω2
B
sin2ðωBtÞ: ð6Þ

More precisely, the system is predicted to periodically
evolve into a two-mode squeezed vacuum state, where the
number of pairs follows the Bose-Einstein distribution
[22,34]:

PðNpÞ ≃
1

N̄p
exp

"
−
Np

N̄p

#
; ð7Þ

with the standard deviation ΔNp ≃ N̄p. Note that the self-
consistency of the approximation of the undepleted m ¼ 0
state requires N̄p ≪ N; hence, q ≫ Us=N.
To test this prediction, we prepared a Bose-Einstein

condensate (BEC) with N ∼ 5000 atoms in jm ¼ 0i. We
performed standard evaporative cooling in a field of ∼1 G
in the presence of a magnetic force that removes all atoms
in jm ¼ %1i. The magnetic field was then suddenly

quenched to a lower value (34 mG) to trigger the spin-
mixing dynamics. Finally, we measured the populations
Nm in the three Zeeman states using fluorescence imaging,
with a detection noise ΔNm ≈ 1.6 atoms [32].
We show in Figs. 1(a) and 1(b) the evolution of the mean

value and standard deviation of Np ¼ ðNþ1 þ N−1Þ=2 and
Sz ¼ Nþ1 − N−1. We observe the predicted oscillations of
N̄p and verify that ΔNp is almost equal to N̄p, as expected
for a Bose distribution. The solid line in Fig. 1(a) shows a
fit of the expression (6) to the data, with Us as the only fit
parameter. We also varied q keeping Us constant and
verified the prediction (5) in Fig. 1(c). The magnetization
Sz remains compatible with zero at all times given our
experimental resolution [Fig. 1(b)], which confirms that
m ¼ %1 atoms are produced in pairs. The nonclassical
character of the spin state can be inferred from the
squeezing parameter ζ2s ¼ ΔŜ2z=ð2N̄pÞ [32,39,40]. At
t ¼ 80 ms, we have N̄p ≈ 26.6, ΔŜz ≈ 2.45, and ζ2s ≈
0.11 (9.5 dB).
In Figs. 1(d)–1(f), we investigate the evolution of the

distribution of Np and show that it is well reproduced by a
Bose distribution. It broadens for the first 80 ms, which
could be interpreted naively as a growth of entropy.

(a)

(b)

(d) (e) (f)(c)

FIG. 1. Experimental observation of many-body oscillations.
(a) Evolution of the mean number of pairs (circles) and its
standard deviation (squares) in a sudden quench from qi ¼
277ð3Þ Hz to qf ¼ 0.31ð1Þ Hz. Here N ≈ 5400ð740Þ. The solid
line is the result of a fit of the Bogoliubov prediction (6) to the
experimental data, with Us ¼ 17.5ð1.4Þ Hz as a single free
parameter. (b) Mean (circles) and standard deviation (squares)
of the magnetization Sz. The shaded region indicates the detection
noise level. (c) Oscillation frequency obtained from a fit to the
measured N̄pðtÞ (circles) for various q, compared to the pre-
diction (5) (line). (d)–(f) Measured distribution of the number of
pairs for t ¼ 10, 80, and 160 ms, with the solid lines correspond-
ing to the prediction (7).
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Many-body oscillations.—In our setup, the atoms are
immersed in a magnetic field B aligned along z, which
shifts the energies of the jmi states. At first order in B, the
Zeeman shift is proportional to Ŝz ¼ N̂þ1 − N̂−1, whereNm
is the number of atoms in state jmi. It is a conserved
quantity since ½Ŝz; Ĥint$ ¼ 0 and, thus, does not contribute
to the dynamics. For the relatively small field regime
explored here, the relevant term is the quadratic Zeeman
shift, which raises by q ∝ B2 the energy of jm ¼ %1i with
respect to jm ¼ 0i. This leads to a Hamiltonian [21]

Ĥ ¼ Ĥint þ qðN̂þ1 þ N̂−1Þ: ð3Þ

We start from the situation where each atom is in the
Zeeman state jm ¼ 0i. In this paragraph, we assume that
N0 remains large compared to N%1 at all times. In the spirit
of the Bogoliubov approach for a scalar Bose gas, we treat
the creation (â†0) and annihilation (â0) operators for the
jm ¼ 0i state as c-numbers ≈

ffiffiffiffi
N

p
in the second-quantized

expression of Ĥint. We are left with a Hamiltonian quadratic
with respect to the creation and annihilation operators in the
weakly populated states jm ¼ %1i:

Ĥ ≈Usðâ†þ1â
†
−1 þ â−1âþ1Þ

þ ðqþ UsÞðâ†þ1âþ1 þ â†−1â−1Þ: ð4Þ

It can be diagonalized using the Bogoliubov method [33],
and one finds a linear spectrum of frequency [21,34,35]

ℏωB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qðqþ 2UsÞ

p
: ð5Þ

In the Bogoliubov regime, the dynamics is reversible,
and the mean number of pairs ðþ1;−1Þ varies as [34,38]

N̄pðtÞ ¼
U2

s

ℏ2ω2
B
sin2ðωBtÞ: ð6Þ

More precisely, the system is predicted to periodically
evolve into a two-mode squeezed vacuum state, where the
number of pairs follows the Bose-Einstein distribution
[22,34]:

PðNpÞ ≃
1

N̄p
exp

"
−
Np

N̄p

#
; ð7Þ

with the standard deviation ΔNp ≃ N̄p. Note that the self-
consistency of the approximation of the undepleted m ¼ 0
state requires N̄p ≪ N; hence, q ≫ Us=N.
To test this prediction, we prepared a Bose-Einstein

condensate (BEC) with N ∼ 5000 atoms in jm ¼ 0i. We
performed standard evaporative cooling in a field of ∼1 G
in the presence of a magnetic force that removes all atoms
in jm ¼ %1i. The magnetic field was then suddenly

quenched to a lower value (34 mG) to trigger the spin-
mixing dynamics. Finally, we measured the populations
Nm in the three Zeeman states using fluorescence imaging,
with a detection noise ΔNm ≈ 1.6 atoms [32].
We show in Figs. 1(a) and 1(b) the evolution of the mean

value and standard deviation of Np ¼ ðNþ1 þ N−1Þ=2 and
Sz ¼ Nþ1 − N−1. We observe the predicted oscillations of
N̄p and verify that ΔNp is almost equal to N̄p, as expected
for a Bose distribution. The solid line in Fig. 1(a) shows a
fit of the expression (6) to the data, with Us as the only fit
parameter. We also varied q keeping Us constant and
verified the prediction (5) in Fig. 1(c). The magnetization
Sz remains compatible with zero at all times given our
experimental resolution [Fig. 1(b)], which confirms that
m ¼ %1 atoms are produced in pairs. The nonclassical
character of the spin state can be inferred from the
squeezing parameter ζ2s ¼ ΔŜ2z=ð2N̄pÞ [32,39,40]. At
t ¼ 80 ms, we have N̄p ≈ 26.6, ΔŜz ≈ 2.45, and ζ2s ≈
0.11 (9.5 dB).
In Figs. 1(d)–1(f), we investigate the evolution of the

distribution of Np and show that it is well reproduced by a
Bose distribution. It broadens for the first 80 ms, which
could be interpreted naively as a growth of entropy.

(a)

(b)

(d) (e) (f)(c)

FIG. 1. Experimental observation of many-body oscillations.
(a) Evolution of the mean number of pairs (circles) and its
standard deviation (squares) in a sudden quench from qi ¼
277ð3Þ Hz to qf ¼ 0.31ð1Þ Hz. Here N ≈ 5400ð740Þ. The solid
line is the result of a fit of the Bogoliubov prediction (6) to the
experimental data, with Us ¼ 17.5ð1.4Þ Hz as a single free
parameter. (b) Mean (circles) and standard deviation (squares)
of the magnetization Sz. The shaded region indicates the detection
noise level. (c) Oscillation frequency obtained from a fit to the
measured N̄pðtÞ (circles) for various q, compared to the pre-
diction (5) (line). (d)–(f) Measured distribution of the number of
pairs for t ¼ 10, 80, and 160 ms, with the solid lines correspond-
ing to the prediction (7).
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Figure 15. Left, top: Mean value and standard deviation of the number of pairs
created in a spin 1 assembly, under the effect of spin exchange collisions (73). The
solid line is the prediction (84) obtained from the Bogoliubov approach. Left, bot-
tom: the magnetization Sz = N+1 − N−1 remains zero during the evolution,
within measurement uncertainties. Right: variation of the frequency ω of the os-
cillations with the parameter q characterizing the magnetic field. The continuous
line corresponds to the prediction (78). Figures extracted from Evrard, Qu, et al.
(2021).

Depletion of the m = 0 state. Bogoliubov’s method is based on the as-
sumption that the population of the m = 0 state remains close to the total
number of atoms. It is interesting to see what happens when this assump-
tion is no longer valid. In the case of theN -body problem, it is the problem
of quantum depletion, which we will address in the next chapter.

For the case of a spin 1 gas in the single mode approximation, the as-
sumption of weak depletion of the m = 0 state is verified if the amplitude
of the Np(t) oscillations written in (84) is small in front of N , which im-
poses q � Us/N . Recall that q . Us is required for the number of pairs to
be greater than unity and for a signal to be detected.

When we take a final value of q very small in front of Us/N , we leave
the Bogoliubov regime and the dynamics of the system which follows the
sudden change of magnetic field is no longer a reversible dynamics. It is
simple to model the q = 0 case, for which the Hamiltonian is simply (still
in the single spatial mode approximation) Ĥ = Us

2N Ŝ
2 [cf. (70)]. The spec-

trum of this N -body Hamiltonian is no longer linear as in the Bogoliubov
regime, but ∼ quadratic with energy levels in (Us/2N)S(S + 1). The evo-
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However, this evolution is subsequently reversed almost
perfectly, and the system returns close to its initial state
after 160 ms.
The observation of beyond mean-field reversible evolu-

tion in a closed many-body system is an important result of
this Letter. For comparison, a partial reversal of time
evolution was achieved in a dynamically unstable BEC
with modulated interactions [41], using a sudden change of
the relative phase between the various modes of the system.
Combinations of closed, beyond mean-field evolution in an
unstable regime and externally driven rephasing sequences
are also at the core of the SU(1,1) interferometers dem-
onstrated in spinor BECs [42–44]. In contrast, our experi-
ment was performed with a stable system (ωB real and
positive) and no action was needed to reverse the dynamics.
The isolated character of our system is essential for the
subsequent discussion of relaxation and thermalization.
Relaxation and generalized Gibbs ensemble.—The oscil-

lating behavior discussed above relies on the linearity of the
many-body spectrum ∼nℏωB (n integer) in the Bogoliubov
approximation. Outside this regime, the spectrum exhibits a
significant nonlinearity, and the sum over several oscil-
lation functions causes dephasing, as for the prethermal-
ization phenomenon [45]. The expectation value of a
physical observable relaxes to a steady-state value, possibly
accompanied by revivals at some specific times. The spin-1
atomic assembly at zero magnetic field is well suited to
observe such a behavior, since the spectrum of Ĥint is ES ¼
SðSþ 1ÞUs=2N and, hence, quadratic with the quantum
number S associated with the total spin [46–48]. In
practice, the magnetic field should be such that q ≪
Us=N to ensure that the Zeeman energy is negligible for
the states that we consider hereafter.
We first investigate theoretically the relaxation associ-

ated with this quadratic spectrum. We consider again the
initial state jψ ii ¼ jm ¼ 0i⊗N and study its evolution for a
zero magnetic field. For N ≫ 1, the decomposition of jψ ii
on the basis states jS;Mi, whereM is the quantum number
associated with Ŝz, reads [49]

jψ ii ¼
X

S

cSjS; 0i; cS ≈
ffiffiffiffiffiffi
2S
N

r
e−S

2=4N: ð8Þ

Here, the sum runs on even (respectively, odd) values of S
for N even (respectively, odd), and the most populated spin
states are S ∼

ffiffiffiffi
N

p
. Using the matrix elements of N̂0

between spin states for S ≪ N,

hS; 0jN̂0jS0; 0i ≈
N
2
δS;S0 þ

N
4
ðδS;S0−2 þ δS;S0þ2Þ; ð9Þ

and treating S as a continuous variable, we find that the
evolution of the population n0 ¼ hN0i=N obeys [50]

n0ðtÞ ¼ 1 − τDðτÞ; τ ¼
ffiffiffiffi
2

N

r
Ust
ℏ

; ð10Þ

where DðτÞ ¼
Rþ∞
0 sinð2xτÞe−x2dx is the Dawson func-

tion. At long times, n0ðtÞ tends to 1=2.
We now turn to the experimental investigation of

this relaxation dynamics, with atom numbers in the range
100–1000 . The spin interaction was calibrated using the

oscillations of N%1 at relatively large q (see Fig. 1) and
ranges from Us=h ¼ 17 Hz for N ¼ 110 up to 50 Hz for
N ¼ 840. We performed a sudden quench to q ¼ 11 mHz
(B ¼ 6.2 mG) so that the inequality Nq < Us is well
satisfied for all atom numbers. We show in Fig. 2 the
evolution of n0. The agreement with the prediction (10) is
excellent. In particular, the collapse of data acquired with
notably different atom numbers shows that the relaxation
dynamics is entirely characterized by the “universal”
function τDðτÞ. We checked for all data in Fig. 2(a) that
the magnetization Sz remains compatible with zero, as in
Fig. 1(c).
Figure 2(a) shows no sign of revival, neither for the

experimental data nor for the theoretical prediction (10).
The lack of revival in the theory is an artifact of the
replacement of the discrete sum over S in Eq. (8) by an
integral. Keeping S as a discrete quantum number, the
time-dependent phase factors e−iESt=ℏ appearing in jψðtÞi
rephase at times multiple of hN=Us [49]. In practice, this

(a)

(b) (c) (d) (e)

FIG. 2. Experimental observation of relaxation near zero
magnetic field. (a) Evolution of the population n0ðtÞ following
a fast quench of q to a negligible value, for various atom numbers
N. Disks: N ¼ 107, Us ¼ 17.2 Hz; squares: N ¼ 230,
Us ¼ 24.2 Hz; lozenges: N ¼ 835, Us ¼ 64.7 Hz. The initial
state is jm ¼ 0i⊗N . For τ ¼ 9, the “real” time spanned is t ¼ 609,
635, and 452 ms for the three atom numbers. The solid line is the
universal prediction (10). (b)–(e) Distribution of the population
n0 at t ¼ 30, 100, 200, and 500 ms for N ¼ 107 atoms. In (b)–
(d), the solid lines are the results of a numerical simulation. In (e),
the green dotted line is the prediction from the microcanonical
ensemble [51], and the red dashed line is the prediction from the
GGE with the constraint Sz ¼ 0 [35].
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Figure 16. The "universal" evolution obtained in the q � Us/N regime, for
which the population of them = 0 state becomes strongly depleted. In this regime,
the Bogoliubov method does not apply anymore. The solid line corresponds to the
theoretical prediction (85). Figure extracted from Evrard, Qu, et al. (2021).

lution then becomes irreversible and characterized by a universal function
of time t:

N0(t) = N [1− τD(τ)] with τ =

√
2

N

Ust

~
(85)

where D(τ) is the Dawson function (figure 16).

A last point studied by Evrard, Qu, et al. (2021) concerns the addition
of an extra term to the Hamiltonian (77) which allows to reach a chaotic
regime. It is then possible to test numerically if the dynamics leads to a
thermalization of the spin assembly, as predicted by the Eigenstate thermal-
ization hypothesis (ETH). We will not describe these results here because
they are not related to the general topic of Bogoliubov’s method and we
refer the interested reader to the article of Evrard, Qu, et al. (2021) and the
references therein.

Appendix : the formalism of the second quantization

In non-relativistic physics, the number of particles is conserved and it is in
principle possible to carry out the Bogoliubov analysis in the wave func-

tion formalism. Nevertheless, the calculations become disproportionate,
because of the simple writing of the N ! terms which result from the sym-
metrization of a N body wave function.

It is very preferable to use the formalism of the second quantization
which we recall here for bosons. We give ourselves a basis = {|α〉, |β〉, . . .}
of the one-particle Hilbert space, noted E(1), for example the plane wave
basis characterized by the wave vectors k. A basis of the N -particle state
space, noted E(N), is obtained by considering all states

|nα, nβ , . . .〉
∑

α

nα = N (86)

The integer nα ≥ 0 denotes the number of particles in the α state.

We work in the Fock space, direct sum of Hilbert spaces with a given
number of particles:

E = E(0) ⊕ E(1) ⊕ . . .⊕ E(N) ⊕ . . . (87)

The space E(0) is the vacuum of particles; it is a space of dimension 1 cor-
responding to the state noted |0〉.

We introduce the creation operator of a particle in one of these states

a†µ : E(N) −→ E(N+1)

a†µ|nα, nβ , . . . , nµ, . . .〉 =
√
nµ + 1|nα, nβ , . . . , nµ + 1, . . .〉 (88)

and the associated destruction operator

aµ : E(N) −→ E(N−1)

aµ|nα, nβ , . . . , nµ, . . .〉 =
√
nµ |nα, nβ , . . . , nµ − 1, . . .〉 if nµ 6= 0

= 0 if nµ = 0 (89)

The algebra thus obtained is formally identical to that of a harmonic oscil-
lator. In particular, the prefactors

√
nµ + 1 and √nµ allow a considerable

simplification in the writing of the operators. They also lead to the value
of the commutators:

[aµ, aν ] = 0 [a†µ, a
†
ν ] = 0 [aν , a

†
µ] = δµν . (90)

In this course, we use the plane wave basis k to write the creation and
annihilation operators which thus become a†k, ak.
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Chapter III

Lee-Huang-Yang energy and quantum depletion

The previous chapter was devoted to the implementation of the Bogoli-
ubov formalism for a Bose gas. The interaction potential between the N
atoms is chosen of the form

V̂ =
∑

i<j

V (|r̂i − r̂j |) (1)

and the binary potential V (r), which is assumed to be spherically symmet-
ric to simplify the notations, has the Fourier transform

Ṽk =

∫
V (r) e−ik·r d3r. (2)

V (r) is assumed to be regular and sufficiently small for the Born expan-
sion to converge. Starting from the N -body Hamiltonian written in second
quantization,

Ĥ =
∑

k

εk a
†
k ak +

1

2L3

∑

k′,k′′,q

Ṽq a
†
k′+q a

†
k′′−q ak′′ ak′ (3)

with εk = ~2k2/2m, we made a quadratic approximation consisting (i) in
treating the condensate in k = 0 as a classical field and (ii) in keeping only
the terms of degree at most 2 in an expansion in powers of the creation and
destruction operators a†k and ak for k 6= 0. After this approximation, the
Hamiltonian is written

Ĥ ′ =
1

2
nNṼ0 + Ĥ ′′ (4)

with

Ĥ ′′ =
∑

pairs
{k,−k}

(
εk + nṼk

)(
a†kak + a†−ka−k

)
+ nṼk

(
a†ka
†
−k + aka−k

)
, (5)

where n = N/L3 denotes the spatial density of the gas.

The Hamiltonian Ĥ ′′ consists of a sum of independent Hamiltonians,
each of them dealing with a pair {+k,−k}. We have shown that each of
these Hamiltonians can be diagonalized by a canonical transformation

bk = ukak + vka
†
−k b−k = uka−k + vka

†
k (6)

with

uk = coshλk vk = sinhλk tanh(2λk) =
nṼk

εk + Ṽk
. (7)

The Hamiltonian Ĥ ′′ is then written in terms of the operators b†k, bk:

Ĥ ′′ =
∑

k 6=0

[
~ωk b†kbk +

1

2
~ (ωk − ω0,k)

]
(8)

with

~ωk =

[(
εk + nṼk

)2

−
(
nṼk

)2
]1/2

=
(
ε2k + 2nṼkεk

)1/2

(9)

~ω0,k = εk + nṼk. (10)
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CHAPITRE III. LEE-HUANG-YANG ENERGY AND QUANTUM DEPLETION § 1. Preliminary remarks

We have thus reduced the problem to a collection of independent modes
of frequency ωk. We immediately notice an effect of the pair creation and
destruction terms {+k,−k} in the Hamiltonian Ĥ ′′ written in (5): it lowers
the energy of the ground state for each pair by the quantity ~ωk−~ω0,k < 0.
The other important result from the previous chapter, which we will use to
evaluate the quantum depletion, concerns the structure of this ground state,
and in particular the average number of pairs {+k,−k} present in this
ground state:

n̄k = v2
k =

ω0,k − ωk
2ωk

. (11)

We immediately notice that this average number of pairs can become large
when ωk → 0, i.e. according to (9) when the kinetic energy εk = ~2k2/2m
is much smaller than nṼk.

In this chapter, we will exploit this set of results to study the ground
state of the Bose gas. First, we will continue to work with a potential V (r)
for which the Born expansion is valid. We will discuss successively the ex-
citation spectrum of the system, the energy E0 of the ground state and the
quantum depletion, i.e. the fraction of atoms n′/n outside the condensate
k = 0. Concerning the quantum depletion, we will establish the following
result:

n′

n
≈ 8

3
√
π

√
na3 (12)

Recall that this fraction must be much smaller than 1 for the expansion
of the complete Hamiltonian (3) to the approximate Hamiltonian (4) to be
justified. Concerning the ground state energy, we will show that:

E0

L3
=

1

2
gn2

[
1 +

128

15
√
π

√
na3 + . . .

]
with g ≡ 4π~2a

m
(13)

The first term is simply the mean field energy already encountered in the
previous chapter. The second term, which is small in front of the first one
because of the condition n′/n � 1, is the correction calculated for the first
time by Lee, Huang and Yang (Lee, Huang, et al. 1957) which is also writ-
ten, noting L3 the volume occupied by the gas:

ELHY

L3
=

1

2
gn2 × 128

15
√
π

√
na3 =

8

15π2

m3/2

~3
(gn)

5/2 (14)

It is important to note that the potential V (r) enters in the energy E0 only
through the scattering length1 a (or the coupling coefficient g which is pro-
portional to it).

Once these results are established, we will turn to another type of in-
teraction, the pseudo-potential V̂pp, which is of zero range. The results
obtained in the Born approximation and indicated above will remain for-
mally valid, but we will point out some difficulties specific to V̂pp. Let
us also mention the recent publication of Carlen, Holzmann, et al. (2021),
who develop a rigorous alternative approach to the Bose gas for the case of
a purely repulsive potential, both for the low and high density cases, and
who present detailed comparisons with Monte Carlo calculations. Finally,
we will describe a number of recent experiments which have provide pre-
cise measurements of the different physical quantities we have just men-
tioned.

1 Preliminary remarks

1-1 Preliminary 1: The Born expansion

As in the previous chapter, we consider in this section a regular two-body
interaction potential of range b. We assume that the interaction of two
atoms under this potential can be treated by the Born approach, the scat-
tering length being written as an expansion in powers of V :

a = a(1) + a(2) + . . . , g = g(1) + g(2) + . . . (16)

with g ≡ 4~2a/m.

Let us briefly recall the nature of this approximation and its validity
criterion at low energy. In a binary collision, the scattering amplitude of

1The next term in the bracket expansion is (Wu 1959):
[
1 +

128

15
√
π

√
na3 + 8

(
4π

3
−
√
3

)
na3 ln(na3) + . . .

]
(15)

and thus also depends only on the scattering length a. The term which follows in the ex-
pansion and represented by . . . is proportional to n; it involves the effective range re and a
three-body parameter computed by Tan (2008d).
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the relative particle from ki to kf is given by the matrix element of T̂ (E)
between these two states, with Ĥ0 = p̂2/2mr and E = ~2k2

i /2mr (p̂ and
mr = m/2 represent the momentum and mass of the relative particle):

T̂ (E) = V̂ + V̂
1

E − Ĥ0 + i0+

V̂ + . . . (17)

The Born approximation consists in keeping only the first term of this ex-
pansion:

〈kf |T̂ (E)|ki〉 ≈ 〈kf |V̂ |ki〉 =
Ṽkf−ki

L3
. (18)

We are interested in the regime of low energy collisions (s-wave collisions).
Taking the limit |ki| = |kf | → 0, we find the result already used in the
previous chapter:

g(1) ≡ 4π~2a(1)

m
= Ṽ0. (19)

A necessary condition for this approximation to be valid is that the next
term in the Born expansion is small compared to the first-order contribu-
tion. The matrix element of the next term is easily calculated by introduc-
ing a closure relation in momentum space:

〈kf |V̂
1

E − Ĥ0 + i0+

V̂ |ki〉 =
L3

(2π)3

∫ 〈kf |V̂ |k〉 〈k|V̂ |ki〉
E − ~2k2

2mr
+ i0+

d3k

=
1

(2π)3L3

∫
Ṽkf−k Ṽk−ki

E − ~2k2

2mr
+ i0+

d3k. (20)

Let’s take the limit |ki| = |kf | → 0 in this equation, using mr = m/2:

〈kf |V̂
1

E − Ĥ0 + i0+

V̂ |ki〉 ≈ − m

(2π)3~2L3

∫
Ṽ 2
k

k2
d3k

= − m

2π2~2L3

∫ ∞

0

Ṽ 2
k dk, (21)

this integral converging as soon as |Ṽk| decreases faster than 1/
√
k at infin-

ity. As |Ṽk| takes significant values for values of k up to ∼ 1/b, the corre-
sponding value of the integral is, up to a numerical coefficient depending

on the precise shape of the potential:

〈kf |V̂
1

E − Ĥ0 + i0+

V̂ |ki〉 ∼ −
m

2π2~2L3

Ṽ 2
0

b
. (22)

The contribution of this term (always negative) to the scattering length a is
small compared to the dominant contribution if

m

2π2~2

Ṽ 2
0

b
� Ṽ0 ⇔ a(1) � b. (23)

This is the criterion needed for the Born approximation at low energy (19)
to be valid.

The above analysis allows us to give the first correction to the Born
approximation, which will be useful in the following:

g(2) ≡ 4π~2a(2)

m
= − 1

(2π)3

∫ |Ṽk|2
2εk

d3k (24)

with as before εk = ~2k2/2m, this correction∼ a(1)×
(
a(1)/b

)
being always

negative.

1-2 Preliminary 2: The different sectors for k

The different physical quantities mentioned in the introduction, such as
the ground state energy or the quantum depletion, involve integrals over
the wave vector k. It is therefore important to identify now the behaviors
of the two main terms, nṼk and εk, that will intervene in all these integrals
in order to compare them.

We have made the assumption that the potential V (r) is regular of range
b. We will assume in what follows that its Fourier transform Ṽk is approx-
imately constant and equal to Ṽ0 as long as k � 1/b, then decreases and
tends to 0 when k becomes significantly larger than b. An example of vari-
ation for V (r) and Ṽk is given in figure 1 in the case of a Gaussian potential.

In the expression (9) of the frequency of the mode associated with the
pair {+k,−k}, the sum

εk + 2nṼk (25)
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1

V(r)

r

b

Ṽk

k

1/b

Ṽ0

Figure 1. A potential V (r) of range b and its Fourier transform Ṽk of range 1/b.

appears, with εk = ~2k2/2m ; it is then useful to determine which of these
two terms is preponderant:

• When k → 0, εk → 0, while Ṽk tends to the non-zero value Ṽ0. The
dominant term is nṼk ≈ nṼ0.

• When k → ∞, εk diverges whereas Ṽk → 0. It is then εk which domi-
nates.

We must now evaluate the point from which εk becomes dominant with
respect to nṼk. To do this, let’s start by defining the value k0 for which εk
is equal to nṼ0:

~2k2
0

2m
= nṼ0 ⇒ k0 =

√
2mnṼ0

~
. (26)

The question is to know if Ṽk is still close to Ṽ0 for k = k0, or if it has
already strongly decreased. We will be in the first case if k0 � 1/b and in
the opposite case if k0 � 1/b. These two limiting cases are represented in
figure 2.

Using the link (19) between scattering length and Ṽ0, the definition of
k0 is

k0 =
√

8πna ≡ 1

ξ
(27)

1

V(r)

r

b

Ṽk

k

1/b

Ṽ0

nṼk

k

1/b

nṼ0

k0

nṼk

1/b

nṼ0

k0

Figure 2. The two possible situations to reach the equality between the single-
particle kinetic energy εk = ~2k2/2m (in red) and the interaction energy nṼk (in
blue).

where ξ is called healing length. The condition k0 � 1/b can then be written:

k0 � 1/b ⇔ 8πnab2 � 1. (28)

In all this paragraph, we will assume that the condition (28) is realized and
that one is thus in the case of the left diagram of figure 2. This assumption
can be seen as a low density condition. More precisely, we can write nab2

in the form
nab2 = nb3 × a

b
. (29)

We explained in the first chapter that we will consider here dilute gases
in the sense of nb3 � 1, and the validity of the Born expansion requires
moreover that a/b� 1.

In the regime represented on the left-hand diagram of figure 2, we can
identify three distinct domains for k (see figure 3):

• Domain 1, k � k0 = 1/ξ : the term nṼk dominates the kinetic energy
εk and we can also take Ṽk ≈ Ṽ0.

• Domain 2, k0 � k � 1/b : the kinetic energy εk is dominant and Ṽk
remains close to its value at the origin Ṽ0.
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k
0 k0 = 1/ξ 1/b

εk � nṼk ≈ nṼ0 εk � nṼk ≈ nṼ0 εk � nṼk 6= nṼ0

domain 1 domain 2 domain 3

Figure 3. The three relevant domains for the wavenumber k when the low density
condition (28) is met.

• Domain 3, 1/b� k : the kinetic energy εk is dominant and Ṽk tends to
0 when k →∞ (this domain will be absent for the pseudopotential).

Remark. Even if the quantum gases correspond to the case we have just
discussed, it is interesting to consider the opposite case represented on the
diagram on the right of figure 2, obtained for a high density situation,
8πnab2 � 1. In order to specify the parameters in this case, it is prefer-
able to choose a specific form of potential, such as the Yukawa potential
[see for example Ceperley, Chester, et al. (1978) and Campana, D’Auria,
et al. (1979)]

Ṽk =
Ṽ0

1 + k2b2
, V (r) = V0

e−r/b

r/b
, Ṽ0 = 4πb3 V0. (30)

One might worry about the validity of Bogoliubov’s approach in this high
density regime, but there is in fact no problem. Indeed, we can show that
the quantum depletion is written in this case:

High density:
n′

n
∼ 1

(nab2)1/4
× a

b
. (31)

and it is thus all the smaller that the density is larger ! More precisely, the
first term of the product intervening in the right-hand side is less than 1
by definition of the high density situation, and the second term is small in
front of 1 because of the validity criterion of the Born approximation. Note
that one can take the limit of an infinite range b, i.e. a Coulomb potential.
This problem was initially studied by Foldy (1961) and Girardeau (1962).

The Bose–Einstein condensed phase is then in competition with the for-
mation of a Wigner crystal, but for the high density limit considered here,
it can be shown that the Bose–Einstein condensed phase leads to a lower
energy (Ceperley, Chester, et al. 1978; Halinen, Apaja, et al. 2000).

1-3 Illustration: the excitation spectrum

Once the Bogoliubov Hamiltonian is put into the form

Ĥ ′ =
∑

k 6=0

~ωk b†kbk + constante, ~ωk =
(
ε2k + 2nṼkεk

)1/2

, (32)

the simplest physical quantity to study is its excitation spectrum, i.e. the
energy and the momentum that it is necessary to bring to the system to
make it pass from its ground state to an excited state.

The elementary excitations of the system are obtained by making one of
the operators b†k act on the ground state of the system. Such an operation
gives the fluid the energy ~ωk and the momentum ~k, since b†k is a linear
combination of a†k (which brings ~k) and a−k (which removes −~k). We
will now discuss the different possible regimes for this elementary excita-
tion, based on the different domains of k values we have just identified.

• Domain 1. In this domain, we have nṼk ≈ nṼ0 � εk and we find

ωk ≈ ck with c =

√
nṼ0/m. (33)

We find the well-known phonon spectrum, which also appears in a
Bogoliubov theory conducted with classical fields [cf. course 2015-16].
Recall that this linear spectrum is a key element of the superfluidity of
the gas; it allows indeed a localized impurity to propagate in the gas
without dissipating energy, provided that its velocity is sufficiently
low.

• Domain 2. In this domain, we have εk � nṼk ≈ nṼ0 and we find

~ωk ≈ εk + nṼ0. (34)
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This result is simply interpreted from the Hartree and Fock contri-
butions calculated in the previous chapter. It corresponds to the en-
ergy that must be provided to make a particle of the condensate pass
from the state of zero momentum, with an interaction energy with its
neighbors equal to nṼ0 [only the Hartree term, since the Fock term
(exchange) is zero in this case], to an excited state of momentum ~k
and an interaction energy 2nṼ0 [Hartree+Fock]. This energy to be pro-
vided is therefore εk + 2nṼ0 − nṼ0, as indicated in (34).

• Domain 3. In this domain, we have εk � nṼk 6= nṼ0 and we find

~ωk ≈ εk + nṼk (35)

The result can again be interpreted from the Hartree–Fock contribu-
tions. The initial energy of the particle when it is part of the conden-
sate is nṼ0as above, and the final energy is εk + n(Ṽ0 + Ṽk). The initial
and final Hartree terms cancel each other out, leaving only the kinetic
energy and the Fock term.

We will see in the rest of this chapter and in the next one that it is possi-
ble to add terms that were neglected so far in the Bogoliubov approxima-
tion, and to reach in this way a resummation of the Born series describing
two-body collisions. This procedure, initially discussed by Beliaev (1958b),
amounts to taking into account for example virtual processes like

(k) + (0) ←→ (k − q) + (q) (36)

which corresponds to the application of the operator a†k−qa
†
qaka0 and its

conjugate. The effect of this resummation is to replace Ṽ0 by a term pro-
portional to the low energy scattering amplitude f(k = 0) = −a, more
precisely by the coupling g = 4π~2a/m. The results (33) and (34) become
respectively

Domain 1: ωk ≈ ck with c =
√
ng/m (37)

Domain 2: ~ωk ≈ εk + ng. (38)

2 LHY energy and quantum depletion

2-1 The energy of the ground state

In this paragraph, we will evaluate the ground state energy of the approx-
imate Hamiltonian Ĥ ′ given in (4). Our goal will be to make the Born
expansion (16) appear in the expression of this energy. In particular, we
wish to go to order 2 included in V for the dominant term, representing
the mean field energy.

The ground state is obtained by placing each mode described by the
operators b†k, bk in its ground state, so that the sought energy is written:

Egrnd =
1

2
nNṼ0 +

1

2

∑

k 6=0

~ωk − ~ω0,k. (39)

Using the values (9-10) of ωk and ω0,k, and replacing the discrete sum
by an integral, we obtain:

Egrnd

L3
=

1

2
n2Ṽ0 +

1

2 (2π)3

∫ [(
ε2k + 2nṼkεk

)1/2

− εk − nṼk
]

d3k. (40)

It is important to make sure that the integral involved in this expression
converges. At large k, as explained in § 1-2, nṼk tends to 0 while εk grows.
We can therefore carry out the expansion:

√
1 + x = 1 +

x

2
− x2

8
+
x3

16
+O(x4). (41)

of the square root contributing to the integral

(
ε2k + 2nṼkεk

)1/2

= εk

(
1 +

2nṼk
εk

)1/2

≈ εk + nṼk −
n2Ṽ 2

k

2εk
+
n3Ṽ 3

k

2ε2k
+ . . . (42)

Here, the dominant term of the integrand is

−n
2Ṽ 2
k

2εk
, (43)
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i.e. the same term as the one appearing in a(2), the second order of the
Born expansion (24) of the scattering length. The criterion of convergence
is therefore always a decay of |Ṽk|2 faster than 1/k, which we assume here.

At this point, the dominant term of Egrnd given in (40) is the first contri-
bution of the right-hand member, 1

2n
2Ṽ0, with Ṽ0 = g(1). As announced in

the introduction of this paragraph, we wish to express this term as a func-
tion of g with a precision better than g(1), and go to order 2 in V . For this
purpose, we can rewrite this dominant term in the form:

1

2
n2Ṽ0 =

1

2
n2
(
g(1) + g(2)

)
− 1

2
n2g(2) (44)

and then feed the second term− 1
2n

2g(2) back into the integral over k using
the expression (24) of g(2). We then arrive at:

Egrnd = Emean field + ELHY (45)

with
Emean field

L3
=

1

2
n2
(
g(1) + g(2)

)
≈ 1

2
gn2 (46)

and

ELHY

L3
=

1

2 (2π)3

∫ [(
ε2k + 2nṼkεk

)1/2

− εk − nṼk +
n2Ṽ 2

k

2εk

]
d3k. (47)

2-2 Calculation of the energy ELHY

An important point regarding the expression (47) of the energy ELHY con-
cerns the behavior at large k of the integrand. While the dominant term
of the integrand appearing in (40) involved Ṽ 2

k /εk [see (43)], this dominant
term is exactly offset by the contribution of g(2). The integrand of ELHY

now tends to 0 much faster at large k, with the dominant term

Dominant term for εk � Ṽk :
n3Ṽ 3

k

2ε2k
. (48)

Even if Ṽk decreases only very slowly at infinity, the convergence of the
integral is now assured by the presence of ε2k ∝ k4 in the denominator.

It is therefore interesting to look further into the values of k which con-
tribute significantly to this integral. Let’s take again the figure 3 on which
we have distinguished three sectors:

• Domain 1 of small k values, where εk � nṼk ≈ nṼ0.

• Domain 2 of intermediate k values, where εk � nṼk ≈ nṼ0.

• Domain 3 of large k values, where εk is dominant and Ṽk differs sig-
nificantly from Ṽ0.

Given the rapid decay of the integrand involved in ELHY [cf. (48)], zone
3 has a negligible contribution. Limiting ourselves to the contribution of
zones 1 and 2, we can therefore replace Ṽk in Ṽ0 in the integral:

ELHY

L3
=

1

2 (2π)3

∫ [(
ε2k + 2nṼ0εk

)1/2

− εk − nṼ0 +
n2Ṽ 2

0

2εk

]
d3k. (49)

To finish the calculation, let us note that the energy ELHY is a small cor-
rection to the mean field term. We can systematically replace a(1) by a, or
equivalently g(1) = Ṽ0 by g. In this way, we obtain an expression as a func-
tion of a or g which corresponds to a systematic expansion in powers of V ,
to order 2 included. Let us insist on the fact that this is only possible thanks
to the fast decay of the integrand of (47). This would not have been the case
if we had tried to compute explicitly the integral of (40): the full form of the
k-dependence of Ṽk would have contributed. Fortunately, this contribution
is reintegrated in the second order term of the Born expansion, a(2).

After the change of variable x = k(~2/2mnṼ0)1/2 [or x = kξ with ξ =
1/
√

8πna] in the integral (49), we obtain

ELHY

L3
=

~2

m
(na)5/2 I (50)

where we have posed

I = 16
√

2π

∫ +∞

0

[
x2 + 1−

(
x2 + 2x

)1/2 − 1

2x

]
dx. (51)

After an explicit calculation of this integral, we arrive at:

ELHY

L3
=

1

2
gn2 × 128

15
√
π

√
na3, (52)
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which is the result announced in (13). As indicated in the introduction,
the energy ELHY is small in front of the mean field energy as soon as the
"low density" validity condition of the Bogoliubov approach,

√
na3 � 1, is

satisfied.

We have thus seen how the Born expansion for the scattering length ap-
pears. The first and second order contributions must be taken into account
for the dominant mean field term, whereas the first order contribution is
sufficient for the LHY term. One may seek to go further2 and include all
terms of the Born expansion to express the final result solely in terms of
a =

∑∞
j=1 a

(j). We will not do this resummation here for an arbitrary po-
tential V (r) because it is very technical [see for example Beliaev (1958b),
Hugenholtz & Pines (1959), Gavoret & Nozieres (1964) and Nozières &
Pines (1990)]. Moreover, the convergent character of the series that we sum
up is not easy to establish, especially in the presence of bound states in the
potential V (r) that we have to ignore to treat only the case of a gas of free
atoms. Thus Lieb, Seiringer, et al. (2005) write about these methods3 : They
all rely on some special assumptions about the ground state that have never been
proved, or on the selection of special terms from a perturbation series which likely
diverges.

2-3 Quantum depletion

The last step of our treatment is the validation of the approximation at the
basis of the Bogoliubov method. Is it correct to assume that the number of
particles N ′ outside the k = 0 state is small in front of the total number N?

To evaluate N ′, we can directly use the result of the two-mode model
developed in the previous chapter. The average number of pairs {+k,−k}
in the ground state of the system is given by v2

k, where the coefficient vk is
recalled in (11). Summing up the contribution of all pairs, we thus find the

2This possibility was mentioned by Bogoliubov in his original paper (Bogoliubov 1947),
and he thanked Landau for this "important remark".

3One can also consult the discussion on pages 463-464 of Gavoret (1963).

number of atoms N ′:

N ′ =
∑

k 6=0

v2
k =

1

2

L3

(2π)3

∫

 εk + nṼk(

ε2k + 2nṼkεk

)1/2
− 1


 d3k. (53)

As in the calculation of the energy of the ground state, it is important to
verify the convergence of this integral:

• In the neighborhood of the origin, thanks to the Jacobian in d3k =
4πk2 dk, there is no divergence problem although the content of the
bracket diverges as 1/k.

• At large values of k, the dominant term of the integrand is 4 :

n2
0Ṽ

2
k

2 ε2k
. (54)

This asymptotic behavior is the same as the one found above for the
energy ELHY in the framework of the Born expansion [see (48)] and
the conclusion is identical: even if Ṽk decreases only very slowly at
infinity, the integral will be convergent thanks to the factor ε2k ∝ k4

which appears in the denominator.

The procedure is therefore similar to that used to calculate ELHY.
Among the three domains of k values identified in figure 3, only domains
1 and 2 contribute significantly to the integral (53). In these domains, we
can make the approximation Ṽk ≈ Ṽ0 ≈ g and arrive at the expression for
the uncondensed density n′ = N/L3:

n′ = (na)3/2 4
√

2√
π

∫ +∞

0

(
x2 + 1√
x2 + 2

− x
)
x dx, (55)

where we set x = kξ. The integral in this expression can be calculated
analytically and the result is

n′

n
=

8

3
√
π

√
na3. (56)

4We use the expansion (1 + 2u)−1/2 = 1 − u + 3
2
u2 + . . . and (1 + u)(1 + 2u)−1/2 =

1 + 1
2
u2 + . . . with u = nṼk/εk .
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We see appearing here the small parameter
√
na3 announced in introduc-

tion. The result (56) involves only the scattering length and its scope goes
beyond the case of a regular potential described by the Born approxi-
mation; it extends to the case of any potential, in particular the pseudo-
potential, as we shall verify in the next paragraph.

To make the connection with the low density condition established in
§ 1-2 [cf. (28)], it is interesting to rewrite this result as :

n′

n
∼
√
nab2

a

b
(57)

which is the product of two terms, each small compared to 1: the smallness
of the first term

√
nab2 comes from the condition (28), and that of the sec-

ond term a/b comes from the validity criterion of the Born approximation.

3 Bogoliubov Hamiltonian for V̂pp

After studying in detail the effect of the coupling created by a regular po-
tential V (r), in the limit |a| � b allowing to use the Born expansion, we
move to the case of the pseudo-potential, of range b = 0, but of arbitrary
scattering length a. The results (12) and (13) for quantum depletion and
ground state energy will be unchanged, but the approach to be followed
has some specific subtleties that we will discuss.

3-1 Contact potential and pseudo-potential V̂pp

We studied in detail in last year’s course how to obtain such a zero range
potential in three dimensions in quantum physics. The simplest choice
seems to be the contact potential

V (r) = g δ(r) ⇔ ∀k : Ṽk = g. (58)

But this potential leads to a divergence of the scattering amplitude and
is therefore not usable as is. This singular behavior can be observed for
example on the Born expansion: the first order is regular and gives

a1 =
mg

4π~2
, (59)

but the second order a2 given in (24) is proportional to the integral∫
(1/k2) d3k, which is divergent.

The pseudo-potential V̂pp allows to cure this divergence while keeping
a zero range. We define its action5 on a wave function ψ(r) by:

V̂pp [ψ(r)] = g δ(r)
∂

∂r
[r ψ(r)]

∣∣∣∣
r=0

(60)

This expression allows us to give a meaning to the potential when it acts on
regular functions in r = 0 and also on functions diverging like 1/r. More
precisely, we find that V̂pp "erases" any term diverging like 1/r:

ψ(r) =
α

r
+ ψreg(r) ⇒ V̂pp [ψ(r)] = g ψreg(0) δ(r) (61)

where ψreg(r) is regular in r = 0. The action of V̂pp on regular functions
(such as plane waves eik·r) is thus identical to that of the contact potential
(58), but V̂pp also has a well-defined action on spherical waves that play an
essential role in scattering theory:

V̂pp

[
eikr

r

]
= V̂pp

[
1

r
+

eikr − 1

r

]
= ikg δ(r). (62)

We can thus completely solve the problem of a two-body collision inter-
acting via this pseudo-potential and we find in particular that the scatter-
ing length a is always related to the coupling constant g by the relation
g = 4π~2a/m.

3-2 The subtleties of the pseudopotential

When manipulating the pseudo-potential, it is important to keep in mind
several subtleties in its action. An example is provided by the action of V̂pp

on an infinite sum of terms. Consider the identity:

1

r
=

1

2π2

∫
eik·r

k2
d3k (63)

and apply V̂pp on both members:
5See Olshanii & Pricoupenko (2001) for a generalization of this definition.
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• On the left member, the action of V̂pp is by definition:

V̂pp

[
1

r

]
= 0. (64)

• On the right hand side, if we allow ourselves to swap the action of V̂pp

and the integral on k (which is in fact incorrect), we find

V̂pp

[
1

2π2

∫
eik·r

k2
d3k

]
?
=

1

2π2

∫
V̂pp

[
eik·r]

k2
d3k (65)

=
g δ(r)

2π2

∫
1

k2
d3k =

g δ(r)

2π2

∫
4π dk

which is a divergent integral in k = +∞ !

It is therefore necessary to be careful as soon as we want to calculate the
action of V̂pp on a function that we express in terms of its Fourier transform,
as in (63). This point appears when we consider the action of V̂pp in second
quantization

V̂ =
1

2

∫
Ψ̂†(r′) Ψ̂†(r) V̂pp

[
Ψ̂(r) Ψ̂(r′)

]
d3r d3r′ (66)

where Ψ̂(r) is the field operator which destroys a particle at point r. The
expression of this operator on the plane wave basis is written:

ψ̂(r) =
1

L3/2

∑

k

eik·r ak (67)

If we insert this expression in (66) and permute the action of V̂pp and the
summation on k, we get

V̂ =
g

2L3

∑

k,k′,q

a†k+qa
†
k′−qak′ak. (68)

This is exactly the form that we would have deduced from the general
expression

1

2L3

∑

k,k′,q

Ṽq a
†
k+q a

†
k′−q ak′ ak. (69)

by taking Ṽq = g for any moment q, which in fact corresponds to the naive
contact potential g δ(r) given in (58). By passing from (66) to (68), one
has omitted the subtle difference between V̂pp and a pure contact potential,
which opens the way to divergences.

To eliminate these discrepancies, two strategies are possible. One can
forbid oneself from interchanging the action of V̂pp with any infinite sum
on k, and to work only with operators of the type (66) (Lee, Huang, et al.
1957). The other approach, which is validated by a treatment using the
renormalization group (Braaten, Kusunoki, et al. 2008), consists in carry-
ing out the calculations with the "plane wave" expression of V̂pp [i.e. the
expression (68)] while watching for the appearance of divergent terms of
the form

g

L3

∑

k 6=0

1

k2
=

g

(2π)3

∫
4π dk. (70)

These terms will "sign" the result of applying V̂pp to a function propor-
tional to 1/r, which in fact gives a zero result, and so they should simply
be subtracted from the final result:

g

L3

∑

k 6=0

1

k2
−→ 0 (71)

More generally, let us recall that the pseudo-potential changes the do-
main of acceptable functions: for the two-body problem with a regular
interaction potential, the space of wave functions ψ(r1, r2) is composed
of the continuous functions of the two variables r1, r2. When we use the
pseudopotential to describe the interaction, the domain of the Hamilto-
nian is modified. It is now the set of functions satisfying the Bethe–Peierls
boundary condition, i.e. behaving as

r → 0 : Ψ(r1, r2) ≈
(

1

r
− 1

a

)
Φ(R) (72)

with
R = (r1 + r2)/2, r = r1 − r2. (73)

This Bethe–Peierls boundary condition plays an important role in the
choice of test functions if one wishes to approach the problem by the vari-
ational method.
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3-3 Bogoliubov method for the pseudo-potential

Once the expression of the V̂ operator describing the interaction between
particles is established, the Bogoliubov approach proceeds in the same way
as for a regular V (r) potential. We assume that the majority of the particles
occupy the condensed state k = 0 and we treat the operators a0 and a†0
as classical numbers, neglecting their commutator. We then arrive at the
approximate Hamiltonian:

Ĥ ′ =
1

2
gnN + Ĥ ′′ (74)

and

Ĥ ′′ =
∑

pairs
{k,−k}

[εk + gn]
(
a†kak + a†−ka−k

)
+ gn

(
a†ka
†
−k + aka−k

)
(75)

The dominant term of Ĥ is the constant energy 1
2gnN : it is the mean field

energy calculated by assuming that all particles occupy the state k = 0.

The diagonalization of Ĥ ′′ is done with the same canonical transforma-
tion as before, bk = ukak + vka

†
−k with the coefficients (uk, vk) given by

uk = coshλk vk = sinhλk, (76)

the auxiliary variable λk being defined by

sinh(2λk) =
gn

~ωk
cosh(2λk) =

εk + gn

~ωk
(77)

i.e.

tanh(2λk) =
gn

gn+ εk
=

1

1 + k2ξ2
(78)

where the healing length ξ is given by

ξ =
1√

8πan
=

~√
2mgn

. (79)

k
0 k0 = 1/ξ

εk � ng εk � ng

domain 1 domain 2

Figure 4. The two domains of k values for the pseudo-potential.

The Hamiltonian Ĥ is written as a function of bk, b
†
k:

Ĥ =
∑

k 6=0

~ωk b†kbk + E0 with ~ωk =
√
ε2k + 2gnεk (80)

The frequency ωk and the energy gn can also be put in the form:

~ωk = εk e2λk gn =
1

2
εk
(
e4λk − 1

)
. (81)

In principle, the energy of the ground state can be deduced from the
previous general result:

∆E =
∑

k 6=0

(
1

2
~ωk −

1

2
~ω0,k

)
(82)

which leads to:

Egrnd
?
=

1

2
gnN +

1

2

∑

k 6=0

(~ωk − εk − gn) . (83)

We put a question mark on this last result, because we will see that it
presents in fact a divergence of the type (71), which we will have to erase
before giving the correct result to this order of the calculation.

Because of the zero range of this potential, there are only two domains
to consider for k instead of three (cf. figure 4) :

• The small k domain, for which εk � gn that is kξ � 1. It corresponds
to the phononic regime

ωk ≈ ck with c =
1√
2

~
mξ

, uk ≈ vk ≈
1

23/4
√
kξ

(84)
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• The domain of almost free particles, εk � gn, that is kξ � 1, for which

~ωk ≈ εk + gn uk ≈ 1 +
1

8k4ξ4
, vk ≈

1

2k2ξ2
(85)

The calculation of the quantum depletion is unchanged from that of the
previous chapter. Indeed, the k states contributing to the depletion are
essentially such that k . 1/ξ and their contribution is not affected by the
Ṽk → Ṽ0 substitution. Thus we find:

n′

n
=

1

N

∑

k 6=0

v2
k =

8

3
√
π

√
na3 (86)

Note that the condition of validity of Bogoliubov’s approach,
√
na3 �

1, ensures the hierarchy of length scales in the problem:

a � d ≡ n−1/3 � ξ. (87)

The average distance between particles d must be large compared to the
scattering length a, but small compared to the healing length ξ since

d

ξ
= n−1/3

√
8πan =

√
8π(na3)1/6 � 1. (88)

3-4 The energy of the ground state

Let us now return to the expression (83) of the energy of the ground state
which is put in the form

Egrnd
?
=

1

2
gnN +

1

2

∑

k 6=0

[(
ε2k + 2gnεk

)1/2 − εk − gn
]
. (89)

At large values of k, the dominant terms in the argument of the sum are:

−g
2n2

2εk
+
g3n3

2ε2k
(90)

The first term ∝ ∑k 6=0 1/k2 leads to the characteristic divergence we re-
ported in § 3-2 and related to the fact that by switching to the plane wave

basis, we identified V̂pp to a pure contact potential [cf. 68]. Recall that this
term results from an abusive inversion of the action of V̂pp and the Fourier
series expansion of a function proportional to 1/r. As explained before, this
kind of term must simply be removed from the final result since V̂pp(1/r)
is in fact zero:

g
∑

k 6=0

1

k2
−→ 0. (91)

Once this subtraction is done, we find the expression for the energy shift
of the ground state under the effect of the pseudopotential:

Egrnd =
1

2
gnN +

1

2

∑

k 6=0

[(
ε2k + 2gnεk

)1/2 − εk − gn+
g2n2

2εk

]
. (92)

At large values of k, the dominant term in the argument of this sum is now

g3n3

2ε2k
∝ 1

k4
(93)

which leads to a convergent three-dimensional integral on k.

In fact, the second member of the expression (92) is identical to the term
(49) obtained for a regular potential and the result of the calculation ELHY,
given in (52), is unchanged. Once the first term 1

2gnN of (92) is added, we
arrive again at the result (13) announced in the introduction of this chapter.

The similarity between the results of the calculations carried out with a
regular potential or with the pseudo-potential should not, however, hide
an important subtlety of V̂pp:

• Calculation for V (r) regular: The energy E′′ written in (40) is always
negative. To bring out the Born expansion of g, we added to the dom-
inant term 1

2nNṼ0 = 1
2nNg

(1) the order 2 correction 1
2nNg

(2), a con-
tribution which we simultaneously subtracted from E′′. This led to a
positive value for ELHY (recall that the correction g(2) is always nega-
tive):

1

2
nNṼ0 → 1

2
nNṼ0 + E′′︸︷︷︸

<0

=
1

2
nNṼ0 +

1

2
nNg(2)

︸ ︷︷ ︸
1
2 gnN

+E′′ − 1

2
nNg(2)

︸ ︷︷ ︸
ELHY>0

(94)
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• Calculation for V̂pp : Starting from Ĥ ′ = 1
2gnN+Ĥ ′′, we arrived at the

energy:
1

2
gnN → 1

2
gnN + ELHY︸ ︷︷ ︸

>0

. (95)

Taking into account Ĥ ′′ for the pseudo-potential thus increases the
energy of the ground state instead of decreasing it, which seems to
constitute a violation of the variational theorem. The explanation of
this paradox lies in the change of the domain of the Hamiltonian when
passing from 1

2gnN to 1
2gnN + Ĥ ′′. Since we are no longer working

in the same Hilbert space, the theorem in question no longer applies
and this increase in energy can occur. We refer the reader to the course
2020-21 (chapter 3), where this point is discussed in more detail with
the corresponding bibliographic references.

4 Measures of quantum depletion

In the previous sections, we have presented the Bogoliubov method, both
for a regular potential for which the Born expansion converges, and for the
pseudopotential. In the low density limit na3 � 1, the quantum deple-
tion n′/n and the LHY energy take in both cases the same values, given
in (12) and in (13). In this section, we will discuss some measurements of
quantum depletion as well as related experiments, such as the observation
of correlated pairs of excitations. We will describe the measurements of
ELHY in the next chapter.

4-1 The case of liquid helium

Measurements of quantum depletion, i.e. the fraction of atoms outside the
zero momentum component, have been conducted with remarkable accu-
racy on liquid helium. The most robust protocol uses inelastic neutron
scattering; it gives access to the dynamical structure factor S(k, ω), where
~k and ~ω are the momentum and energy deposited by a neutron in the
fluid [see figure 5, taken from the original proposal by Hohenberg & Platz-
man (1966)].

P H YSI CAL R EVI EW VOLUME 152, NUMBER 1 2 DECEM B ER 1966

High-Energy Neutron Scattering from Liquid He'
P. C. HQHENBERG AND P. M. PLATzINAN

Bell Telephone Laboralories, Murray Hill, Sew Jersey
(Received 8 Ju]y 1966)

An experiment is proposed using high-energy neutrons to probe the momentum distribution of helium
atoms in liquid helium, and detect the presence of a zero-momentum condensate below Tz. It is suggested
that for momentum transfers to the neutron much larger than a roton momentum, the energy transfer
should be equal to the recoil energy of a single helium atom, Doppler-shifted by its initial motion in the
helium bath. Thus, if a finite fraction of atoms are initially in the zero-momentum state, they will contribute
a peak to the spectrum of scattered neutrons. Corrections due to final-state interactions are discussed
briefly and estimated.

INTRODUCTION

CONSIDER the scattering of neutrons from He4. If~ the scattering is weak (i.e., the intensity of the
scattered beam is much less than the intensity of the
incident beam), then the differential cross section
do/da&dQ for scattering with momentum transfer k and
energy transfer her is proportional to the structure
factor S(k,&v) of the liquid (see Fig. 1).' The neutron
scattering acts as a microscopic probe whose resolution
has a characteristic length X... k/k. This length may be
compared to the typical interparticle distances over
which the wave function of the helium will vary,
X;„q=X„&„=1 A. In the Iong-wavelength limit X...
&);„»,the scattering takes place from a large number of
He' atoms, and the dependence of S(k,~) on k and ~
gives information about the collective (or quasi
particle) excitations in the liquid. ' These are the
well-known phonons and rotons. In the short-wave-
length limit (X„,«X;„,.) the scattering takes place from
individual He atoms (bare particles). If in addition, the
scattering takes place in a time which is short compared
to interparticle collision times, i.e., by the uncertainty
principle, if the recoil energy k /2m&, is much greater
than a characteristic helium atom energy (kv, h.. .i/X;,
or e„i, ) then the S(k,a&) can give information about
the single-particle momentum distribution of helium
atoms. In effect the high-energy neutron scatters from
an individual helium atom, catching it between colli-
sions, and experiences a Doppler shift due to the

initial motion of the atom in the helium bath. We
propose to use neutrons in the range of 1 eV to measure
the momentum distribution of helium atoms and in
particular the occupancy of the zero-momentum state
in He II.
A similar situation occurs in the scattering of x rays

from an electron gas. This case was studied in Ref. 2.
In terms of the well-known formula

dt e '"'(ay (t)ai+~(t)ay+~ (0)ay (O)) (1)
dMZQ p, y'

Here

d'p k' p k)
ti co-

(2s k) 2mH, mH, ) (3)

it was shown in Ref. 2 that the qualitative discussion
given above corresponds to the quantitative statement
that the operator a+q(t) in (1) behaves like a free-
particle operator, i.e.,

aii+q(t) e "r+&""a&yi e~p= (p+k)'/2m«. (2)

Since the bracket in (1) denotes an average over the
equilibrium ensemble for the helium at some tempera-
ture, the momenta p and p' will be typical helium-
particle momenta, p k/X;~& P«i,„. Since k))p or P',
the momentum p+k corresponds to the high-energy
recoiling helium atom, and assumption (2) implies the
neglect of the interaction of this high-energy particle
with the remainder of the helium bath. If we make this
assumption and in addition neglect' energies of order
~&rotonp

TAKE k= k,—k&

= i-a»~rot,

FrG. 1. Diagram-
matic description of
the inelastic scatter-
ing of neutrons from
He.

is the momentum distribution of helium atoms in the
interacting finite-temperature ensemble. Equation (3)
states that for fixed momentum transfer k(k))p„~,„)the
scattered neutrons are shifted in energy by the recoil
energy of the helium atom k'/2mH„Ptls the Doppler
shift p k/mH„weighted by the initial momentum distri-
bution n~ in the helium bath. Before discussing the

2 P. Platzman and N. Tzoar, Phys. Rev. 139, A410 (1965).
M. Cohen and R. P. Feynman, Phys. Rev. 107, 13 (1957). 3 G. F. Chew, Phys. Rev. 80, 196 (1950).

152 198
Figure 5. Inelastic scattering of neutrons by liquid helium. The analysis of the
distribution of scattered neutrons gives access to the momentum ~k and the energy
~ω transferred to the liquid. Figure extracted from Hohenberg & Platzman (1966).

To access the quantum depletion, the neutrons must be fast enough that
the wave number k is larger than 1/d, where d is the average distance be-
tween atoms in the fluid. In this way, one does not probe the collective
properties of the fluid, but the properties of individual atoms, in particular
their momentum distribution n(p).

More precisely, we place ourselves in the regime of the impulse approx-
imation, where the duration of the neutron-atom scattering is sufficiently
short that we can, in a first approximation, neglect the interaction of the
atom with its neighbors during this time. We then have simply

pfin
at = pini

at + ~k,
(pfin

at )2

2mat
=

(pini
at )2

2mat
+ ~ω, (96)

from which we deduce

~ω =
~2k2

2mat
+

pini
at · k
mat

, (97)

i.e. the sum of the recoil energy ~ωrec ≡ ~2k2/2mat and a term describing
the Doppler effect related to the initial motion of the atom. The signal ob-
tained by measuring the momentum and energy of the scattered neutrons
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Fig. 5. (a) Two theoretical calculations of n(p) in liquid helium at T = 0. The solid
curve is the GFMC result, and the dashed curve is the HNC/S variational result,
(b) The longitudinal momentum distributions described by J(Y) corresponding
to the two ground state n(p) in (a), (c) The combined effects of the convolution
of J(Y) in (b) with the instrumental resolution function and Silver's final-state
broadening.

Directly extracting n(p) from J(Y) suffers similar problems. Statistical
noise, which is present in any measurement, will allow a variety of
different scattering functions to be consistent with the data. This problem
is particulaly severe at small p where the inversion procedure magnifies
the errors. Therefore, in view of the difficulties in extracting n(p) from the
experimental results, we find it more appropriate to work directly with
J(Y). Theoretical predictions can be compared to the experimental data
using the I A. Working with J(Y), as opposed to n(p), has the distinct
advantage that the statistical errors on the data provide a direct measure
of the 'goodness-of-fit' between theory and experiment.
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advantage that the statistical errors on the data provide a direct measure
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Signal après convolution  
et termes correctifsSignal J(Y)

Figure 6. Expected signal (right) for two very different n(p) distributions (left).
See text for more details. Figure taken from Sokol (1995).

is written as

I(k, ω) ∝
∫

d3p n(p) δ

[
~(ω − ωrec)− p · k

mat

]
(98)

where we noted p = pini
at .

After passing in spherical coordinates and angular integration, we ar-
rive at

I(k, ω) ∝ J (Y ) ∝
∫ +∞

|Y |
p n(p) dp (99)

where the variable Y is defined by

Y =
ω − ωrec

k
. (100)

A serious experimental difficulty comes from the fact that the signal J(Y )
obtained after integration on p n(p) masks to a large extent the desired ef-
fect, namely the presence of a very narrow peak at p = 0. We have plotted
on figure 6 an example from Sokol (1995) which shows on the left two very
different theoretical predictions for the same system, superfluid helium at
low temperature. One of the curves, obtained with a quantum Monte Carlo
approach, shows the narrow peak at p = 0 corresponding to a condensate;
the other curve, which results from a variational approach, is regular at
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et termes correctifsSignal J(Y)

lated using the known instrument parameters, sample cell
geometry, and an estimate for the sample scattering function.
The incident neutron beam characteristics were modeled us-
ing the Ikeda-Carpenter45 speed and time distribution func-
tion with the adjustable parameters determined from a fit to
the experimental monitor peaks before and after the sample.
The simulation results are obtained in TOF and are then
treated in the same way as the experimental data. The result
is a convolution between the instrumental resolution function
I(Q ,y), and the model scattering function input to the simu-
lation. I(Q ,y) is then simply deconvoluted from the simula-
tion. The resulting instrumental resolution function is shown
as a dashed line in the top left frame of Fig. 3. We observe
that I(Q ,y) narrows significantly with increasing Q and is
quite small at large Q, thus increasing the reliability of the
data.

V. RESULTS

The dynamic structure factor J(Q ,y)!vRS(Q ,!) was
determined at 28 Q values in the range 15"Q"29 Å at five
temperatures T!0.5 K, 1.3 K, 1.6 K, 2.3 K, and 3.5 K.
Figure 2 shows the observed J(Q ,y) at Q!28.5 Å"1 as a
function of energy transfer, y, including the instrument reso-
lution function #see Fig. 3$. In the upper frame, the J(Q ,y) at
the three temperatures T!0.5 K, 1.3 K, and 1.6 K in the
superfluid phase (T#T%!2.17 K) are shown together.
These J(Q ,y) are clearly all very similar. At T!0.5 K
J(Q ,y) is slightly higher in the peak region, y!0, where the
term n0R(Q ,y) makes its largest contribution. This reflects
the somewhat larger condensate fraction at T!0.5 K. The
two J(Q ,y) in normal 4He at T!2.3 and 3.5 K are plotted
together and are also very similar to each other. The peak
height at 3.5 K is slightly lower, reflecting a small broaden-

FIG. 2. Observed J(Q ,y) including the instrument resolution in liquid 4He at SVP at the temperatures indicated. Upper frame shows that
J(Q ,y) is similar at T!2.3 and T!3.5 K in normal 4He and similar at T!0.5 K, 1.3 K and 1.6 K in superfluid 4He. The lower frame
shows that J(Q ,y) is very different in superfluid and normal 4He (T%!2.17 K). J(q ,y) in the superfluid shows direct evidence of the
condensate term n0R(Q ,y): an increased peak height at y!0 and a right-left asymmetry around y!0.

PRB 62 14 341CONDENSATE, MOMENTUM DISTRIBUTION, AND . . .

Figure 7. J(Y ) distributions measured in the superfluid case (T = 0.5 K) and
in the normal case (T = 2.3 K). The difference in the center is explained by the
presence of a condensed fraction in the superfluid case. Figure extracted from
Glyde, Azuah, et al. (2000).

p = 0. The function J(Y ) given in (99), shown on the middle panel still
allows to differentiate the two predictions. On the other hand, after convo-
lution by the experimental resolution and corrections taking into account
the interaction of the scattering atom with its neighbors, the predictions for
the two n(p) distributions become almost indistinguishable (right panel of
figure 6).

Nevertheless, one can finely analyze the experimentally measured J(Y )
curves to deduce the condensed fraction. The recent results of Glyde,
Azuah, et al. (2000) and Glyde, Diallo, et al. (2011) (see figure 7) lead in
the limit T → 0 to a condensed fraction n0/n = 7.25 (0.75)% at the saturat-
ing vapor pressure. We are thus very far from the limit of applicability of
the Bogoliubov method, which requires a condensed fraction n0/n close to
100%.
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and, hence, the condensed fraction. Finally, note that, since
the atomic states jki and jkþ qi are coherently coupled by
the Bragg beams, an atom undergoes Rabi oscillations
between the two states as a function of the duration of the
Bragg light pulse, with a period set by the two-photon Rabi
frequency Ω [see Fig. 2(a)].
In our setup [26], q is aligned with the axis of the

cylindrical box trap (z) and q ¼ 1.7 × 2π=λ, where
λ ¼ 767 nm. The Bragg resonance condition thus depends
only on an atom’s initial momentum along z, and by
counting the diffracted atoms we effectively probe the one-
dimensional (1D) momentum distribution of the cloud,
~nðkÞ, given by the integral of the 3D distribution along the
two transverse directions. We aim to diffract only the
condensed atoms, so we tune ω to ℏq2=ð2mÞ. In frequency
space, our spectroscopic resolution is set by Ω, which
corresponds to a momentum resolution of Ωm=q.

More specifically, we want to spatially separate the BEC
from the quantum depletion (QD), which relies on a
separation of three momentum scales, 1=L ≪ 1=ξ ≪ q,
where ξ ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffi
8πna

p
is the healing length. In Fig. 1, we

illustrate the expected ~nðkÞ for a zero-temperature gas:
~nðkÞ ¼ ~nBECðkÞ þ ~nQDðkÞ, where ~nBEC has a Heisenberg-
limited width ∝ 1=L [27] and exponentially suppressed
high-k tails, while ~nQDðkÞ has a width ∝ 1=ξ and long
polynomial tails [18,28–30] (see [31] for details). The
inequality L=ξ ≫ 1 thus ensures that ~nQDðkÞ extends over
a much wider range of momenta than ~nBECðkÞ, so Ω can be
chosen such that a Bragg pulse diffracts essentially thewhole
BEC and almost none of the QD. The inequality qξ ≫ 1
ensures that the momentum kick received by a diffracted
atom, ℏq, is much larger than the QD momentum spread, so
that, after the Bragg pulse and a sufficiently long subsequent
time-of-flight, the diffracted and the nondiffracted portions
of the cloud clearly separate in real space [see Fig. 2(a)].
For all our measurements, L=ξ > 30 and qξ > 12.
We start by producing a quasipure weakly interacting

BEC of density n ≈ 3.5 × 1011 cm−3 in the lowest 39K
hyperfine state, jF ¼ 1; mF ¼ 1i in the low-field basis,

FIG. 2. Bragg filtering and reversible interaction tuning of the
condensed fraction. (a) Diffracted fraction (DF) as a function
of the Bragg pulse duration τ for Ω ¼ 2π × 1.8 kHz and
a ≈ 3000a0. Absorption images in the background show the
stationary (bottom) and diffracted (top) clouds, for the data points
indicated by the red diamonds. (b) Diffracted fraction for τ close
to π=Ω, for three different preparations of the cloud (see the
inset): at 700a0 (solid blue circles), after raising a from 700a0 to
3000a0 in 80 ms (orange diamonds), and after reducing it back
to 700a0 in another 80 ms (open green circles). We see that
increasing a reversibly reduces the maximal diffracted fraction.
All error bars show standard statistical errors in the mean.

FIG. 1. Momentum distribution of a zero-temperature homo-
geneous Bose gas. We consider a gas of density n and size L and
two different values of the scattering length a. We show the
expected 1D momentum distribution ~nðkÞ (see the text), normal-
ized so that ~nð0Þ ¼ 1 would correspond to no quantum depletion
[setting γ in Eq. (1) to 0]. The total ~nðkÞ consists of the BEC peak
(blue), with a Heisenberg-limited width ∝ 1=L, and a broad
quantum-depletion pedestal (orange) of characteristic width 1=ξ,
where ξ is the healing length. To a good approximation, the low-k
distribution is the same as for a pure BEC, just scaled by a factor of
1 − γ

ffiffiffiffiffiffiffiffi
na3

p
, indicated by the dashed lines. For this illustration, we

use experimentally relevant values of L=ξ, but exaggerated values
of

ffiffiffiffiffiffiffiffi
na3

p
, to make the orange shading visible in the main panels.

Also note that we assume that the very broad ~nQDðkÞ is not affected
by finite-size effects. The cartoons on the left depict the coherent
excitations out of the (blue) condensate, which occur as pairs of
atoms with opposite momenta. The right insets highlight the fact
that ~nQDðkÞ ≫ ~nBECðkÞ at large k.
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Figure 8. Momentum distribution for the ground state of a Bose gas confined in a
box of length L = 50µm and diameter 60µm. For a gas without interaction, we
expect an ideal condensate with a distribution limited simply by the Heisenberg
relation (blue colored area). For an interacting gas, additional wings on both sides
of the k = 0 momentum appear due to the quantum depletion (in orange). Figure
extracted from Lopes, Eigen, et al. (2017b).

4-2 Measurement on an atomic gas

Quantitative measurement of quantum depletion with cold atoms "suffers"
from an inverse problem of liquid helium. The atomic densities there are
low, less than 1015 atoms/cm3. With a typical scattering length a of the
order of a few nanometers, one arrives at na3 of the order of 10−5: the
non-condensed fraction is then less than 1%. To increase it and to be able
to measure it with a good precision, it is necessary to use either a local
increase of the density induced for example by an optical lattice (Xu, Liu, et
al. 2006), or to increase a thanks to a scattering resonance. We will describe
here this second strategy.

We are interested in the measurement made by the Cambridge group
(Lopes, Eigen, et al. 2017b) on a gas of potassium atoms (isotope 39K) for
which a Fano-Feshbach resonance (magnetic field ∼ 400 G) allows to in-
crease the scattering length a up to about a hundred nanometers without
the atomic losses by inelastic collisions becoming troublesome. The gas is
confined in a cylindrical box potential (see figure 8). The gas is probed by

Bragg spectroscopy by illuminating it with two light beams of frequencies
and wave vectors ω1,k1 and ω2,k2. By an absorption – stimulated emis-
sion process, one transfers the momentum ~q = ~(k2 − k1) and the energy
~ω = ~(ω2 − ω1) to the gas.

The gas is prepared in the equilibrium state corresponding to an inter-
action between atoms characterized by the scattering length a. Just before
the Bragg spectroscopy measurement, the scattering length is suddenly
brought to 0, so that one obtains a gas without interaction, but with the
momentum distribution corresponding to a. As in the case of neutron scat-
tering by liquid helium, the atoms that are affected by Bragg spectroscopy
are those for which momentum and energy conservation are possible, i.e.
those of initial momentum pi and final momentum pf such that

pf = pi + ~q
p2
f

2m
=

p2
i

2m
+ ~ω, (101)

or by eliminating pf :
pi · q
m

+
~q2

2m
= ~ω. (102)

In practice, the transferred momentum ~q is aligned with the axis of the
cylinder and we choose ω = ~q2/2m, so that the transfer will be done for
atoms of zero initial velocity along this axis. The non-transferred atoms
can have three origins:

• These are the atoms corresponding to the desired quantum depletion.

• These are atoms whose non-zero momentum comes from the finite
size of the box along the z direction: the Heisenberg inequality im-
poses indeed that the momentum distribution of the single particle
ground state along z is not a δ(z), but rather a power function of a
cardinal sine.

• These are atoms corresponding to a thermal excitation. They play a
weak role, taking into account the extremely low temperature of the
gas (see the inset of figure 9).

After deconvolution of the different effects, Lopes, Eigen, et al. (2017b)
arrived at the result shown in Figure 9, giving the diffracted fraction η as a
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which features a Feshbach resonance centred at 402.70(3) G
[32]. We prepare the BEC at a ¼ 200a0, where a0 is the
Bohr radius, so

ffiffiffiffiffiffiffiffi
na3

p
< 10−3, and in the time-of-flight

expansion we do not discern any thermal fraction. We then
(in 150–250 ms) increase a to a value in the range
700–3000a0 and measure the condensed fraction. To prepare
the initial quasipure BEC, we lower the trap depth U0 to
≈kB × 20 nK, but before increasing a we adiabatically raise
U0 by a factor of 5, to ensure that U0 ≫ ℏ2=ð2mξ2Þ. The
largest a that we explore here is limited by imposing
requirements that (i) during the whole experiment the atom
loss due to three-body recombination is < 10%, and (ii) if
we reduce a back to 200a0, we do not observe any signs
of heating; for a discussion of additional measurements at
even larger a (with larger particle loss), see [31].
Just before turning off the trap and applying the Bragg

pulse, we rapidly (in 60 μs) turn off the interactions, using a
radio-frequency pulse to transfer the atoms to the
jF ¼ 1; mF ¼ 0i state, in which a ≈ 0 [32]. This freezes
the momentum distribution before we probe it and allows
the diffracted and nondiffracted components of the gas to
separate in space without collisions.
After the Bragg pulse, we wait for 10 ms and then take

an absorption image along a direction perpendicular to z
[see Fig. 2(a)]. In 10 ms, the diffracted and nondiffracted
portions of the gas separate by ≈220 μm, while neither
expands significantly beyond the original size of the box-
trapped cloud.
In Fig. 2(a), we show a typical variation of the diffracted

fraction of the gas with the duration of the Bragg pulse, τ,
for our chosen Ω ¼ 2π × 1.8 kHz (see [31]). In the back-
ground, we show representative absorption images of the
stationary (bottom) and diffracted (top) clouds.
Assuming that we perfectly filter out the condensate

from the high-k components of the gas, the condensed
fraction of the cloud is given by the maximal diffracted
fraction, η, observed for τ ¼ π=Ω ≈ 0.28 ms. We see that η
is slightly below unity, which is expected due to quantum
depletion but can in practice also be observed for other
reasons, including experimental imperfections and the
inevitably nonzero temperature of the cloud. It is therefore
important that our measurements are differential—we study
the variation of η with a while keeping other experimental
parameters the same. It is also crucial to verify that the
tuning of η with a is adiabatically reversible, which
excludes the possibility that the condensed fraction is
reduced due to nonadiabatic heating or losses.
In Fig. 2(b), we focus on τ ≈ π=Ω and show measure-

ments for three different experimental protocols: for a cloud
prepared at 700a0, after increasing a to 3000a0, and after
reducing it back to 700a0 (see the inset). We see that η is
indeed reduced when a is increased and also that this effect
is fully reversible (within experimental errors); we have
verified such reversibility for our whole experimental range
of a values.

In Fig. 3, we summarize our measurements of the
variation of η with the interaction parameter

ffiffiffiffiffiffiffiffi
na3

p
.

We observe the expected linear dependence, with ηð0Þ
close to unity. Fitting the data with ηð0Þð1 − γ

ffiffiffiffiffiffiffiffi
na3

p
Þ gives

γ ¼ 1.5ð2Þ, in agreement with Eq. (1).
Finally, we numerically assess the systematic effects on γ

due to noninfinite L=ξ and a small nonzero temperature T,
which are both ≲20% and partially cancel. The results of
this analysis are shown in the inset in Fig. 3; for details, see
[31]. The dashed line shows the simulated η for T ¼ 0 and
our values of n, L, and Ω. For any noninfinite Ω, the tails
of the BEC momentum distribution are not fully captured
by the Bragg pulse, which slightly reduces ηð0Þ. More
importantly, we diffract some of the quantum-depletion
atoms, which reduces the apparent γ. A linear fit (omitted
for clarity) gives that for T ¼ 0 we actually expect γ ≈ 1.2.
The small systematic differences between our data and this
simulation can be explained by a small nonzero temper-
ature. A nonzero temperature generally reduces η due to
thermal depletion, the momentum tails of which are not
diffracted by the Bragg pulse. Moreover, if the gas is
initially prepared (at 200a0) at a small T > 0, this does not
merely reduce η by a constant offset (independent of

ffiffiffiffiffiffiffiffi
na3

p
)

but slightly increases the apparent γ; even adiabatically
increasing a increases the thermal depletion, because it
modifies both the dispersion relation and the particle
content of the thermally populated low-k excitations
[28,31]. As indicated by the orange shaded region, our
data are consistent with an initial T between 3.5 and 5 nK;
this is compatible with the fact that we do not discern the

FIG. 3. Measurement of the quantum depletion. We plot the
maximal diffracted fraction η versus the interaction parameterffiffiffiffiffiffiffiffi
na3

p
. A linear fit (solid line) gives ηð0Þ ¼ 0.954ð5Þ and

γ ¼ 1.5ð2Þ. Vertical error bars show fitting errors, while hori-
zontal ones reflect the uncertainty in the position of the Feshbach
resonance and a 10% uncertainty in n. Inset: Analysis of
systematic effects. We show numerical simulations for T ¼ 0
(dashed line) and for initial temperatures (at a ¼ 200a0) between
3.5 and 5 nK (orange shading, from top to bottom); see the text
and [31] for more details.
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Figure 9. Maximum diffracted fraction by a Bragg pulse of frequency ω =
~q2/2m. The linear fit corresponds to η0 = 0.954 (5) and γ = 1.5 (2). The
inset shows the result of numerical simulations, done at T = 0 (dashed line) and
for T between 3.5 and 5 nK, area colored in orange. Figure extracted from Lopes,
Eigen, et al. (2017b).

function of the scattering length. These data are well fitted by the function

η = η0

(
1− γ

√
na3
)

(103)

with γ = 1.5 (2) in agreement with the prediction 8/(3
√
π) = 1.505. Further

analysis of the systematic effects in this experiment leads to a quantitative
confirmation of the prediction (56), with a statistical error of 15 % and a
systematic error of 20 %.

4-3 Pairs of atoms in the Bogoliubov vacuum

An important prediction of the Bogoliubov approach is the correlation be-
tween particles of opposite momenta. This correlation originates in the
very form of the coupling involved in Ĥ ′, in a†ka

†
−k. As we pointed out

in our analysis of the two-mode system, these correlations appear in a
simultaneous measurement of the occupation numbers n1 and n2 of the
two modes in question: these two numbers are in principle always equal,
n1 − n2 = 0, even if the sum n1 + n2 can have a wide distribution.
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volume Ωk and compute atom–atom correlations over Ωk. We use 
this to exclude atoms from the BEC and only study the depletion 
(Fig. 1b). Finally, statistical averages are obtained from recording 
about 2,000 atom distributions (Methods). To identify pairs, we use 
the following integrated atom–atom correlations:

g

(2)
A

(δk) =

∫
Ω

k

〈a†(k)a†(δk − k)a(k)a(δk − k)〉dk
∫

Ω
k

ρ(k)ρ(δk − k)dk
, (1)

where ρ(k) = 〈a†(k)a(k)〉. With this definition, a peak located at 
δk = 0 signals pairs of atoms at opposite momenta.

In Fig. 1c, we present one-dimensional (1D) cuts of the pair 
correlations g(2)

A

 measured in the depletion of lattice BECs, and 
observe a peak located at δk = 0. For these data, we find, on average, 
about 100 atoms and 0.5 atom pairs per shot in Ωk (Supplementary 
Information). A crucial experimental parameter for obtaining this 
signal is the detection efficiency, which we have recently increased 
to 0.53(2) (Methods). The observation of atom pairs with opposite 
momenta in the depletion of equilibrium interacting BECs is a cen-
tral result of this work. Identifying their origin, however, requires 
accounting for the effect of temperature.

In our experiment, temperature T should increase the thermal 
population of depletion without contributing to the k/−k correla-
tions. This is because we probe large momenta corresponding to 
single-particle excitations of the Bogoliubov spectrum (see below). 
Therefore, when the temperature increases, the number of pairs 
becomes a negligible fraction of the total depletion, making their 
detection nearly impossible. This suggests that the k/−k peak 

rapidly vanishes with temperature, a sensitivity limiting its range 
of observation but also providing us with a means to confirm its 
origin. Indeed, an essential aspect of our experiment is the ability 
to produce BECs in the low-temperature regime, namely, kBT ≪ μ, 
where thermal depletion (~10%; Fig. 1) is not much greater than 
quantum depletion (~5%; Fig. 1). Here kB is the Boltzmann con-
stant and μ is the chemical potential. This low-temperature regime, 
namely, kBT/μ ≃ 0.3 (Fig. 1), is accessible in the lattice because it 
enhances interactions5,7.

To study temperature sensitivity of the k/−k peak, we slightly 
increase the gas temperature to maintain a large BEC (Methods), 
and repeat the correlation measurement. The two datasets 
(non-heated and heated) are shown in Fig. 2. The increase in tem-
perature translates into an increase in density ρ(k), visible in the 
log-scale plot shown in Fig. 2b. No k/−k peak is visible in the heated 
BEC, confirming that a finite temperature does not contribute to 
k/−k correlations (Fig. 2a). Our description is further validated by 
the observation of a k/−k peak of intermediate amplitude at inter-
mediate temperature (Supplementary Information).

It is also illuminating to contrast the temperature sensitivity of 
k/−k correlations with that of local correlations at k′ ! k. These 
local correlations reflect bosonic bunching7 and are quantified by

g

(2)
N

(δk) =

∫
Ω

k

〈a†(k)a†(δk+ k)a(k)a(δk+ k)〉dk
∫

Ω
k

ρ(k)ρ(δk+ k)dk
, (2)

where a peak located at δk = 0 signals bunching. In Fig. 2c, we plot 
g

(2)
N

(δk) for both low-temperature and heated datasets. We find 
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Fig. 1 | Observation of k/−k pairs in the atom–atom correlations measured after a time of flight. a, Schematic of the experiment. A gas of weakly 
interacting 4He* atoms is released from a lattice trap, and the atoms undergo free fall towards the He* detector where they are individually detected  
(g indicates gravity). The inset depicts the many-body ground state that contains a BEC (uniform light blue colour) and quantum depletion comprising pairs 
of atoms with opposite momenta (coloured circles). When the trap is abruptly switched off, the many-body ground state is projected onto the momentum 
basis and atom pairs fall onto the He* detector with opposite momenta (atoms from the BEC are not shown on the detector). b, One-dimensional cut of 
ρ(k) through the experimental momentum density ρ(k). The peaks correspond to the (coherent) BEC component. The depletion of the BEC, corresponding 
to long tails in ρ(k), is visible in the log scale (inset; the x- and y-axis labels are the same as those of the main figure). Volume Ωk over which atom–
atom correlations are computed is indicated as the green shaded area. c, Atom–atom correlations revealing pairs of atoms with opposite momenta. 
One-dimensional cuts through g(2)

A

(δk) along the axis of the 3D optical lattice. The transverse integration is Δk⊥!=!3.0!×!10−2kd and the longitudinal voxel 
size is Δk∥!=!1.2!×!10−2kd. The data are fitted by Gaussian functions (solid lines). The error bars are obtained from the inverse square root of the number of 
counts in the voxels.

NATURE PHYSICS | VOL 17 | DECEMBER 2021 | 1364–1368 | www.nature.com/naturephysics 1365

Figure 10. Left: time-of-flight experiment conducted on a Bose–Einstein conden-
sate of metastable helium atoms. For each realization of the experiment, we deduce
the vj velocities of the atoms. Right: Ω area (colored in green) selected for data
analysis. Figure extracted from Tenart, Hercé, et al. (2021).

Recently, Tenart, Hercé, et al. (2021) have succeeded in directly mea-
suring the correlation between these (k,−k) pairs [see also Cayla, Butera,
et al. (2020)]. The experiment is performed with helium atoms placed in
a metastable electronic state. The atoms are detected after time of flight
thanks to a microchannel plate with an efficiency of 53 %. This plate is
placed in the vacuum chamber, 45 cm under the condensate (time of flight
of 300 ms). The impact of a metastable atom generates an electron pulse
that propagates on the surface of the plate; the very precise measurement
of the arrival times of this pulse on the plate periphery gives access to the
x, y coordinates and the t time of the atom’s impact, which then allows to
trace the three components of the atom’s initial velocity.

For each realization of the experiment, one selects the detections outside
the peak corresponding to the condensate itself (green zone Ω of the figure
10, right). There are about 100 atoms and 0.5 correlated pairs in this area.
The experiment is reproduced 2000 times to obtain a significant average
for the correlation function

g(2)(δk) =

∫
Ω
〈n(k)n(δk − k)〉 d3k∫

Ω
〈n(k)〉 〈n(δk − k)〉 d3k

, (104)

where 〈. . .〉 means an average over the different realizations of the exper-
iment. With this definition, the pairs (k,−k) should appear as a peak in
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volume Ωk and compute atom–atom correlations over Ωk. We use 
this to exclude atoms from the BEC and only study the depletion 
(Fig. 1b). Finally, statistical averages are obtained from recording 
about 2,000 atom distributions (Methods). To identify pairs, we use 
the following integrated atom–atom correlations:

g

(2)
A

(δk) =

∫
Ω

k

〈a†(k)a†(δk − k)a(k)a(δk − k)〉dk
∫

Ω
k

ρ(k)ρ(δk − k)dk
, (1)

where ρ(k) = 〈a†(k)a(k)〉. With this definition, a peak located at 
δk = 0 signals pairs of atoms at opposite momenta.

In Fig. 1c, we present one-dimensional (1D) cuts of the pair 
correlations g(2)

A

 measured in the depletion of lattice BECs, and 
observe a peak located at δk = 0. For these data, we find, on average, 
about 100 atoms and 0.5 atom pairs per shot in Ωk (Supplementary 
Information). A crucial experimental parameter for obtaining this 
signal is the detection efficiency, which we have recently increased 
to 0.53(2) (Methods). The observation of atom pairs with opposite 
momenta in the depletion of equilibrium interacting BECs is a cen-
tral result of this work. Identifying their origin, however, requires 
accounting for the effect of temperature.

In our experiment, temperature T should increase the thermal 
population of depletion without contributing to the k/−k correla-
tions. This is because we probe large momenta corresponding to 
single-particle excitations of the Bogoliubov spectrum (see below). 
Therefore, when the temperature increases, the number of pairs 
becomes a negligible fraction of the total depletion, making their 
detection nearly impossible. This suggests that the k/−k peak 

rapidly vanishes with temperature, a sensitivity limiting its range 
of observation but also providing us with a means to confirm its 
origin. Indeed, an essential aspect of our experiment is the ability 
to produce BECs in the low-temperature regime, namely, kBT ≪ μ, 
where thermal depletion (~10%; Fig. 1) is not much greater than 
quantum depletion (~5%; Fig. 1). Here kB is the Boltzmann con-
stant and μ is the chemical potential. This low-temperature regime, 
namely, kBT/μ ≃ 0.3 (Fig. 1), is accessible in the lattice because it 
enhances interactions5,7.

To study temperature sensitivity of the k/−k peak, we slightly 
increase the gas temperature to maintain a large BEC (Methods), 
and repeat the correlation measurement. The two datasets 
(non-heated and heated) are shown in Fig. 2. The increase in tem-
perature translates into an increase in density ρ(k), visible in the 
log-scale plot shown in Fig. 2b. No k/−k peak is visible in the heated 
BEC, confirming that a finite temperature does not contribute to 
k/−k correlations (Fig. 2a). Our description is further validated by 
the observation of a k/−k peak of intermediate amplitude at inter-
mediate temperature (Supplementary Information).

It is also illuminating to contrast the temperature sensitivity of 
k/−k correlations with that of local correlations at k′ ! k. These 
local correlations reflect bosonic bunching7 and are quantified by

g

(2)
N

(δk) =

∫
Ω

k

〈a†(k)a†(δk+ k)a(k)a(δk+ k)〉dk
∫

Ω
k

ρ(k)ρ(δk+ k)dk
, (2)

where a peak located at δk = 0 signals bunching. In Fig. 2c, we plot 
g

(2)
N

(δk) for both low-temperature and heated datasets. We find 
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Fig. 1 | Observation of k/−k pairs in the atom–atom correlations measured after a time of flight. a, Schematic of the experiment. A gas of weakly 
interacting 4He* atoms is released from a lattice trap, and the atoms undergo free fall towards the He* detector where they are individually detected  
(g indicates gravity). The inset depicts the many-body ground state that contains a BEC (uniform light blue colour) and quantum depletion comprising pairs 
of atoms with opposite momenta (coloured circles). When the trap is abruptly switched off, the many-body ground state is projected onto the momentum 
basis and atom pairs fall onto the He* detector with opposite momenta (atoms from the BEC are not shown on the detector). b, One-dimensional cut of 
ρ(k) through the experimental momentum density ρ(k). The peaks correspond to the (coherent) BEC component. The depletion of the BEC, corresponding 
to long tails in ρ(k), is visible in the log scale (inset; the x- and y-axis labels are the same as those of the main figure). Volume Ωk over which atom–
atom correlations are computed is indicated as the green shaded area. c, Atom–atom correlations revealing pairs of atoms with opposite momenta. 
One-dimensional cuts through g(2)

A

(δk) along the axis of the 3D optical lattice. The transverse integration is Δk⊥!=!3.0!×!10−2kd and the longitudinal voxel 
size is Δk∥!=!1.2!×!10−2kd. The data are fitted by Gaussian functions (solid lines). The error bars are obtained from the inverse square root of the number of 
counts in the voxels.
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Figure 11. Correlation function g(2)(δk) measured along the three directions of
space, clearly highlighting the correlations between pairs of opposite momenta.
Figure extracted from Tenart, Hercé, et al. (2021).

δk = 0. Note that to increase the quantum depletion, Tenart, Hercé, et al.
(2021) have placed the atoms in an optical lattice, which has the effect of
concentrating the atoms at the minima of the potential and thus increasing
the effective density n, hence

√
na3.

An example of the result is shown in figure 11. The correlation peak in
δk = 0 appears clearly. This figure was obtained at very low temperature,
for a condensed fraction of 84%. Tenart, Hercé, et al. (2021) studied the
dependence of the height of this peak with temperature and showed that it
becomes almost undetectable when approaching the critical condensation
temperature. They also verified that its height varied as 1/ρΩ, where the
density ρΩ is defined by ρΩ =

∫
Ω
〈n(k)〉 d3k; this is the expected depen-

dence if we assume a perfect correlation between n(k) and n(−k).
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Chapter IV

The ground state of the Bose gas :
LHY, excitation spectrum and quantum droplets

In this chapter we continue the study of the dilute Bose gas by look-
ing at both its ground state energy and its excitation spectrum. Thanks to
the Bogoliubov approach, we know the expression of the energy E0 of the
ground state for a gas of density n = N/L3:

E0

L3
=

1

2
gn2

[
1 + α

√
na3 + . . .

]
with α =

128

15
√
π
≈ 4.8, (1)

where a is the scattering length characterizing the s wave interactions and
g ≡ 4π~2a/m. The dominant term gn2/2 represents the mean field term
and the following term is the LHY correction describing (at lowest order)
the effect of quantum fluctuations (Lee, Huang, et al. 1957).

The expression (1) results from a quadratic approximation of the Hamil-
tonian with respect to the operators ak and a†k with k 6= 0, destroying and
creating a particle in a non-zero momentum state. This quadratic approx-
imation is valid when the quantum depletion n′/n = (N − N0)/N giving
the fraction of atoms outside the k = 0 state is small. The Bogoliubov
approach allows to estimate this depletion:

n′

n
≈ 8

3
√
π

√
na3. (2)

The self-consistency condition of the Bogoliubov approach is thus written
√
na3 � 1. (3)

The excitation spectrum is deduced from the expression of the Hamilto-
nian after the canonical Bogoliubov transformations, which introduce new
bosonic operators bk, b

†
k:

Ĥ = E0 +
∑

k 6=0

~ωk b†kbk (4)

with for the pseudo-potential approach:

~ωk = [εk (εk + 2gn)]
1/2

, εk =
~2k2

2m
. (5)

The action of b†k on the Bogoliubov vacuum thus creates a quasiparticle of
momentum ~k and energy ~ωk. The k dependence of ωk allows to identify
the characteristic value k0 (see figure 1)

~2k2
0

2m
= gn ⇒ k0 =

1

ξ
=
√

8πna. (6)

For k � k0, we find the phononic regime ωk ≈ ck, with the speed of sound
c = ~k0/

√
2m. For k � k0, we find the free particle regime ~ωk ≈ εk + gn.

Let us recall the origin of the energy shift gn in this regime: it must be
understood as the difference gn = 2gn − gn. The first term 2gn represents
the total interaction energy (direct term + exchange term) of the excited
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1

k

k0 = 1
ξ

≡ 8πna

ϵk ≪ gn ϵk ≫ gn

ℏωk ≈ ℏck

phonons

ℏωk ≈ ϵk + gn
free particles

0

In the balanced case,model-independent thermometry is notoriously
difficult because of the strong interactions. Inspired by ref. 24, we over-
come this issue by measuring the temperature of a 7Li cloud in thermal
equilibrium with the 6Li mixture (see Methods).

The central chemical potential m0 is fitted on the hottest clouds so
that the EOS agrees in the classical regime f? 1 with the second-
order virial expansion h 1, fð Þ<2 1zf{1

! ffiffiffi
2

p# $
(ref. 25). For colder

clouds we proceed recursively. The EOS of an image recorded at
temperature T has some overlap with the previously determined
EOS from all images with T9.T. In this overlap region, m0 is fitted
to minimize the distance between the two EOSs. This provides a new
portion of the EOS at lower temperature. Using 40 images of clouds
prepared at different temperatures, we thus reconstruct a low-noise
EOS from the classical part down to the degenerate regime, as shown
in Fig. 3a.

We now comment on the main features of the EOS. At high tem-
perature, the EOS can be expanded in powers of f21 as a virial
expansion11:

h 1, fð Þ
2

~

P?
k~1 {1ð Þkz1k{5=2zbk
% &

f{k

P?
k~1 {1ð Þkz1k{5=2f{k

where bk is the kth virial coefficient. As we have b2~1
! ffiffiffi

2
p

in the
measurement scheme described above, our data provide for the first
time the experimental values of b3 and b4. b3520.35(2) is in excellent
agreement with the recent calculation b3520.2912 325/2520.355
from ref. 11, but not with b35 1.05 from ref. 12. b45 0.096(15)
involves the four-fermionproblemat unitarity and could interestingly
be computed along the lines of ref. 11.

Let us now focus on the low-temperature regime of the normal
phase f= 1. As shown in Fig. 3b, we observe a T2 dependence of
the pressure with temperature. This behaviour is reminiscent of a
Fermi liquid, and indicates that pseudogap effects expected for
strongly interacting Fermi superfluids26 do not show up at the ther-
modynamic level within our experimental precision. In analogy with
3He or heavy-fermion metals, we fit our data with the EOS:

P m, Tð Þ~2P1 m, 0ð Þ j{3=2
n z

5p2

8
j{1=2
n

m#

m

kBT

m

' (2
 !

ð4Þ

Here P1(m, 0)5 1/15p2(2m/"2)3/2m5/2 is the pressure of a single-
component Fermi gas at zero temperature, m* is the quasi-particle

mass, and j{1
n is the compressibility of the normal gas extrapolated to

zero temperature, and normalized to that of an ideal gas of same
density. We deduce two new parameters m*/m5 1.13(3) and
jn5 0.51(2). Despite the strong interactions,m* is close tom, unlike
theweakly interacting 3He liquid forwhich2.7,m*/m, 5.8, depend-
ing on pressure. Our jn value is in agreement with the variational
fixed-node Monte Carlo calculations jn5 0.54 in ref. 27 and

jn5 0.56 in ref. 10, and with the quantum Monte Carlo calcula-
tion jn5 0.52 in ref. 28. This yields the Landau parameters
Fs
0~jnm

#=m{1~{0:42 and Fs
1~3 m#=m{1ð Þ~0:39.

In the lowest temperature points (Fig. 3c) we observe a sudden
deviation of the data from the fitted equation (4) at (kBT/m)c5
0.32(3) (see Supplementary Information). We interpret this beha-
viour as the transition from the normal phase to the superfluid phase.
This critical ratio has been extensively calculated in recent years. Our
value is in close agreement with the diagrammatic Monte Carlo cal-
culation (kBT/m)c5 0.32(2) of ref. 6 and with the quantum Monte
Carlo calculation (kBT/m)c5 0.35(3) of ref. 28; but it differs from the
self-consistent approach in ref. 8 that gives (kBT/m)c5 0.41, from the
renormalization group prediction 0.24 in ref. 29, and from several
other less precise theories. From equation (4) we deduce the total
density n5 n11 n25 hP(mi5m, T)/hm and the Fermi energy
EF5 kBTF5"2/2m(3p2n)2/3 at the transition point. We obtain (m/
EF)c5 0.49(2) and (T/TF)c5 0.157(15), in very good agreement with
ref. 6. Our measurement is the first direct determination of (m/EF)c

x

z
y

6Li imaging 7Li imaging

Figure 2 | Schematic representation of our atomic sample. The 6Li atomic
cloud is imaged in the direction y; the column density is then integrated
along the direction x to give !nn zð Þ. The 7Li atoms are imaged after a time of
flight along the z direction.
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Figure 3 | Equation of state of a spin-balanced unitary Fermi gas. a, Finite-
temperature equation of state (EOS) h(1, f) (black dots). The error bars
represented at f5 0.14 and f5 2.3 indicate the 6%accuracy in f and h of our
EOS. The red curves are the successive virial expansions up to fourth order.
The blue triangles are from ref. 6, the green stars from ref. 7, the purple
diamonds from ref. 8, and the blue solid line from ref. 9. The grey region
indicates the superfluid phase. b, EOS P(m, T)/2P1(m, 0) as a function of
(kBT/m)

2, fitted by the Fermi liquid EOS, equation (4). The red dashed line is
the non-interacting Fermi gas (NIFG). The horizontal dot-dashed and
dotted lines indicate respectively the zero-temperature pressure of the
superfluid phase!j{3=2

s and that of the normal phase!j{3=2
n . c, Expanded

view of b near Tc. The sudden deviation of the data from the fit occurs at
(kBT/m)c5 0.32(3) that we interpret as the superfluid transition. The black
dashed line indicates the mean value of the data points below Tc.
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Our measurements on the sloshing and compression
modes are summarized in Table I, including the two small
corrections. For the data in the strongly interacting BEC
regime (1=kFa * 1) we used the weaker trap with
!?=2! ! 290 Hz to minimize unwanted heating by in-
elastic collisions. Closer to resonance (1=kFa & 1) inelas-
tic processes are strongly suppressed, but the increasing
cloud size introduces larger anharmonicity shifts. Here we
chose the deeper trap with!?=2! ! 590 Hz. On the BCS
side of the resonance we observed increased damping as a
precursor of the breakdown of hydrodynamics [9,11]. We
thus restricted our measurements to magnetic fields below
850 G to ensure low damping rates ("=!? < 0:01) and
superfluid hydrodynamics.

At a given magnetic field, a set of measurements on the
sloshing and compression modes typically takes a few
hours. To minimize uncertainties from slow drifts and
day-to-day variations we always took the sloshing mode
reference measurement right before or after the compres-
sion mode data. By repeating measurements under identi-
cal settings we found a typical remaining fractional
uncertainty for the normalized compression mode frequen-
cies of 5" 10#3, which is about 2–3 times larger than the
fit errors of individual measurements.

In Fig. 3 we show our final results on the normalized
compression mode frequency in the BEC-BCS crossover.
The two theory curves [19] correspond to the equation of
state from mean-field BCS theory (lower curve) and the
one from quantum Monte Carlo calculations (upper curve).
Our data confirm the quantum Monte Carlo predictions and

rule out the mean-field BCS theory. In the strongly inter-
acting BEC regime (1=kFa * 1) our data are well above
the value of 2. This highlights the presence of the long-
sought beyond-mean-field effects [17] in collective modes
of a strongly interacting gas [18,26].

We finally address the question of how nonzero tem-
peratures influence the compression mode frequency. At
unitarity, a recent experiment [27] has found small fre-
quency upshifts with temperature. For a BEC, however,
theory [28] predicts temperature-induced down-shifts,
which compete with the up-shifts from beyond-mean-field
effects. We have performed a set of measurements on
temperature shifts in the strongly interacting BEC regime
(1=kFa $ 0:94). Before exciting the collective oscillation,
the evaporatively cooled gas was kept in the recompressed
trap for a variable hold time of up to 1.5 s. During this time
residual heating by inelastic processes slowly increased the
temperature, which we observed as a substantial increase
of damping with time. The damping rate " thus serves us as
a very sensitive, but uncalibrated thermometer [8,27].
Figure 4, where we plot the normalized compression
mode frequency versus damping rate, clearly shows a
temperature-induced down-shift. We note that previous
measurements in the strongly interacting BEC regime
[9,11] were performed at relatively large damping rates

TABLE I. Experimental data on radial collective modes in the
BEC-BCS crossover. The data in the upper seven (lower eight)
rows refer to the sets of measurements taken in the shallower
(deeper) trap with U0 $ 1:8 #K and EF $ 500 nK (U0 $
7:3 #K and EF $ 800 nK). The values in parentheses indicate
1$ fit uncertainties of individual measurements. Note that a
systematic scaling uncertainty of %4% for 1=kFa results from
the uncertainty in the atom number N $ 2:0&5' " 105.

Sloshing Compression Correction
B 1=kFa !?=2! % !c=2! "=!? &%2 b'
(G) (Hz) (Hz) (10#4)

727.8 2.21 292.7(5) 0.083(3) 596.3(6) 0.007(2) 48 20
735.1 1.96 298.6(5) 0.091(3) 602.8(8) 0.008(3) 60 26
742.5 1.75 294.5(5) 0.067(3) 593.2(7) 0.005(2) 33 28
749.8 1.55 296.3(4) 0.073(3) 599.0(7) 0.006(2) 38 28
760.9 1.27 296.0(4) 0.088(2) 592.3(7) 0.009(2) 58 24
771.9 1.03 293.6(7) 0.074(5) 586.2(8) 0.007(3) 41 27
834.1 0 287.5(7) 0.073(5) 519.4(9) 0.014(3) 55 94
757.2 1.07 605.0(9) 0.065(3) 1210.9(12) 0.010(2) 32 13
768.2 0.87 592.5(7) 0.069(2) 1186.6(12) 0.012(2) 36 16
775.6 0.75 590.2(4) 0.060(1) 1170.2(21) 0.007(4) 28 14
782.2 0.64 604.8(9) 0.061(3) 1187.1(16) 0.006(3) 29 16
801.3 0.38 586.8(7) 0.063(2) 1135.2(12) 0.010(2) 33 24
812.3 0.24 586.5(7) 0.058(2) 1106.9(16) 0.014(3) 30 33
834.1 0 596.3(9) 0.070(3) 1089.0(12) 0.010(2) 48 40
849.1 #0:14 583.2(7) 0.052(2) 1046.7(37) 0.007(2) 29 47

 

FIG. 3 (color online). Normalized compression mode fre-
quency fc versus interaction parameter 1=kFa. The experimental
data include the small corrections for trap ellipticity and anhar-
monicity and can thus be directly compared to theory in the limit
of an elongated harmonic trap with cylindrical symmetry. The
open and closed circles refer to the measurements listed in
Table I for !?=2! ! 290 Hz and 590 Hz, respectively. The
error bars indicate the typical scatter of the data points. The filled
triangle shows a zero-temperature extrapolation of the measure-
ments displayed in Fig. 4. The theory curves refer to mean-field
BCS theory (lower curve) and QMC calculations (upper curve)
and correspond to the data presented in Ref. [19]. The horizontal
dashed lines indicate the values for the BEC limit (fc $ 2) and
the unitarity limit (fc $

!!!!!!!!!!!
10=3

p
$ 1:826).
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ω

Figure 1. The two regimes of k values for the pseudo-potential in the Bogoliubov
approach. Another characteristic value of k, of the order of 1/a� k0, will appear
later. Moreover, for a potential of finite range b, the scale k ∼ 1/b can also play an
important role (see Lecture 3).

particle of momentum ~k with the condensate of density n ; the second
term corresponds to the initial energy gn of the particle when it is part of
the condensate (direct term).

This dispersion relation, plotted in figure 2, is obtained by assuming a
fluid of low density [cf. 3] and therefore does not allow the description of
strongly interacting systems such as liquid helium: in particular, it does
not contain its famous roton-maxon structure plotted in figure 3. On the
other hand, it is in principle well adapted to the description of gaseous
Bose-Einstein condensates, at least as long as one does not get too close to
a scattering resonance.

In this chapter, we will first describe the experimental measurements
of the LHY energy made on dilute atomic gases. We will then move on
to measurements of the excitation spectrum: we will first present the now
classic results of Steinhauer, Ozeri, et al. (2002) which are very well de-
scribed by (5). These measurements were made in both the phonon regime
and the free particle regime, but always keeping ka� 1. We will then look
at more recent experiments conducted in Boulder (Papp, Pino, et al. 2008)
and Cambridge (Lopes, Eigen, et al. 2017a), which extended the measure-
ment range to the ka ∼ 1 region, leading to notable deviations from (5).

The last part of this chapter will be devoted to the case of a mixture of
two quantum gases noted 1 and 2. Depending on the values of the three
interaction parameters gij with i, j = 1, 2, this mixture can be miscible or
immiscible in the framework of the mean field theory. In particular, immis-

0 1 2 3 4
0
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15

k/k0

h̄
ω
k
/ε

k
0

Figure 2. Bogoliubov dispersion relation (5) in solid blue line with k0 = 1/ξ =√
8πna and εk0 = ~2k2

0/2m. The red dashed line corresponds to the phonon
regime. The purple dashed curve gives the dispersion relation of a free particle
εk = ~2k2/2m.

Figure 3. Excitation spectrum for superfluid liquid helium; the dotted line rep-
resents the experimental data of Donnelly, Donnelly, et al. (1981) and the points
with error bar the results of the quantum Monte Carlo calculation of Moroni,
Galli, et al. (1998). The dashed line is an upper bound obtained from the Feynman
approach. Figure taken from Pitaevskii & Stringari (2016).
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cibility occurs when the dispersion relation of the homogeneous mixture,
which generalizes (5), gives rise to complex frequencies ω, leading to ex-
ponential divergences from a small initial perturbation. We will then see,
following the proposal of Petrov (2015), how it is possible to use LHY ef-
fects to stabilize this mixture in the form of quantum droplets.

1 LHY energy measurements

1-1 The three-body loss problem

The quantitative measurement of the LHY energy is not easy since it is by
definition (at least for a one-component gas) only a small correction to the
mean field energy. One could think of increasing experimentally its relative
contribution by momentarily increasing the scattering length a thanks to a
Feshbach resonance, even if it means giving up the Bogoliubov approach
to describe precisely the system. One could then take advantage of the fact
that ELHY grows as a5/2 [cf. (1)] while the mean field energy only grows as
a.

Nevertheless, this increase of a cannot be done in practice up to arbi-
trarily large values. One is indeed limited by the three-body recombination
losses, whose rate varies as L3 ∼ a4/m, to within a multiplicative factor,
in the vicinity of a scattering resonance (Fedichev, Reynolds, et al. 1996).
In this process, two of the atoms form a molecule of size ∼ a and energy
∼ −~2/ma2, with the third body carrying away the energy released dur-
ing the formation of the weakly bound dimer. This dimer can then relax
to a more strongly bound molecular state and escape from the confining
trap. For a reliable measurement of the LHY energy, it is necessary that
the increase of a is made only for a short duration τ , such that L3n

2τ � 1,
thus ensuring that the density varies little during the measurement. But
the duration τ must also be at least equal to the time it takes the system to
reach its equilibrium for the new value of a, typically ~/µ. As an order of
magnitude, we can take here the value of the chemical potential given by
the mean field theory, µ = gn. The conjunction of these two inequalities
leads to:

~
µ
< τ <

1

L3n2
⇒ na3 � 1. (7)

At zero temperature1, the study of a Bose gas at equilibrium can only be
done for small values of na3 (for a review, see Chevy & Salomon (2016)).
We now detail some of the lines that have been explored to highlight this
LHY energy.

1-2 Use of the breathing mode

This approach takes advantage of an important theoretical result estab-
lished by Pitaevskii & Rosch (1997). Consider a condensate described by
mean-field theory, confined in a two-dimensional isotropic harmonic trap
in the xy plane, (i) in the form of a disk or (ii) in the form of a very elon-
gated cigar of axis z. In both cases, the breathing mode in the xy plane
always has frequency ωbrea. = 2ω, where ω is the trap frequency. This re-
sult can be proved relatively simply by studying the evolution of 〈r2〉(t)
from the Gross–Pitaevskii equation in 2D:

i~
∂ψ

∂t
= − ~2

2m
∇2ψ + gN |ψ|2ψ +

1

2
mω2r2ψ (8)

whatever the value of the product Ng (ψ is normalized to unity). It was
verified experimentally for the first time by Chevy, Bretin, et al. (2001).

Any deviation of ωbrea. from the 2ω frequency thus signals a beyond
mean-field contribution to the energy of the gas. This is the principle of the
experiment of Altmeyer, Riedl, et al. (2007), carried out on a gas of 6Li, the
fermionic isotope of lithium. The authors prepared the gas in the vicinity of
a Feshbach resonance (834 G), on the a > 0 side of the resonance. To a first
approximation, the gas in its equilibrium state is then essentially formed of
6Li2 dimers, bosonic molecules that form a Bose–Einstein condensate. This
gas is confined in a hybrid trap: the harmonic confinement in the xy plane
is ensured by a laser beam of wavelength 1030 nm and waist 54µm. The
frequency ω/2π is adjusted between 290 and 590 Hz by varying the power
of this laser. The confinement along the z axis is ensured by a magnetic
trap, of frequency ωz/2π = 22.4 Hz.

The excitation of the breathing mode is done by reducing the power of
the confining laser for a short time interval. The gas is then allowed to

1We will see in a later chapter that this condition can be relaxed at higher temperatures, in
the non-degenerate regime, and becomes nλ3 � 1.
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power of the recompressed trap. At 135 mW (540 mW), the
trap is 1:8 !K (7:3 !K) deep and the radial trap frequency
is !r ! 2"" 290 Hz (590 Hz). The Fermi energy of a
noninteracting cloud is calculated to EF # @2k2

F=2m #
@$3!2

r!zN%1=3 # kB " 500 nK (800 nK); here m is the
mass of an atom and kB is Boltzmann’s constant.

Since our first measurements on collective excitation
modes [9], we have upgraded our apparatus with a two-
dimensional acousto-optical deflection system for the trap-
ping beam and a new imaging system along the trapping
beam axis. These two improvements provide us with full
access to manipulate and observe the radial motion.

The trap beam profile is somewhat elliptic because of
imperfections and aberrations in the optical set up. To
simultaneously excite the two eigenmodes of the radial
sloshing motion, we initially displace the trapped sample
into a direction between the horizontal and vertical princi-
pal axes of the radial potential. After a variable hold time,
during which the cloud oscillates freely, we turn off the
optical trap. After a time of flight of typically 4 ms we take
an absorption image of the released cloud. The center-of-
mass position of the cloud then reflects its momentum at
the instant of release. The experimental results in Fig. 1
demonstrate the sloshing with a beat between the two
eigenmodes. A careful analysis of such data [21] allows
us to determine the eigenfrequencies !x (horizontal slosh-
ing) and !y (vertical sloshing) to within a relative uncer-
tainty of typically 2" 10&3. We finally derive the mean
sloshing frequency !? # !!!!!!!!!!!!!x!y

p and the ellipticity pa-
rameter # # $!y &!x%=!?.

To excite the radial compression oscillation we reduce
the trap light power for a short time interval of '100 !s,
inducing an oscillation with a relative amplitude of typi-

cally 10%. After a variable hold time the cloud is released
from the trap. From fits of two-dimensional Thomas-Fermi
profiles to images of the expanding cloud taken 4 ms after
release, we determine the mean cloud radius. A typical set
of measurements is shown in Fig. 2. A fit of a damped
harmonic oscillation to such data yields the frequency !c
and damping rate $ of the radial compression mode.

Our experiments are performed close to the limit of an
elongated harmonic trap potential with cylindrical symme-
try. This elementary case is of great general relevance for
many quantum gas experiments in optical and magnetic
traps (see, e.g., [22]), and collective excitations are con-
veniently normalized to the radial trap frequency !r
[18,19]. The compression mode frequency can then be
written as !c # fc!r, where fc is a dimensionless func-
tion of the interaction parameter 1=kFa and is related to an
effective polytropic index ! [18,19] of the equation of state
by !2

c # 2$!( 1%!2
r .

In order to compare our experimental results with the-
ory, we consider the quantity fc, i.e., the normalized com-
pression mode frequency of the ideal, cylindrically
symmetric, elongated trap. We find, that for our experi-
mental conditions, fc is approximated by the ratio !c=!?
of the measured compression mode (!c) and mean slosh-
ing mode (!?) frequencies to better than 1%. On the
desired accuracy level of 10&3, however, two small effects
have to be taken into account: the residual trap ellipticity
and the anharmonicity of the radial potential in combina-
tion with the spatial extension of the trapped sample. We
thus introduce two small corresponding corrections, ex-
pressing fc in the form fc # $1& %#2 ( b&%!c=!?.

For the ellipticity correction %#2, a straightforward so-
lution of the hydrodynamic eigenfrequency equation [21]
yields % # $2( !%=4!, where ! can be approximated by
! # $!c=!?%2=2& 1. For the anharmonicity correction,
the parameter & # 1

2m!
2
?r

2
rms=U0 relates the potential

energy associated with the root-mean-square radius rrms
[23] of the trapped cloud to the trap depth. The coefficient
b results from the differential anharmonicity shifts in the
compression and sloshing modes and can be calculated
according to [21,24,25]. We obtain [21] b # 0:167 and
0.280 in the limits of BEC and unitarity, respectively. 

FIG. 1 (color online). Radial sloshing observed at a trap power
of 540 mW and B # 735 G (1=kFa # 1:55). The two-
dimensional center-of-mass motion is represented in a coordi-
nate system (x0, y0) rotated by 45) with respect to the principal
axes of the trap. The beat signal between the two sloshing
eigenmodes demonstrates the ellipticity of the trap with the
two eigenfrequencies !x=2" # 570 Hz and !y=2" # 608 Hz
(ellipticity # # 0:066).

 

FIG. 2 (color online). Radial compression oscillation observed
for the same conditions as the sloshing mode data in Fig. 1. The
radial width is determined by averaging the horizontal and
vertical Thomas-Fermi radii after expansion. Here we obtain
!c=2" # 1185 Hz.
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Figure 4. Evolution of
√
〈r2〉(t) (breathing mode) for a 6Li gas (fermions) in

the neighborhood of a Feshbach resonance. The gas is prepared on the a > 0
side of the resonance so that the 6Li atoms are present essentially as 6Li2 bosonic
molecules. The frequency (here 1185 Hz) is measured with a precision ∼ 10−3.
Figure extracted from Altmeyer, Riedl, et al. (2007).

oscillate in the trap for an adjustable amount of time before its radius is
measured. An example of the oscillation is shown in figure 4.

This experiment is repeated for different values of the scattering length
a and the ratio ωbrea./ω is plotted as a function of 1/a in figure 5. In the
molecular condensate regime (kFa . 1), this ratio is notably above 2, and
the deviation from 2 is in good agreement with a numerical calculation
based on a quantum Monte Carlo approach (figure 5, top). Note that the
experimental data have been (slightly) corrected to take into account the
non-isotropy of the trap (∼ 7 %) as well as its anharmonicity.

The fact that the gas is prepared in the vicinity of a Feshbach resonance
complicates the attribution of the non-zero value of ωbrea. − 2ω to LHY
effects alone. We have reported in figure 5 (bottom) an analysis made by
S. Nascimbene from the theoretical predictions of Stringari (2004). It shows
that for the values of 1/kFa explored here, which remain relatively small,
one is still far from the prediction for a "simple" Bose–Einstein condensate.

Our measurements on the sloshing and compression
modes are summarized in Table I, including the two small
corrections. For the data in the strongly interacting BEC
regime (1=kFa * 1) we used the weaker trap with
!?=2! ! 290 Hz to minimize unwanted heating by in-
elastic collisions. Closer to resonance (1=kFa & 1) inelas-
tic processes are strongly suppressed, but the increasing
cloud size introduces larger anharmonicity shifts. Here we
chose the deeper trap with!?=2! ! 590 Hz. On the BCS
side of the resonance we observed increased damping as a
precursor of the breakdown of hydrodynamics [9,11]. We
thus restricted our measurements to magnetic fields below
850 G to ensure low damping rates ("=!? < 0:01) and
superfluid hydrodynamics.

At a given magnetic field, a set of measurements on the
sloshing and compression modes typically takes a few
hours. To minimize uncertainties from slow drifts and
day-to-day variations we always took the sloshing mode
reference measurement right before or after the compres-
sion mode data. By repeating measurements under identi-
cal settings we found a typical remaining fractional
uncertainty for the normalized compression mode frequen-
cies of 5" 10#3, which is about 2–3 times larger than the
fit errors of individual measurements.

In Fig. 3 we show our final results on the normalized
compression mode frequency in the BEC-BCS crossover.
The two theory curves [19] correspond to the equation of
state from mean-field BCS theory (lower curve) and the
one from quantum Monte Carlo calculations (upper curve).
Our data confirm the quantum Monte Carlo predictions and

rule out the mean-field BCS theory. In the strongly inter-
acting BEC regime (1=kFa * 1) our data are well above
the value of 2. This highlights the presence of the long-
sought beyond-mean-field effects [17] in collective modes
of a strongly interacting gas [18,26].

We finally address the question of how nonzero tem-
peratures influence the compression mode frequency. At
unitarity, a recent experiment [27] has found small fre-
quency upshifts with temperature. For a BEC, however,
theory [28] predicts temperature-induced down-shifts,
which compete with the up-shifts from beyond-mean-field
effects. We have performed a set of measurements on
temperature shifts in the strongly interacting BEC regime
(1=kFa $ 0:94). Before exciting the collective oscillation,
the evaporatively cooled gas was kept in the recompressed
trap for a variable hold time of up to 1.5 s. During this time
residual heating by inelastic processes slowly increased the
temperature, which we observed as a substantial increase
of damping with time. The damping rate " thus serves us as
a very sensitive, but uncalibrated thermometer [8,27].
Figure 4, where we plot the normalized compression
mode frequency versus damping rate, clearly shows a
temperature-induced down-shift. We note that previous
measurements in the strongly interacting BEC regime
[9,11] were performed at relatively large damping rates

TABLE I. Experimental data on radial collective modes in the
BEC-BCS crossover. The data in the upper seven (lower eight)
rows refer to the sets of measurements taken in the shallower
(deeper) trap with U0 $ 1:8 #K and EF $ 500 nK (U0 $
7:3 #K and EF $ 800 nK). The values in parentheses indicate
1$ fit uncertainties of individual measurements. Note that a
systematic scaling uncertainty of %4% for 1=kFa results from
the uncertainty in the atom number N $ 2:0&5' " 105.

Sloshing Compression Correction
B 1=kFa !?=2! % !c=2! "=!? &%2 b'
(G) (Hz) (Hz) (10#4)

727.8 2.21 292.7(5) 0.083(3) 596.3(6) 0.007(2) 48 20
735.1 1.96 298.6(5) 0.091(3) 602.8(8) 0.008(3) 60 26
742.5 1.75 294.5(5) 0.067(3) 593.2(7) 0.005(2) 33 28
749.8 1.55 296.3(4) 0.073(3) 599.0(7) 0.006(2) 38 28
760.9 1.27 296.0(4) 0.088(2) 592.3(7) 0.009(2) 58 24
771.9 1.03 293.6(7) 0.074(5) 586.2(8) 0.007(3) 41 27
834.1 0 287.5(7) 0.073(5) 519.4(9) 0.014(3) 55 94
757.2 1.07 605.0(9) 0.065(3) 1210.9(12) 0.010(2) 32 13
768.2 0.87 592.5(7) 0.069(2) 1186.6(12) 0.012(2) 36 16
775.6 0.75 590.2(4) 0.060(1) 1170.2(21) 0.007(4) 28 14
782.2 0.64 604.8(9) 0.061(3) 1187.1(16) 0.006(3) 29 16
801.3 0.38 586.8(7) 0.063(2) 1135.2(12) 0.010(2) 33 24
812.3 0.24 586.5(7) 0.058(2) 1106.9(16) 0.014(3) 30 33
834.1 0 596.3(9) 0.070(3) 1089.0(12) 0.010(2) 48 40
849.1 #0:14 583.2(7) 0.052(2) 1046.7(37) 0.007(2) 29 47

 

FIG. 3 (color online). Normalized compression mode fre-
quency fc versus interaction parameter 1=kFa. The experimental
data include the small corrections for trap ellipticity and anhar-
monicity and can thus be directly compared to theory in the limit
of an elongated harmonic trap with cylindrical symmetry. The
open and closed circles refer to the measurements listed in
Table I for !?=2! ! 290 Hz and 590 Hz, respectively. The
error bars indicate the typical scatter of the data points. The filled
triangle shows a zero-temperature extrapolation of the measure-
ments displayed in Fig. 4. The theory curves refer to mean-field
BCS theory (lower curve) and QMC calculations (upper curve)
and correspond to the data presented in Ref. [19]. The horizontal
dashed lines indicate the values for the BEC limit (fc $ 2) and
the unitarity limit (fc $
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In the balanced case,model-independent thermometry is notoriously
difficult because of the strong interactions. Inspired by ref. 24, we over-
come this issue by measuring the temperature of a 7Li cloud in thermal
equilibrium with the 6Li mixture (see Methods).

The central chemical potential m0 is fitted on the hottest clouds so
that the EOS agrees in the classical regime f? 1 with the second-
order virial expansion h 1, fð Þ<2 1zf{1

! ffiffiffi
2

p# $
(ref. 25). For colder

clouds we proceed recursively. The EOS of an image recorded at
temperature T has some overlap with the previously determined
EOS from all images with T9.T. In this overlap region, m0 is fitted
to minimize the distance between the two EOSs. This provides a new
portion of the EOS at lower temperature. Using 40 images of clouds
prepared at different temperatures, we thus reconstruct a low-noise
EOS from the classical part down to the degenerate regime, as shown
in Fig. 3a.

We now comment on the main features of the EOS. At high tem-
perature, the EOS can be expanded in powers of f21 as a virial
expansion11:
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where bk is the kth virial coefficient. As we have b2~1
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2
p

in the
measurement scheme described above, our data provide for the first
time the experimental values of b3 and b4. b3520.35(2) is in excellent
agreement with the recent calculation b3520.2912 325/2520.355
from ref. 11, but not with b35 1.05 from ref. 12. b45 0.096(15)
involves the four-fermionproblemat unitarity and could interestingly
be computed along the lines of ref. 11.

Let us now focus on the low-temperature regime of the normal
phase f= 1. As shown in Fig. 3b, we observe a T2 dependence of
the pressure with temperature. This behaviour is reminiscent of a
Fermi liquid, and indicates that pseudogap effects expected for
strongly interacting Fermi superfluids26 do not show up at the ther-
modynamic level within our experimental precision. In analogy with
3He or heavy-fermion metals, we fit our data with the EOS:
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Here P1(m, 0)5 1/15p2(2m/"2)3/2m5/2 is the pressure of a single-
component Fermi gas at zero temperature, m* is the quasi-particle

mass, and j{1
n is the compressibility of the normal gas extrapolated to

zero temperature, and normalized to that of an ideal gas of same
density. We deduce two new parameters m*/m5 1.13(3) and
jn5 0.51(2). Despite the strong interactions,m* is close tom, unlike
theweakly interacting 3He liquid forwhich2.7,m*/m, 5.8, depend-
ing on pressure. Our jn value is in agreement with the variational
fixed-node Monte Carlo calculations jn5 0.54 in ref. 27 and

jn5 0.56 in ref. 10, and with the quantum Monte Carlo calcula-
tion jn5 0.52 in ref. 28. This yields the Landau parameters
Fs
0~jnm

#=m{1~{0:42 and Fs
1~3 m#=m{1ð Þ~0:39.

In the lowest temperature points (Fig. 3c) we observe a sudden
deviation of the data from the fitted equation (4) at (kBT/m)c5
0.32(3) (see Supplementary Information). We interpret this beha-
viour as the transition from the normal phase to the superfluid phase.
This critical ratio has been extensively calculated in recent years. Our
value is in close agreement with the diagrammatic Monte Carlo cal-
culation (kBT/m)c5 0.32(2) of ref. 6 and with the quantum Monte
Carlo calculation (kBT/m)c5 0.35(3) of ref. 28; but it differs from the
self-consistent approach in ref. 8 that gives (kBT/m)c5 0.41, from the
renormalization group prediction 0.24 in ref. 29, and from several
other less precise theories. From equation (4) we deduce the total
density n5 n11 n25 hP(mi5m, T)/hm and the Fermi energy
EF5 kBTF5"2/2m(3p2n)2/3 at the transition point. We obtain (m/
EF)c5 0.49(2) and (T/TF)c5 0.157(15), in very good agreement with
ref. 6. Our measurement is the first direct determination of (m/EF)c
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Figure 2 | Schematic representation of our atomic sample. The 6Li atomic
cloud is imaged in the direction y; the column density is then integrated
along the direction x to give !nn zð Þ. The 7Li atoms are imaged after a time of
flight along the z direction.
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Figure 3 | Equation of state of a spin-balanced unitary Fermi gas. a, Finite-
temperature equation of state (EOS) h(1, f) (black dots). The error bars
represented at f5 0.14 and f5 2.3 indicate the 6%accuracy in f and h of our
EOS. The red curves are the successive virial expansions up to fourth order.
The blue triangles are from ref. 6, the green stars from ref. 7, the purple
diamonds from ref. 8, and the blue solid line from ref. 9. The grey region
indicates the superfluid phase. b, EOS P(m, T)/2P1(m, 0) as a function of
(kBT/m)

2, fitted by the Fermi liquid EOS, equation (4). The red dashed line is
the non-interacting Fermi gas (NIFG). The horizontal dot-dashed and
dotted lines indicate respectively the zero-temperature pressure of the
superfluid phase!j{3=2

s and that of the normal phase!j{3=2
n . c, Expanded

view of b near Tc. The sudden deviation of the data from the fit occurs at
(kBT/m)c5 0.32(3) that we interpret as the superfluid transition. The black
dashed line indicates the mean value of the data points below Tc.
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Our measurements on the sloshing and compression
modes are summarized in Table I, including the two small
corrections. For the data in the strongly interacting BEC
regime (1=kFa * 1) we used the weaker trap with
!?=2! ! 290 Hz to minimize unwanted heating by in-
elastic collisions. Closer to resonance (1=kFa & 1) inelas-
tic processes are strongly suppressed, but the increasing
cloud size introduces larger anharmonicity shifts. Here we
chose the deeper trap with!?=2! ! 590 Hz. On the BCS
side of the resonance we observed increased damping as a
precursor of the breakdown of hydrodynamics [9,11]. We
thus restricted our measurements to magnetic fields below
850 G to ensure low damping rates ("=!? < 0:01) and
superfluid hydrodynamics.

At a given magnetic field, a set of measurements on the
sloshing and compression modes typically takes a few
hours. To minimize uncertainties from slow drifts and
day-to-day variations we always took the sloshing mode
reference measurement right before or after the compres-
sion mode data. By repeating measurements under identi-
cal settings we found a typical remaining fractional
uncertainty for the normalized compression mode frequen-
cies of 5" 10#3, which is about 2–3 times larger than the
fit errors of individual measurements.

In Fig. 3 we show our final results on the normalized
compression mode frequency in the BEC-BCS crossover.
The two theory curves [19] correspond to the equation of
state from mean-field BCS theory (lower curve) and the
one from quantum Monte Carlo calculations (upper curve).
Our data confirm the quantum Monte Carlo predictions and

rule out the mean-field BCS theory. In the strongly inter-
acting BEC regime (1=kFa * 1) our data are well above
the value of 2. This highlights the presence of the long-
sought beyond-mean-field effects [17] in collective modes
of a strongly interacting gas [18,26].

We finally address the question of how nonzero tem-
peratures influence the compression mode frequency. At
unitarity, a recent experiment [27] has found small fre-
quency upshifts with temperature. For a BEC, however,
theory [28] predicts temperature-induced down-shifts,
which compete with the up-shifts from beyond-mean-field
effects. We have performed a set of measurements on
temperature shifts in the strongly interacting BEC regime
(1=kFa $ 0:94). Before exciting the collective oscillation,
the evaporatively cooled gas was kept in the recompressed
trap for a variable hold time of up to 1.5 s. During this time
residual heating by inelastic processes slowly increased the
temperature, which we observed as a substantial increase
of damping with time. The damping rate " thus serves us as
a very sensitive, but uncalibrated thermometer [8,27].
Figure 4, where we plot the normalized compression
mode frequency versus damping rate, clearly shows a
temperature-induced down-shift. We note that previous
measurements in the strongly interacting BEC regime
[9,11] were performed at relatively large damping rates

TABLE I. Experimental data on radial collective modes in the
BEC-BCS crossover. The data in the upper seven (lower eight)
rows refer to the sets of measurements taken in the shallower
(deeper) trap with U0 $ 1:8 #K and EF $ 500 nK (U0 $
7:3 #K and EF $ 800 nK). The values in parentheses indicate
1$ fit uncertainties of individual measurements. Note that a
systematic scaling uncertainty of %4% for 1=kFa results from
the uncertainty in the atom number N $ 2:0&5' " 105.

Sloshing Compression Correction
B 1=kFa !?=2! % !c=2! "=!? &%2 b'
(G) (Hz) (Hz) (10#4)

727.8 2.21 292.7(5) 0.083(3) 596.3(6) 0.007(2) 48 20
735.1 1.96 298.6(5) 0.091(3) 602.8(8) 0.008(3) 60 26
742.5 1.75 294.5(5) 0.067(3) 593.2(7) 0.005(2) 33 28
749.8 1.55 296.3(4) 0.073(3) 599.0(7) 0.006(2) 38 28
760.9 1.27 296.0(4) 0.088(2) 592.3(7) 0.009(2) 58 24
771.9 1.03 293.6(7) 0.074(5) 586.2(8) 0.007(3) 41 27
834.1 0 287.5(7) 0.073(5) 519.4(9) 0.014(3) 55 94
757.2 1.07 605.0(9) 0.065(3) 1210.9(12) 0.010(2) 32 13
768.2 0.87 592.5(7) 0.069(2) 1186.6(12) 0.012(2) 36 16
775.6 0.75 590.2(4) 0.060(1) 1170.2(21) 0.007(4) 28 14
782.2 0.64 604.8(9) 0.061(3) 1187.1(16) 0.006(3) 29 16
801.3 0.38 586.8(7) 0.063(2) 1135.2(12) 0.010(2) 33 24
812.3 0.24 586.5(7) 0.058(2) 1106.9(16) 0.014(3) 30 33
834.1 0 596.3(9) 0.070(3) 1089.0(12) 0.010(2) 48 40
849.1 #0:14 583.2(7) 0.052(2) 1046.7(37) 0.007(2) 29 47

 

FIG. 3 (color online). Normalized compression mode fre-
quency fc versus interaction parameter 1=kFa. The experimental
data include the small corrections for trap ellipticity and anhar-
monicity and can thus be directly compared to theory in the limit
of an elongated harmonic trap with cylindrical symmetry. The
open and closed circles refer to the measurements listed in
Table I for !?=2! ! 290 Hz and 590 Hz, respectively. The
error bars indicate the typical scatter of the data points. The filled
triangle shows a zero-temperature extrapolation of the measure-
ments displayed in Fig. 4. The theory curves refer to mean-field
BCS theory (lower curve) and QMC calculations (upper curve)
and correspond to the data presented in Ref. [19]. The horizontal
dashed lines indicate the values for the BEC limit (fc $ 2) and
the unitarity limit (fc $
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Figure 5. Top: Variation of fc = ωbrea./ω as a function of 1/kFa with kF =(
24m3ω2ωzN/~3

)1/6. The open (resp. full) disks were obtained with ω/2π =
290 Hz (resp. 590 Hz). The black curve is the prediction of the mean field theory
and is compatible with a limit ωbrea. = 2ω in the limit kFa � 1, corresponding
to a weakly interacting molecular condensate. The red curve is a quantum Monte
Carlo calculation, taking into account the LHY corrections. Figure extracted from
Altmeyer, Riedl, et al. (2007). Bottom: same experimental data, with in dashed
line the contribution of the LHY effects only. The continuous curve is deduced
from the equation of state measured by Nascimbène, Navon, et al. (2010). Figure
adapted from S. Nascimbene’s thesis.
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In the balanced case,model-independent thermometry is notoriously
difficult because of the strong interactions. Inspired by ref. 24, we over-
come this issue by measuring the temperature of a 7Li cloud in thermal
equilibrium with the 6Li mixture (see Methods).

The central chemical potential m0 is fitted on the hottest clouds so
that the EOS agrees in the classical regime f? 1 with the second-
order virial expansion h 1, fð Þ<2 1zf{1

! ffiffiffi
2

p# $
(ref. 25). For colder

clouds we proceed recursively. The EOS of an image recorded at
temperature T has some overlap with the previously determined
EOS from all images with T9.T. In this overlap region, m0 is fitted
to minimize the distance between the two EOSs. This provides a new
portion of the EOS at lower temperature. Using 40 images of clouds
prepared at different temperatures, we thus reconstruct a low-noise
EOS from the classical part down to the degenerate regime, as shown
in Fig. 3a.

We now comment on the main features of the EOS. At high tem-
perature, the EOS can be expanded in powers of f21 as a virial
expansion11:
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where bk is the kth virial coefficient. As we have b2~1
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in the
measurement scheme described above, our data provide for the first
time the experimental values of b3 and b4. b3520.35(2) is in excellent
agreement with the recent calculation b3520.2912 325/2520.355
from ref. 11, but not with b35 1.05 from ref. 12. b45 0.096(15)
involves the four-fermionproblemat unitarity and could interestingly
be computed along the lines of ref. 11.

Let us now focus on the low-temperature regime of the normal
phase f= 1. As shown in Fig. 3b, we observe a T2 dependence of
the pressure with temperature. This behaviour is reminiscent of a
Fermi liquid, and indicates that pseudogap effects expected for
strongly interacting Fermi superfluids26 do not show up at the ther-
modynamic level within our experimental precision. In analogy with
3He or heavy-fermion metals, we fit our data with the EOS:
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Here P1(m, 0)5 1/15p2(2m/"2)3/2m5/2 is the pressure of a single-
component Fermi gas at zero temperature, m* is the quasi-particle

mass, and j{1
n is the compressibility of the normal gas extrapolated to

zero temperature, and normalized to that of an ideal gas of same
density. We deduce two new parameters m*/m5 1.13(3) and
jn5 0.51(2). Despite the strong interactions,m* is close tom, unlike
theweakly interacting 3He liquid forwhich2.7,m*/m, 5.8, depend-
ing on pressure. Our jn value is in agreement with the variational
fixed-node Monte Carlo calculations jn5 0.54 in ref. 27 and

jn5 0.56 in ref. 10, and with the quantum Monte Carlo calcula-
tion jn5 0.52 in ref. 28. This yields the Landau parameters
Fs
0~jnm

#=m{1~{0:42 and Fs
1~3 m#=m{1ð Þ~0:39.

In the lowest temperature points (Fig. 3c) we observe a sudden
deviation of the data from the fitted equation (4) at (kBT/m)c5
0.32(3) (see Supplementary Information). We interpret this beha-
viour as the transition from the normal phase to the superfluid phase.
This critical ratio has been extensively calculated in recent years. Our
value is in close agreement with the diagrammatic Monte Carlo cal-
culation (kBT/m)c5 0.32(2) of ref. 6 and with the quantum Monte
Carlo calculation (kBT/m)c5 0.35(3) of ref. 28; but it differs from the
self-consistent approach in ref. 8 that gives (kBT/m)c5 0.41, from the
renormalization group prediction 0.24 in ref. 29, and from several
other less precise theories. From equation (4) we deduce the total
density n5 n11 n25 hP(mi5m, T)/hm and the Fermi energy
EF5 kBTF5"2/2m(3p2n)2/3 at the transition point. We obtain (m/
EF)c5 0.49(2) and (T/TF)c5 0.157(15), in very good agreement with
ref. 6. Our measurement is the first direct determination of (m/EF)c
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Figure 2 | Schematic representation of our atomic sample. The 6Li atomic
cloud is imaged in the direction y; the column density is then integrated
along the direction x to give !nn zð Þ. The 7Li atoms are imaged after a time of
flight along the z direction.
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Figure 3 | Equation of state of a spin-balanced unitary Fermi gas. a, Finite-
temperature equation of state (EOS) h(1, f) (black dots). The error bars
represented at f5 0.14 and f5 2.3 indicate the 6%accuracy in f and h of our
EOS. The red curves are the successive virial expansions up to fourth order.
The blue triangles are from ref. 6, the green stars from ref. 7, the purple
diamonds from ref. 8, and the blue solid line from ref. 9. The grey region
indicates the superfluid phase. b, EOS P(m, T)/2P1(m, 0) as a function of
(kBT/m)

2, fitted by the Fermi liquid EOS, equation (4). The red dashed line is
the non-interacting Fermi gas (NIFG). The horizontal dot-dashed and
dotted lines indicate respectively the zero-temperature pressure of the
superfluid phase!j{3=2

s and that of the normal phase!j{3=2
n . c, Expanded

view of b near Tc. The sudden deviation of the data from the fit occurs at
(kBT/m)c5 0.32(3) that we interpret as the superfluid transition. The black
dashed line indicates the mean value of the data points below Tc.
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Our measurements on the sloshing and compression
modes are summarized in Table I, including the two small
corrections. For the data in the strongly interacting BEC
regime (1=kFa * 1) we used the weaker trap with
!?=2! ! 290 Hz to minimize unwanted heating by in-
elastic collisions. Closer to resonance (1=kFa & 1) inelas-
tic processes are strongly suppressed, but the increasing
cloud size introduces larger anharmonicity shifts. Here we
chose the deeper trap with!?=2! ! 590 Hz. On the BCS
side of the resonance we observed increased damping as a
precursor of the breakdown of hydrodynamics [9,11]. We
thus restricted our measurements to magnetic fields below
850 G to ensure low damping rates ("=!? < 0:01) and
superfluid hydrodynamics.

At a given magnetic field, a set of measurements on the
sloshing and compression modes typically takes a few
hours. To minimize uncertainties from slow drifts and
day-to-day variations we always took the sloshing mode
reference measurement right before or after the compres-
sion mode data. By repeating measurements under identi-
cal settings we found a typical remaining fractional
uncertainty for the normalized compression mode frequen-
cies of 5" 10#3, which is about 2–3 times larger than the
fit errors of individual measurements.

In Fig. 3 we show our final results on the normalized
compression mode frequency in the BEC-BCS crossover.
The two theory curves [19] correspond to the equation of
state from mean-field BCS theory (lower curve) and the
one from quantum Monte Carlo calculations (upper curve).
Our data confirm the quantum Monte Carlo predictions and

rule out the mean-field BCS theory. In the strongly inter-
acting BEC regime (1=kFa * 1) our data are well above
the value of 2. This highlights the presence of the long-
sought beyond-mean-field effects [17] in collective modes
of a strongly interacting gas [18,26].

We finally address the question of how nonzero tem-
peratures influence the compression mode frequency. At
unitarity, a recent experiment [27] has found small fre-
quency upshifts with temperature. For a BEC, however,
theory [28] predicts temperature-induced down-shifts,
which compete with the up-shifts from beyond-mean-field
effects. We have performed a set of measurements on
temperature shifts in the strongly interacting BEC regime
(1=kFa $ 0:94). Before exciting the collective oscillation,
the evaporatively cooled gas was kept in the recompressed
trap for a variable hold time of up to 1.5 s. During this time
residual heating by inelastic processes slowly increased the
temperature, which we observed as a substantial increase
of damping with time. The damping rate " thus serves us as
a very sensitive, but uncalibrated thermometer [8,27].
Figure 4, where we plot the normalized compression
mode frequency versus damping rate, clearly shows a
temperature-induced down-shift. We note that previous
measurements in the strongly interacting BEC regime
[9,11] were performed at relatively large damping rates

TABLE I. Experimental data on radial collective modes in the
BEC-BCS crossover. The data in the upper seven (lower eight)
rows refer to the sets of measurements taken in the shallower
(deeper) trap with U0 $ 1:8 #K and EF $ 500 nK (U0 $
7:3 #K and EF $ 800 nK). The values in parentheses indicate
1$ fit uncertainties of individual measurements. Note that a
systematic scaling uncertainty of %4% for 1=kFa results from
the uncertainty in the atom number N $ 2:0&5' " 105.

Sloshing Compression Correction
B 1=kFa !?=2! % !c=2! "=!? &%2 b'
(G) (Hz) (Hz) (10#4)

727.8 2.21 292.7(5) 0.083(3) 596.3(6) 0.007(2) 48 20
735.1 1.96 298.6(5) 0.091(3) 602.8(8) 0.008(3) 60 26
742.5 1.75 294.5(5) 0.067(3) 593.2(7) 0.005(2) 33 28
749.8 1.55 296.3(4) 0.073(3) 599.0(7) 0.006(2) 38 28
760.9 1.27 296.0(4) 0.088(2) 592.3(7) 0.009(2) 58 24
771.9 1.03 293.6(7) 0.074(5) 586.2(8) 0.007(3) 41 27
834.1 0 287.5(7) 0.073(5) 519.4(9) 0.014(3) 55 94
757.2 1.07 605.0(9) 0.065(3) 1210.9(12) 0.010(2) 32 13
768.2 0.87 592.5(7) 0.069(2) 1186.6(12) 0.012(2) 36 16
775.6 0.75 590.2(4) 0.060(1) 1170.2(21) 0.007(4) 28 14
782.2 0.64 604.8(9) 0.061(3) 1187.1(16) 0.006(3) 29 16
801.3 0.38 586.8(7) 0.063(2) 1135.2(12) 0.010(2) 33 24
812.3 0.24 586.5(7) 0.058(2) 1106.9(16) 0.014(3) 30 33
834.1 0 596.3(9) 0.070(3) 1089.0(12) 0.010(2) 48 40
849.1 #0:14 583.2(7) 0.052(2) 1046.7(37) 0.007(2) 29 47

 

FIG. 3 (color online). Normalized compression mode fre-
quency fc versus interaction parameter 1=kFa. The experimental
data include the small corrections for trap ellipticity and anhar-
monicity and can thus be directly compared to theory in the limit
of an elongated harmonic trap with cylindrical symmetry. The
open and closed circles refer to the measurements listed in
Table I for !?=2! ! 290 Hz and 590 Hz, respectively. The
error bars indicate the typical scatter of the data points. The filled
triangle shows a zero-temperature extrapolation of the measure-
ments displayed in Fig. 4. The theory curves refer to mean-field
BCS theory (lower curve) and QMC calculations (upper curve)
and correspond to the data presented in Ref. [19]. The horizontal
dashed lines indicate the values for the BEC limit (fc $ 2) and
the unitarity limit (fc $
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p
$ 1:826).
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Figure 6. Measure of the equation of state P (µ) from the image of a gas confined in
a harmonic trap. Using the local density approximation, the pressure P is obtained
from

∫
n(x1, x2, x3) dx1 dx2 (cf. chapter 1).

1-3 Determination of the equation of state

We described in chapter 1 the measure of the equation of state of a gas
confined in a harmonic trap from its integrated density profile along two
spatial directions (Nascimbène, Navon, et al. 2010) [see figure 6]. In chap-
ter 1, we were interested in the low phase space density limit and we de-
scribed how some coefficients of the virial expansion could be extracted
from these experiments. The same type of experiment allows one to study
the equation of state at very low temperature, in the strongly degenerate
regime.

Navon, Piatecki, et al. (2011) used a gas of ∼ 60 000 atoms of 7Li (a
bosonic isotope of lithium) that they prepared to a "standard" value for
the scattering length, a ∼ 10 nm. They then modified the magnetic field
to approach a Fano-Feshbach resonance (B = 738 G) and measured the
gas pressure for different values of a, ranging from 30 to 100 nm. These
measurements are made at very low temperature so that the only ther-
modynamic variable relevant from a grand-canonical point of view is the
chemical potential µ, which can be measured in units of the energy scale
~2/ma2.

The results for pressure, measured in units of Pa = ~2/ma5, are shown
in figure 7. The prediction of the mean field theory is P = gn2/2 and
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Mesure de l’équation d’état

Gaz de 7Li (bosons) préparé avec une longueur de diffusion “modeste”,  nm, puis 
augmentée adiabatiquement grâce à une résonance de Fano-Feshbach (30 à 100 nm)

a ≃ 10

to the vicinity of the Feshbach resonance in 150 ms and the
density distribution is recorded using in situ absorption
imaging (Fig. 1). As the EOS critically depends on the
scattering length, a precise knowledge of the latter close to
the Feshbach resonance is essential. In view of the discrep-
ancy between two recent works [15,17], we have indepen-
dently calibrated the scattering length aðBÞ as a function of
magnetic field B by radio-frequency molecule association
spectroscopy [18], as described in the Supplemental
Material [19].

For the measurement of the EOS, we follow the method
of [9,20–23]. Accordingly, the local pressure PðzÞ along
the symmetry axis of a harmonically trapped gas is related
to the doubly integrated in situ density profile !nðzÞ ¼R
dxdynðx; y; zÞ:

Pð!zÞ ¼
m!2

r

2"
!nðzÞ: (2)

This formula relies on the local-density approximation in
which the local chemical potential is defined as !z ¼
!0 $ 1

2m!2
zz

2, where !0 is the global chemical potential
of the gas.

To measure the pressure at different interaction strengths
we have selected images with atom numbers in the range of
3–4% 104 in order to avoid high optical densities during
absorption imaging while keeping a good signal-to-noise
ratio. A total of 50 images are used, spanning values of
a=a0 from 700 to 2150. We calibrate the relation between
the integrated optical density and the pressure of the gas
at weak interaction, well described by mean-field theory
(inset of Fig. 2). The density profiles then generate the

EOS (2). The global chemical potential !0 remains to be
determined. For this work, we infer !0 self-consistently in
a model-independent way from the density profiles (see the
Supplemental Material [19]).
In the dilute limit na3 & 1, where the EOS is universal,

dimensional analysis can be used to write the grand
canonical EOS of the homogeneous Bose gas at zero
temperature in the form

Pð!; aÞ ¼ @2
ma5

hð#Þ; (3)

where # ' !a3=g is the (grand canonical) gas parameter
and hð#Þ is the normalized pressure. This EOS contains all
thermodynamic macroscopic properties of the system. For
example, the energy can be deduced from the pressure
using a Legendre transform detailed in the Supplemental
Material [19], and in particular, its LHYasymptotic expan-
sion (1). According to the above definition of h, the mean-
field EOS simply reads hð#Þ ¼ 2"#2. These predictions
for hð#Þ are compared to the experimental data points in
Fig. 2, and to our QMC calculation. We observe a clear
departure of the EOS from the mean-field prediction
[dashed gray line (dashed red online)]. At the largest
measured value of # ¼ 2:8% 10$3 our data show a reduc-
tion of 20% of the pressure with respect to the mean-field
result.
We observe that LHY theory accurately describes our

experimental data and is hardly distinguishable from the
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FIG. 1 (color online). Doubly integrated density profile of a
trapped Bose gas at a scattering length a=a0 ¼ 2150, used to
measure the LHY expansion (1). The average over 5 experimen-
tal images is shown in black points. The QMC predictions for
3:9% 104 atoms are plotted in a solid line for T=Tc ¼ 0:75 in
red, 0.5 in orange, 0.25 in green, and 0.125 in purple (solid lines
from bottom to top). Inset: $2 deviation per degree of freedom of
a single experimental density profile with QMC results at differ-
ent temperatures. The excellent agreement between experimen-
tal profiles and QMC validates the zero-temperature assumption
for the EOS measurement.
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FIG. 2 (color online). Equation of state of the homogeneous
Bose gas expressed as the normalized pressure h as a function of
the gas parameter #. The gas samples for the data shown in the
main panel (inset) have been prepared at scattering lengths of
a=a0 ¼ 1450 and 2150 (a=a0 ¼ 700). The gray (red online)
solid line corresponds to the LHY prediction, and the gray
(red online) dashed line to the mean-field EOS hð#Þ ¼ 2"#2.
In the weakly interacting regime the data are well described by
mean-field theory (inset), in opposition to stronger interactions
where beyond-mean-field effects are important (main panel).
The QMC EOS at T=Tc ¼ 0:25 (solid black line) is nearly
indistinguishable from the LHY EOS. The shaded (green online)
area delimits the uncertainty of 5% on the value of a.
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Figure 7. Equation of state for a 7Li Bose gas: measurement of the pressure P as a
function of the chemical potential µ. Red solid and dashed lines: analytical predic-
tion including or not the LHY correction. Black line: numerical results obtained
by a quantum Monte Carlo method. The region colored in green delimits the un-
certainty zone related to the determination of a. Figure extracted from Navon,
Piatecki, et al. (2011).

µ = gn [with g = 4π~2a/m], and it thus corresponds to the quadratic law
P = µ2/2g. This prediction, indicated by the red dashed line, is clearly not
in agreement with the experimental results for larger values of µ.

Quantum fluctuations are taken into account using the LHY result
given in (1) and the thermodynamic relations taken here at zero entropy
(ground state):

P = −
(
∂E

∂L3

)

S,N

=
1

2
gn2

(
1 +

3

2
α
√
na3 + . . .

)
(9)

µ =

(
∂E

∂N

)

S,L3

= gn

(
1 +

5

2
α
√
na3 + . . .

)
(10)
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from which we deduce by elimination of na3:

P =
µ2

2g

(
1− α

√
µa3/g

)
(11)

This LHY prediction, shown as a red solid line in figure 7, is in excellent
agreement with the data, as are the Monte Carlo results (black solid line)
obtained assuming a temperature T . Tc/4, where Tc is the condensation
temperature of the ideal gas.

1-4 Momentum distribution and kinetic energy

We now return to the momentum distribution deduced from the Bogoli-
ubov approximation and discuss the total kinetic energy derived from it.
For this analysis, we momentarily leave the pseudo-potential approach
and return to a regular interaction potential V (r) of Fourier transform Ṽk.

In the calculation of the quantum depletion (Chapter 3), we obtained
the value of the population n̄k of each momentum state ~k:

n̄k = |vk|2 =
1

2


 εk + nṼk√

ε2k + 2nṼkεk

− 1


 , (12)

from which we can deduce the kinetic energy

Ekin =
∑

k

~2k2

2m
n̄k. (13)

The population n̄k represents the momentum distribution of the gas, as it
can be measured in a time-of-flight experiment, if we abruptly switch off
the interaction potential at the beginning of the ballistic expansion.

For a regular potential, we explained in the previous chapter that one
can distinguish three domains for k, which we recall in figure 8 :

• The phonon domain, k � ξ−1, which leads to n̄k ∝ 1/kξ. These states
are thus highly populated without leading to a divergence of the quan-
tum depletion or the kinetic energy due to the Jacobian in k2 dk which
appears in the 3D integration volume element.

k
0 k0 = 1/ξ 1/b

εk � nṼk ≈ nṼ0 εk � nṼk ≈ nṼ0 εk � nṼk 6= nṼ0

domain 1 domain 2 domain 3

Figure 8. The three domains relevant to the k wavenumber.

• The intermediate domain ξ−1 � k � b−1, in which the kinetic energy
term εk dominates the interaction term Ṽk, but where we can still re-
place Ṽk by its value at the origin Ṽ0. We then obtain a power law for
the momentum distribution:

n̄k ≈
n2Ṽ 2

0

4ε2k
=
C/L3

k4
with C ≡ (4πa)2nN. (14)

This law in k−4 is an important characteristic of interacting gases. We
will find it again when we study the formalism of the contact of Tan.

• The very large momentum domain, b−1 � k. The decay of Ṽk then be-
comes significant and the momentum distribution decays faster than
in the intermediate domain:

n̄k ∝
Ṽ 2
k

k4
. (15)

This zone of very high momentum is absent for the pseudo-potential,
since the latter amounts to taking Ṽk constant equal to g for all values
of k.

The faster than k−4 decay of n̄k is essential to ensure that the kinetic
energy of the gas takes a finite value. Indeed, in three dimensions, a mo-
mentum distribution varying like C/k4 up to infinity leads to a divergence
of the integral

∫
~2k2

2m

C

k4
d3k =

∫
~2k2

2m

C

k4
4πk2 dk. (16)

Such a divergence, which leads to an infinite kinetic energy, will occur if we
model V (r) as a contact potential since we will then have Ṽk = Ṽ0 for all k.
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As the total energy ELHY is finite, this means that the positive divergence
of the kinetic energy must be compensated by a negative divergence of
the interaction energy. This last point is easily verified; let us write the
interaction potential involved in the Bogoliubov Hamiltonian as

V̂ = gn
(
N̂ ′ + Ô

)
(17)

where N̂ ′ =
∑

k 6=0 a
†
kak is the operator number of particles outside k = 0

and
Ô =

1

2

∑

k 6=0

aka−k + H.c. (18)

The divergence comes from the contribution of 〈Ô〉 which is written in the
Bogoliubov vacuum:

〈Ô〉 = −1

2

∑

k 6=0

ukvk〈bkb†k〉+ c.c. = −
∑

k 6=0

ukvk. (19)

The argument of the sum indeed behaves like k−2 at large k, so that the
three-dimensional integral on k (with its Jacobian in 4πk2 dk) diverges. We
will come back to these two divergences of the kinetic energy and the po-
tential energy when we study the contact.

2 The excitation spectrum of a condensate

2-1 Summing the Born expansion

The diagonalization of the Bogoliubov Hamiltonian carried out in the pre-
vious chapters led us to the expression of the dispersion relation for the
elementary excitations of the gas. We treated two different cases: for a
regular potential in the Born approximation, we found

regular potential (Born): ~ωk =
[
εk

(
εk + 2nṼk

)]1/2
(20)

and for the pseudo-potential :

Pseudo-pot.: ~ωk = [εk (εk + 2ng)]
1/2 with g =

4π~2a

m
. (21)

Let us look at the first of these two relations, concerning the case of
a regular potential. We see that it involves the Fourier transform of the
potential k. If we restrict ourselves to momenta k small in front of 1/b,
where b is the range of the potential, we can use

k � 1

b
: Ṽk ≈ Ṽ0 =

4π~2a(1)

m
(22)

where a(1) is the scattering length, at order 1 of the Born expansion. Recall
that it is only legitimate to restrict to this first order if the scattering length
a is very small in front of the range b, i.e. 1

b � 1
a . In fact, as we explained in

the previous chapter, it is possible to go further in Born’s expansion and to
sum the whole Born series (Beliaev 1958a; Beliaev 1958b). This requires go-
ing beyond the Bogoliubov Hamiltonian: to study the interaction between
an atom with momentum ~k and an atom of the condensate with zero mo-
mentum, one must take into account the passage through a virtual state
where both atoms have momentum k1,k2 with k = k1 + k2:

k, N − 1 : 0 −→ k1,k2, N − 2 : 0 −→ k, N − 1 : 0 (23)

which is only possible by the action of terms like a†k1
a†k2

aka0 for the first
arrow and a†ka

†
0ak1ak2 for the second. These terms, which contain only

one operator a0 or a†0, have been neglected when restricting the N -body
Hamiltonian to its quadratic approximation.

Once this resummation is done, we arrive at an expression formally
identical to the one obtained in the case of the pseudopotential in (21). The
constraint a � b has no more reason to exist if all the terms of the Born
expansion are taken into account (provided that this expansion converges,
of course) and we arrive for the regular potential at the same result as the
one obtained for the pseudo-potential:

k � 1

a
,

1

b
: ~ωk = [εk (εk + 2ng)]

1/2
. (24)

2-2 Measurement of the Bogoliubov spectrum

We will briefly describe here the quantitative measurement of the Bogoli-
ubov spectrum made by Steinhauer, Ozeri, et al. (2002) [see also course
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By the Landau criterion, the superfluid critical velocity
yc cannot be greater than v!k, for any excitation v"k#
in the spectrum [1]. Note that vortex production usually
limits the speed of superfluid flow to a value lower than
v!k [19,20].

Our condensate of 87Rb atoms in the 5s1!2, F ! 2,
mF ! 2 ground state is produced in a QUIC (quadrupole
and Ioffe configuration) magnetic trap [21], loaded by a
double MOT system. The magnetic trap contains 6 3
107 atoms. After 22 sec of evaporation, 1 3 105 atoms
remain, forming a nearly pure condensate, with a thermal
fraction of 5% or less. The bias magnetic field is 2 G. The
radial and axial trapping frequencies are 220 and 25 Hz,
respectively, yielding radial and axial Thomas-Fermi radii
of 3 mm and R ! 28 mm, respectively.

v"k# is measured by Bragg spectroscopy [5,22]. Two
Bragg beams A and B with approximately parallel polar-
ization, separated by an angle 3± # u # 130±, illuminate
the condensate for a time tB. The frequency of beam A
is greater than the frequency of beam B by an amount v
determined by two acousto-optic modulators. If a pho-
ton is absorbed from A and emitted into B, an excitation
is produced with energy v and momentum k, where k !
2kp sin"u!2#, and kp is the photon wave number. Here,
we neglect the possibility that a single photon will excite
multiple excitations, in contrast to the case of superfluid
4He [1,23].

The time average of m!h during the Bragg pulse is
determined [24] by the radial size of the condensate after
free expansion with and without the pulse, giving m!h !
1.91 6 0.09 kHz, which is taken to be the relevant value
for v"k#.

The wave vector "k is adjusted to be along the axis of
the cigar-shaped condensate. To insure that the entire con-
densate is stimulated by the Bragg pulse, the length of
the pulse tB is chosen such that the spectral width of the
pulse is roughly equal to the intrinsic width of the reso-
nance. For this experiment, the broadening due to inho-
mogeneous density Dnld always dominates the Doppler
broadening [5], and is given by [4] 0.45 kHz for large
k, and 0.3v"k#!"2p# in the phonon regime. Thus, tB is
chosen to be roughly "2Dnld#21. For large k, the reso-
nance may be further broadened by s-wave scattering. For
k $ 6.8 mm21, s-wave scattering is clearly visible.

The beams are detuned D ! 6.5 GHz below the 5S1!2,
F ! 2 ! 5P3!2, F ! 3 transition. The intensities IA
and IB of each beam are adjusted to values between
0.1 mW cm22 and 1.1 mW cm22, so that the number of
excitations is 10% to 20% of the number of atoms in
the condensate. For pulses of this strength, the chemical
potential decreases by an average of only 12% during the
pulse.

After the Bragg pulse, the atoms are allowed to expand
freely, transforming the excitations into free particles [6],
which are subsequently imaged by absorption, as shown
in Fig. 1. The left and right clouds correspond to the
condensate and excitations, respectively.

FIG. 1. The Bragg and condensate clouds. (a) Average of
two absorption images after 38 msec time of flight, following
a resonant Bragg pulse with k ! 2.8 mm21, in the phonon re-
gime. (b) Cross section of the same image. The dashed line is
a Gaussian fit to the condensate cloud, used to find the zero of
momentum. The radial and axial coordinates are indicated by
r and z, respectively.

To determine the efficiency of stimulation of excitations
by the Bragg pulse, the total momentum in the axial direc-
tion relative to the center of the condensate cloud is com-
puted from the image, in the combined regions of the two
clouds. The total momentum is divided by Noh̄k, where
No is the average number of atoms in the condensate during
the Bragg pulse, to obtain the efficiency. This efficiency is
somewhat exaggerated though, because the total momen-
tum includes momentum from the release process.

The thus-measured efficiency P"k, v# for each direc-
tion is shown in Fig. 2, for k ! 2.8 mm21. The curve of
P"k, v# is well approximated by a Gaussian plus a con-
stant. The constant results from the background in the im-
ages. The symmetric shape of P"k, v# about the resonance
frequency probably reflects the spectral shape of the Bragg
pulse, rather than the intrinsic shape which is expected to
be asymmetric [4]. Therefore, the notation P"k, v# is em-
ployed, rather than S"k, v#, whose shape is the intrinsic
shape.

The resonant frequency is taken as the center value of the
Gaussian fit to P"k, v#, as shown in Fig. 2. v"k# is taken
as the average of the resonant frequencies for the left and

ω

ω π

FIG. 2. The efficiency P"k, v# for k ! 2.8 mm21. The open
and filled circles are for left- and right-traveling clouds, respec-
tively. The lines are fits of a Gaussian plus a constant.
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By the Landau criterion, the superfluid critical velocity
yc cannot be greater than v!k, for any excitation v"k#
in the spectrum [1]. Note that vortex production usually
limits the speed of superfluid flow to a value lower than
v!k [19,20].

Our condensate of 87Rb atoms in the 5s1!2, F ! 2,
mF ! 2 ground state is produced in a QUIC (quadrupole
and Ioffe configuration) magnetic trap [21], loaded by a
double MOT system. The magnetic trap contains 6 3
107 atoms. After 22 sec of evaporation, 1 3 105 atoms
remain, forming a nearly pure condensate, with a thermal
fraction of 5% or less. The bias magnetic field is 2 G. The
radial and axial trapping frequencies are 220 and 25 Hz,
respectively, yielding radial and axial Thomas-Fermi radii
of 3 mm and R ! 28 mm, respectively.

v"k# is measured by Bragg spectroscopy [5,22]. Two
Bragg beams A and B with approximately parallel polar-
ization, separated by an angle 3± # u # 130±, illuminate
the condensate for a time tB. The frequency of beam A
is greater than the frequency of beam B by an amount v
determined by two acousto-optic modulators. If a pho-
ton is absorbed from A and emitted into B, an excitation
is produced with energy v and momentum k, where k !
2kp sin"u!2#, and kp is the photon wave number. Here,
we neglect the possibility that a single photon will excite
multiple excitations, in contrast to the case of superfluid
4He [1,23].

The time average of m!h during the Bragg pulse is
determined [24] by the radial size of the condensate after
free expansion with and without the pulse, giving m!h !
1.91 6 0.09 kHz, which is taken to be the relevant value
for v"k#.

The wave vector "k is adjusted to be along the axis of
the cigar-shaped condensate. To insure that the entire con-
densate is stimulated by the Bragg pulse, the length of
the pulse tB is chosen such that the spectral width of the
pulse is roughly equal to the intrinsic width of the reso-
nance. For this experiment, the broadening due to inho-
mogeneous density Dnld always dominates the Doppler
broadening [5], and is given by [4] 0.45 kHz for large
k, and 0.3v"k#!"2p# in the phonon regime. Thus, tB is
chosen to be roughly "2Dnld#21. For large k, the reso-
nance may be further broadened by s-wave scattering. For
k $ 6.8 mm21, s-wave scattering is clearly visible.

The beams are detuned D ! 6.5 GHz below the 5S1!2,
F ! 2 ! 5P3!2, F ! 3 transition. The intensities IA
and IB of each beam are adjusted to values between
0.1 mW cm22 and 1.1 mW cm22, so that the number of
excitations is 10% to 20% of the number of atoms in
the condensate. For pulses of this strength, the chemical
potential decreases by an average of only 12% during the
pulse.

After the Bragg pulse, the atoms are allowed to expand
freely, transforming the excitations into free particles [6],
which are subsequently imaged by absorption, as shown
in Fig. 1. The left and right clouds correspond to the
condensate and excitations, respectively.

FIG. 1. The Bragg and condensate clouds. (a) Average of
two absorption images after 38 msec time of flight, following
a resonant Bragg pulse with k ! 2.8 mm21, in the phonon re-
gime. (b) Cross section of the same image. The dashed line is
a Gaussian fit to the condensate cloud, used to find the zero of
momentum. The radial and axial coordinates are indicated by
r and z, respectively.

To determine the efficiency of stimulation of excitations
by the Bragg pulse, the total momentum in the axial direc-
tion relative to the center of the condensate cloud is com-
puted from the image, in the combined regions of the two
clouds. The total momentum is divided by Noh̄k, where
No is the average number of atoms in the condensate during
the Bragg pulse, to obtain the efficiency. This efficiency is
somewhat exaggerated though, because the total momen-
tum includes momentum from the release process.

The thus-measured efficiency P"k, v# for each direc-
tion is shown in Fig. 2, for k ! 2.8 mm21. The curve of
P"k, v# is well approximated by a Gaussian plus a con-
stant. The constant results from the background in the im-
ages. The symmetric shape of P"k, v# about the resonance
frequency probably reflects the spectral shape of the Bragg
pulse, rather than the intrinsic shape which is expected to
be asymmetric [4]. Therefore, the notation P"k, v# is em-
ployed, rather than S"k, v#, whose shape is the intrinsic
shape.

The resonant frequency is taken as the center value of the
Gaussian fit to P"k, v#, as shown in Fig. 2. v"k# is taken
as the average of the resonant frequencies for the left and

ω

ω π

FIG. 2. The efficiency P"k, v# for k ! 2.8 mm21. The open
and filled circles are for left- and right-traveling clouds, respec-
tively. The lines are fits of a Gaussian plus a constant.

120407-2 120407-2

Figure 9. Left: Image of an atomic cloud after a Bragg pulse. The diffracted cloud
is moving in the x > 0 direction. Right: resonance curve. Both types of symbols
correspond to diffracted clouds moving in the x > 0 or x < 0 direction. Figure
extracted from Steinhauer, Ozeri, et al. (2002).

2016]. This experiment is based on Bragg spectroscopy, which we have
already described in the previous chapter. Recall that this experimental
technique consists in studying the linear response of the fluid to a probe
that can transfer a momentum ~q and an energy ~ω. For cold atomic gases,
this probe is generally2 formed by a pair of light beams of wave vectors
k1 and k2, the atoms gaining momentum ~q = ~(k1 − k2) and energy
~ω = ~(ω1 − ω2) in an "absorption – stimulated emission" process.

Steinhauer, Ozeri, et al. (2002) worked with a rubidium 87 condensate,
and a pair of light beams whose angle varies between 3 and 130 degrees,
which corresponds to q between 0.4 and 15 µm−1. The healing length is
ξ ≈ 0.25µm, so that qξ varies between 0.1 (phonon regime) and 4 (free
particle regime). A typical example of the result is shown in figure 9 for
q = 2.8µm−1. This image taken after a time of flight clearly shows the
(small) fraction of atoms excited by the light pulse, on the right side of the
condensate.

If we assume that the observed signal corresponds to the creation of
a single elementary excitation for each elementary Bragg process (we will
come back to this assumption later), the resonance curve of these processes
gives direct access to the desired dispersion relation ωq . The results are
presented in figure 10. The agreement with Bogoliubov’s prediction (24) is
remarkable, both in the phononic and in the free particle regime.

2For another type of probe, however, see Guarrera, Würtz, et al. (2011)
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right directions, which removes the effects of the Doppler
shift resulting from any sloshing of the condensate in the
trap during the Bragg pulse.

Figure 3a shows the measured excitation spectrum,
which agrees well with (2). A linear phonon regime is
seen for low k, and a parabolic single-particle regime for
high k. The excitations seen to have the smallest value of
v!k are the phonons. Therefore, by the Landau criterion,
the superfluid velocity yc is bounded by v!k for the
phonons.

The inset of Fig. 3a shows the low k region of v"k#.
To extract the initial slope from the data, (2) is fit to the
points with k less than 3 mm21, with m taken as a fit
parameter. The fit is not shown in the figure. The result
gives the speed of sound for the condensate to be ceff !
2.0 6 0.1 mm sec21, which is also the measured upper

FIG. 3. (a) The measured excitation spectrum v"k# of a
trapped Bose-Einstein condensate. The solid line is the Bogo-
liubov spectrum with no free parameters, in the LDA for
m ! 1.91 kHz. The dashed line is the parabolic free-particle
spectrum. For most points, the error bars are not visible on the
scale of the figure. The inset shows the linear phonon regime.
(b) The difference between the excitation spectrum and the
free-particle spectrum. Error bars represent 1s statistical un-
certainty. The theoretical curve is the Bogoliubov spectrum in
the LDA for m ! 1.91 kHz, minus the free-particle spectrum.

bound for yc. This value is in good agreement with the
theoretical LDA value of 2.01 6 0.05 mm sec21. The line
at 2pR21 indicates the excitation whose wavelength is
equal to the Thomas-Fermi radius of the condensate in the
axial direction. The measured v"k# agrees with the LDA,
even for k values approaching this lower limit of the region
of validity. As k goes to zero, v"k# is seen to approach
zero, rather than exciting the lowest order radial mode,
the breathing mode, which is twice the radial trapping
frequency, 440 Hz [12,13].

In Fig. 3a, the measured v"k# is clearly above the
parabolic free-particle spectrum h̄k2!"2m#, reflecting the
interaction energy of the condensate. To emphasize the in-
teraction energy, v"k# is shown again in Fig. 3b, after
subtraction of the free-particle spectrum. This curve ap-
proaches a constant for large k, given by the second term
in (4).

For a constant rate of production of excitations, the in-
tegral of P"k, v# over v, equal to the integral of S"k,v#,
is related to S"k# by [25,26],

S"k# ! 2"pV2
RtB#21

Z

P"k, v# dv , (5)

where VR ! "G2!4D#
p

IAIB!Isat is the two-photon Rabi
frequency, G is the linewidth of the 5P3!2, F ! 3 ex-
cited state, D is the detuning, and Isat is the saturation
intensity. The closed circles in Fig. 4 are the measured
static structure factor S"k#, by (5). The values shown have
been increased by a factor of 2.3, giving rough agreement
with S"k# from Bogoliubov theory in the LDA (3). Equa-
tion (3) is indicated by a solid line. The required factor
of 2.3 probably reflects inaccuracies in the various val-
ues needed to compute VR . The open circles are com-
puted from (1), using the measured values of v"k# shown

ξπ

µ
FIG. 4. The filled circles are the measured static structure
factor, multiplied by an overall constant of 2.3. Error bars rep-
resent 1s statistical uncertainty, as well as the estimated uncer-
tainty in the two-photon Rabi frequency. The solid line is the
Bogoliubov structure factor, in the LDA for m ! 1.91 kHz. The
open circles are computed from the measured excitation spec-
trum of Fig. 3, and Feynman’s relation (1). For the open circles,
the error bars are not visible on the scale of the figure.
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Accord quantitatif avec la théorie de Bogoliubov

k ≪ 1/ξ

k ≫ 1/ξ

ℏωk ≈ ℏckphonons

ℏωk ≈ ϵk + gnparticules libres

Figure 10. Excitation spectrum measured by Bragg spectroscopy. The solid curve
shows the prediction (24) for the Bogoliubov spectrum. Figure extracted from
Steinhauer, Ozeri, et al. (2002).

One may wonder about the effect of the LHY terms on this excitation
spectrum:

• In the phononic case, these effects will modify the speed of sound in
the condensate. Let us start from the general relation

c =

√
1

m

(
∂P

∂n

)

S

, (25)

where the derivative is taken at constant entropy, i.e. for the ground
state in the case of interest here. The pressure P was given in (9) and
we deduce:

c =

√
gn

m

[
1 +

8√
π

√
na3 + . . .

]
. (26)

This result coincides with the one found by Beliaev by the method of
Green’s functions [see also Mohling & Sirlin (1960)].
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• In the free particle regime kξ � 1 (but ka � 1), Mohling & Sirlin
(1960) write the dispersion relation of an excitation in the form

ξ−1 � k � a−1 : ~ω(k) ≈ εk + 2gn− µ, (27)

where µ is the chemical potential of the condensate given in (10). The
physical interpretation of (27) is in line with that proposed above in
this regime: this relation represents the difference between the energy
of the particle in its final state, εk + 2gn, unmodified by terms beyond
the mean field at this order of the calculation3, and the energy required
to extract a particle from the condensate, i.e. the chemical potential µ.

For each of these two regimes, phonon and free particle, it seems diffi-
cult to detect beyond mean-field effects in a weakly interacting Bose gas,
given the present accuracy of the measurements.

2-3 Boulder and Cambridge experiments: q & 1/a

Using rubidium 85 and potassium 39, respectively, Papp, Pino, et al. (2008)
and Lopes, Eigen, et al. (2017a) have extended the measurement of the
response of a condensate by Bragg spectroscopy to much larger values of
qa, taking advantage of the existence of a Feshbach resonance for these
atomic species.

The results of Papp, Pino, et al. (2008) are shown in figure 11. The top
figure shows the deviation ~ωq − εq as a function of the scattering length
a. In the qξ � 1 regime, the Bogoliubov spectrum (24) predicts ~ωq − εq ≈
gn, i.e. a linear variation of this gap with a, which is not consistent with
observations.

This type of experiment was repeated over a wider range of qa values
by Lopes, Eigen, et al. (2017a). In this experiment, three values of q were
used, corresponding to three possible relative orientations of the k1 and k2

vectors. An example of resonance is shown in figure 12. The results for
different values of a and q are grouped together4 in figure 13. The plotted

3This can be understood by noting that the domain contributing to the integral for the
LHY correction is k . 1/ξ.

4For this data set, the maximum value of the small parameter
√
na3 is about 0.05.

surement value and then pulse on the Bragg beams. During
the pulse, the cloud’s inward motion is checked and it
begins to breathe outward. We model the resulting time-
dependent condensate density using a variational solution
to the Gross-Pitaevskii equation [28], which predicts that
the density of the cloud changes by less than 30% during
the Bragg pulse. We can meet this goal only by using
progressively shorter Bragg pulses for higher values of
desired a. The time- and space-averaged density during
the pulse is approximately 7:6! 1013 cm"3, but this de-
pends weakly on the final value of a.

After the Bragg pulse, we ramp a to 917a0 in order to
ensure that the momentum of the excitations is spread via
collisions [29,30] to the entire condensate sample. We then
infer the total momentum, and thus excitation fraction,
from the amplitude of the resulting axial slosh, measured
via an absorption image taken of the cloud at a time near its
axial turning point.

Figure 2 shows measured Bragg spectra for three values
of a. We fit each Bragg spectrum to an antisymmetric
function assuming a Gaussian peak and extract a center
frequency and an rms width. The Bragg line shift is the
difference between the fitted center and the ideal gas result
1
2!

@k2
2m ¼ 15:423 kHz. In Fig. 3(a) we plot our measured

line shifts as a function of the scattering length a. For a &
300a0 (where the predicted LHY correction is already a
10% effect), the measured line shift [d in Fig. 3(a)] agrees
with the simple mean-field result [Eq. (1)]. However, as the
scattering length is increased further, the resonance line
shift deviates significantly from the mean-field prediction.
The measured line shift reaches a maximum near a ¼
500a0 and then decreases as the scattering length is in-
creased further.

At large awe find that our measured line shift exhibits a
systematic dependence on the temperature of the sample
[31]. Noncondensed 85Rb atoms also respond to the Bragg
pulse, and this causes an observable effect in the measured
line shift when the spectral width of the condensate re-
sponse becomes comparable to that of the noncondensed
atoms (for a > 500a0). We vary the temperature of the gas

FIG. 2 (color online). Typical Bragg spectra at a scattering
length of 100a0 (blue triangles), 585a0 (red circles), and 890a0
(black squares). The excitation fraction is determined from the
measured momentum transferred to the BEC and plotted as a
function of the frequency difference between the two Bragg
beams. Lines are fits of the data as described in the text.
Mean-field theory predicts a continuous increase in the line shift
with increasing a; however, by 890a0 our data display a decreas-
ing shift with stronger interactions.

FIG. 3 (color online). (a) Bragg line shift and (b) width as a
function of scattering length. In (a) the open circles are our
observations. The solid circles are data corrected for a fitting
systematic associated with the broad thermal atom background,
and the error bars represent fit uncertainties. The theory lines and
LHY correction are as in Fig. 1 except they are calculated for the
trapped gas using a local density approximation for each of the
corresponding data points. The mean BEC density ranges from
6:3! 1013 cm"3 to 7:6! 1013 cm"3. Error bars on the theory
lines reflect uncertainty in these densities. Some of the error bars
have been omitted for clarity. In (b) the solid black circles are the
rms width of a Gaussian fit to the Bragg spectra. Black triangles
are from a fit to a convolution of various contributions to the
width calculated under the conditions of our measurements. The
remaining symbols characterize constituent contributions to the
convolution including the Lorentzian FWHM width due to
collisions (blue squares), and the rms width of a Gaussian fitted
to the contributions due to the inhomogeneous density (red
diamonds) and the pulse duration (green circles). The largest
contribution to the width comes from the pulse duration; because
the jump to large a initiates rapid expansion of the BEC, ever
shorter pulses are used to obtain the spectra at larger a.
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Figure 11. Top: Bragg spectroscopy of a 85Rb condensate, showing the reso-
nance frequency ωres/2π measured after subtraction of the "one particle" fre-
quency εq/h. The open symbols correspond to the direct measurements and the
closed symbols are the corrected data, once the contribution of the thermal part of
the cloud is taken into account. The lines correspond to different theoretical mod-
els. Bottom: width of the Bragg resonance giving access, at least qualitatively, to
the lifetime of the excitations. Figure extracted from Papp, Pino, et al. (2008).

quantity is

α = qa
~ωres(q)− εq

gn
(28)

and the experimental results are remarkably well fitted by the law:

α = qa
(

1− π

4
qa
)
, (29)

which leads to a cancellation of α in qa = 4/π ≈ 1.3. At this point, the
resonance frequency for the Bragg process is equal to the single atom fre-
quency, εq/h.

We will explain the rationale for this choice of the quadratic law (29) in
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theory assumes
ffiffiffiffiffiffiffiffi
na3

p
≪ 1. Moreover, it is valid only for

q ≪ 1=a, because it does not consider the short-range two-
particle correlations, at distances r≲ a.
For

ffiffiffiffiffiffiffiffi
na3

p
≪ 1, the Feynman energy relation gives the

excitation resonance at ω ¼ ω0=SðqÞ, where SðqÞ is the
static structure factor. Considering short-range correlations,
for qξ ≫ 1:

SðqÞ ¼ 1þ C
8n

"
1

q
−

4

πaq2

#
; ð2Þ

where Cðn; aÞ is the two-body contact density, and the
expression in parentheses reflects the two-body correlations
at short distances [22,25]; this “factorization” of the effects
of many-body correlations (captured by C) and the short-
distance two-body physics was highlighted by Tan [26].
For

ffiffiffiffiffiffiffiffi
na3

p
≪ 1, the contact density is C ≈ ð4πnaÞ2,

and for our experimental parameters jSðqÞ − 1j < 0.03,
so 1=SðqÞ − 1 ≈ 1 − SðqÞ. This “Feynman-Tan” (FT)
approach thus gives the interaction shift of the excitation
resonance

ΔωFT ¼ 4πℏna
m

"
1 −

πqa
4

#
: ð3Þ

For qa → 0, ΔωFT reduces to ΔωB, but for increasing a (at
fixed q) it backbends and changes sign at a ¼ 4=ðπqÞ [see
Fig. 1(a)]. In Ref. [6] the largest value of a reached was
0.8=q and backbending was observed, but Δω remained
positive.
Let us also consider the dispersion relation ωðqÞ at fixed

a. The energy of the low-q phonons is above the free-
particle dispersion (Δω > 0) [24,27], while according to
Eq. (3) the energy of particlelike excitations with q >
4=ðπaÞ is below it (Δω < 0); finally, for q → ∞ the
quasiparticle energy is expected to approach the free-
particle dispersion from below (Δω → 0−) [22,24]. As
illustrated in Fig. 1(b), for a large enough a the dispersion
relation has an inflection point, which is a precursor of the
roton minimum that fully develops only for extremely
strong interactions [22,24]. In Eq. (2) the maximum in SðqÞ
for fixed n and a, which is conceptually associated with the
roton [22,28], occurs at q ¼ 8=ðπaÞ, independently of n,
and only for

ffiffiffiffiffiffiffiffi
na3

p
∼ 1 this coincides with the familiar

result for liquid helium, qroton ∼ n1=3.
In our experiments the regime

ffiffiffiffiffiffiffiffi
na3

p
∼ 1 is not reachable

due to significant losses on the time scale necessary to
perform high-resolution Bragg spectroscopy. Nevertheless,
we reach the regime where interactions are strong enough
to observe a dramatic departure from Bogoliubov theory
and the precursors of roton physics.
Our setup is described in Ref. [29]. We produce

quasipure homogeneous 39K BECs of N ¼ ð50 − 160Þ ×
103 atoms in a cylindrical optical box trap of variable
radius, R ¼ ð15–30Þ μm, and length, L ¼ ð30–50Þ μm.

The BEC is produced in the lowest hyperfine state, which
features a Feshbach resonance centered at 402.70(3) G
[30]. The condensed fraction in our clouds is > 90% and
we hold them in a trap of depth ≈ kB × 20 nK. By varying
N, L, and R, we vary n in the range ð0.2–2.0Þ × 1012 cm−3.
The three-body loss rate is ∝ n2a4, so working at such low
n is favorable for increasing both qa and

ffiffiffiffiffiffiffiffi
na3

p
. We prepare

the BEC at a ¼ 200a0, where a0 is the Bohr radius, and
then ramp a in 50 ms to the value at which we perform the
Bragg spectroscopy. For each n we limit a to values for
which the particle loss during the whole experiment is
< 10%; note that in our trap the three-body recombination
does not lead to any observable heating. By varying the
angle between the Bragg laser beams we also explore three
different q values: 1.1, 1.7 and 2.0 krec, where krec ¼ 2π=λ
and λ ¼ 767 nm. For all our parameters we stay in the
regime of particlelike excitations, with qξ values between 5
and 40.
In Fig. 2(a) we show an example of an absorption image

taken after Bragg diffraction, and in Fig. 2(b) an example of
a Bragg spectrum used to determine the resonance shift
Δω. The diffracted fraction of atoms is determined from the
center of mass of the atomic distribution [6,8]. In all our
measurements we keep the maximal diffracted fraction to
≲10%; this should result in ≲10% systematic errors in our
interaction frequency shifts [5,31].
In Fig. 3(a) we plot Δω versus a for two different

combinations of the BEC density n and excitation wave
number q. In both cases we observe good agreement with
the prediction of Eq. (3), without any adjustable parame-
ters; for the lower n we reach higher a and clearly observe
that Δω changes sign.

(a) (b)

FIG. 2. Bragg spectroscopy, for n ≈ 2.0 × 1012 cm−3,
q ¼ 1.7krec, and a ≈ 1000a0. (a) Typical absorption image, taken
along the radial direction of the cylindrical box trap, after the
2-ms Bragg pulse and 20 ms of time of flight. The spherical halo
arises from the collisions between the stationary and diffracted
clouds; these collisions do not change the center of mass of the
atomic distribution. (b) Bragg spectrum. Diffracted fraction (DF)
as a function of the frequency difference between the two Bragg
beams, referenced to ω0, which was calibrated using a non-
interacting cloud. The resonance is determined from a Gaussian
fit to the data (solid line).
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Figure 12. Left: Image of a cloud of 39K atoms after Bragg spectroscopy. The
cloud at the bottom of the figure corresponds to the initial condensate. The smaller
cloud at the top of the figure corresponds to the diffracted atoms, having gained
the momentum ~q. Right: Example of a resonance curve allowing to determine
ωres(q). The dashed line gives the position of the "bare" resonance: ~ω = εq .
Figure taken from Lopes, Eigen, et al. (2017a).

§ 2-5, but note that it is not compatible with the Bogoliubov single-particle
excitation spectrum (24), which predicts ~ωq = εq + gn, and thus the linear
law α = qa plotted as a dashed straight line on figure 13.

2-4 Back to Beliaev’s approach

A first clue to explain the experimental results of Boulder and Cambridge
is provided by Beliaev’s approach, which has recently been generalized
to an arbitrary value of na3 by Hofmann & Zwerger (2017) using the OPE
(Operator Product Expansion) technique. We will give here some elements to
explore this track, to conclude that it cannot alone explain the experimental
results.

In his article already quoted above, Beliaev (1958b) explains how to take
into account at all orders in V the interaction between the elementary exci-
tation of momentum ~k and an atom of the condensate at zero momentum.
The result of this resummation of the Born expansion is expressed in terms
of the scattering amplitude f(kr) between the two partners, with the rela-
tive momentum kr = k/2. Assuming that a is large in front of the effective

Defining a dimensionless interaction frequency shift

α≡ mq
4πℏn

Δω; ð4Þ

the FT prediction of Eq. (3) is recast as

αFT ¼ qa
!
1 −

π
4
qa

"
; ð5Þ

which is a universal function of qa only; with the same
normalization the Bogoliubov theory gives αB ¼ qa. Note
that the normalization in Eq. (4) also allows us to correct for
the small ($10%) density variations between measure-
ments taken with different values of a and the same
nominal n. In Fig. 3(b) we show measurements of α with
three different combinations of n and q, which all fall onto
the same universal curve, in good agreement with the FT
theory.

In Fig. 3(b), for our most strongly interacting samples
qa ≈ 2.5 and

ffiffiffiffiffiffiffiffi
na3

p
≈ 0.05. In the final part of the paper we

explore even stronger interactions and observe that the FT
theory also breaks down. In Fig. 4(a) we show measure-
ments of Δω with n ≈ 0.2 × 1012 cm−3 and q ¼ 2krec, for
which we explore scattering lengths up to ≈ 8 × 103a0,
corresponding to qa ≈ 7 and

ffiffiffiffiffiffiffiffi
na3

p
≈ 0.1. Here we observe

a clear deviation from the FT prediction.
Tuning a at fixed n and q simultaneously changes qa andffiffiffiffiffiffiffiffi
na3

p
, making it nonobvious which of the two dimension-

less interaction parameters is (primarily) responsible for the
breakdown of the FT theory. In an attempt to disentangle
the two effects, we collect data with many fn; q; ag
combinations, and group them into sets with (approxi-
mately) equal

ffiffiffiffiffiffiffiffi
na3

p
, but varying qa values. In Fig. 4(b) we

plot α − αFT versus qa, with different symbols correspond-
ing to different

ffiffiffiffiffiffiffiffi
na3

p
. These measurements suggest that, at

least for our range of parameters, the breakdown of the FT
theory occurs for qa≳ 3, independently of the value
of

ffiffiffiffiffiffiffiffi
na3

p
.

(a)

(b)

FIG. 3. Breakdown of the Bogoliubov approximation and
observation of negative frequency shifts. (a) Δω as a function
of a for n ≈ 2.0 × 1012 cm−3 and q ¼ 1.1krec (blue circles), and
for n ≈ 0.8 × 1012 cm−3 and q ¼ 2krec (orange diamonds). (b) Di-
mensionless frequency shift α versus qa for three different
combinations of n and q. Solid lines in (a) and (b) show the
FT predictions from Eqs. (3) and (5), respectively, with no
adjustable parameters. The dashed lines show the corresponding
Bogoliubov predictions. Vertical error bars show statistical fitting
errors and horizontal error bars reflect the uncertainty in the
position of the Feshbach resonance.

(a)

(b)

FIG. 4. Deviation from the Feynman-Tan prediction. (a) Fre-
quency shift versus a for n ≈ 0.2 × 1012 cm−3 and q ¼ 2krec. The
solid line shows the FT prediction. (b) Deviation of the
dimensionless frequency shift α from the FT theory as a function
of qa, for various values of

ffiffiffiffiffiffiffiffi
na3

p
(see the legend). The dashed

line is the OPE prediction with C ¼ ð4πnaÞ2 and no adjustable
parameters. The dot-dashed line is the OPE prediction that also
includes the LHY correction with

ffiffiffiffiffiffiffiffi
na3

p
¼ 0.093, corresponding

to the open-circles data. Inset: comparison of the FT (solid) and
OPE (dashed) calculations with the data at low qa.

PRL 118, 210401 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending
26 MAY 2017

210401-3

Figure 13. Positions ωres(q) of the resonances as a function of qa for three different
values of q, with α defined in (28). The solid line represents the prediction (29)
based on Feynman’s formula (cf. §,2-5). The straight dashed line represents the
prediction for an elementary Bogoliubov excitation α = qa. Figure taken from
Lopes, Eigen, et al. (2017a).

range, we have [cf. course 2021]:

f(kr) ≈
−a

1 + ikra
. (30)

At low energy, k � 1/a and we find f(kr) ≈ −a, which leads to the
Bogoliubov spectrum given in (24). On the other hand, when kr becomes
comparable to 1/a, the corrections related to the denominator of (30) be-
come significant. Beliaev shows that the excitation spectrum is related to
the real part of f(kr) which is modified as:

Re [f(0)] = −a −→ Re [f(kr)] =
−a

1 + (ka/2)
2 . (31)

More precisely, the energy balance already mentioned in the regime 5 kξ �
5We will not give here the general expression found by Beliaev (1958b) [cf. eq. (4.7) of this

70



CHAPITRE IV. GROUND STATE OF THE BOSE GAS § 2. The excitation spectrum of a condensate

1 becomes:

~ωk = (εk + 2 gn)− gn −→ ~ωk =

(
εk +

2 gn

1 + (ka/2)
2

)
− gn (32)

This prediction constitutes a significant deviation from the Bogoliubov
dispersion relation (24). In particular, we see that the difference ~ωk − εk
can now cancel and change sign. However, the point of cancellation does
not correspond to what was measured in Cambridge: according to (32), it
should occur for ka = 2, whereas it is found experimentally around ka =
1.3. The same kind of disagreement occurs when one tries to fit the data
of the Boulder experiment with the result (32) [see Hofmann & Zwerger
(2017)].

Lifetime of the excitations. The Beliaev analysis also allows to calculate
the lifetime of an elementary excitation from the imaginary part of the scat-
tering amplitude (30). This lifetime corresponds to a process in which an
excitation decays into two excitations of lower energy. In the free particle
regime, this can correspond simply to the elastic collision process between
the particle with momentum ~k and an atom of the condensate

(~k) + (0) −→ (~k1) + (~k2) (33)

with |k1|, |k2| < |k|. The result of these s-wave collisions is clearly visible
in figure 12 and it leads to the lifetime (Mohling & Sirlin 1960; Hofmann &
Zwerger 2017):

1/ξ � k . 1/a : τ−1 ∼ n(8πa2)
~kr
m

=
gn

~
ka. (34)

We note that to have a measurement of the resonance with an accuracy
at least equal to gn (necessary to discriminate between ~ωk and εk), the
measurement time must be at least equal to ~/gn, which is comparable to
the lifetime τ of an excitation when ka ∼ 1. An accurate description of the
Bragg measurement process in the high energy regime should therefore
take into account this finite lifetime.

article]. Ronen (2009) has studied in detail how to adapt this general result to the case of a
van der Waals interaction potential between atoms [see also Hofmann & Zwerger (2017)].

2-5 The Feynman Formula

Feynman (1954) developed a powerful approach to study the excitation
spectrum of interest here. This approach provides the center of gravity of
the absorption line:

ω̄(q) =

∫ +∞
−∞ ω Γ(q, ω) dω
∫ +∞
−∞ Γ(q, ω) dω

(35)

by putting it in the form

~ω̄(q) =
εq
S(q)

(36)

with as always εq = ~2q2/2m and the static structure factor S(q) given by:

S(q) = 1 + n

∫
[g2(r)− 1] e−iq·r d3r (37)

The spatial correlation function g2(r) gives the probability density to find
two particles separated by the distance r within the fluid. It is calculated
from:

g2(r) =
1

n2
〈Ψ̂†(0) Ψ̂†(r) Ψ̂(r) Ψ̂(0)〉. (38)

This function characterizes the density fluctuations of the fluid, in partic-
ular a possible bunching or antibunching of particles, and it is normalized
so that it tends to 1 when r →∞.

The proof of Feynman’s formula for the problem we are interested in is
detailed in the appendix of this chapter. We indicate here the main ingre-
dients. We consider a quantum fluid with N particles which is subjected
to a time-dependent, monochromatic perturbation:

V̂ (t) = V̂ (+) e−iωt + H.c. (39)

where the operator V̂ (+) transfers the momentum ~q to one of the particles
of the fluid:

V̂ (+) = ~κ
N∑

j=1

eiq·r̂j . (40)
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At the lowest order of perturbation theory, one can use Fermi’s golden rule
to evaluate the probability per unit time Γ(q, ω) for the fluid to absorb a
quantum of momentum ~q and energy ~ω. The calculation of the numera-
tor of (35) gives then the exact result

N (q) = 2πκ2N
~q2

2m
, (41)

a result in which the interaction strength does not contribute6. The denom-
inator is written :

D(q) = 2πκ2N S(q) (42)

hence the expression (36) for ω̄(q).

The determination of the structure factor S(q) requires the knowledge
of the function g2(r), which has been computed by Lee, Huang, et al. (1957)
in the framework of the Bogoliubov approach. This calculation is also de-
tailed in the appendix and we will just give here the behavior of g2(r) in
the neighborhood of r = a, since it is the value of S(q) for q ∼ 1/a that
interests us. Lee, Huang, et al. (1957) find for small r:

r � ξ : g2(r) =
(

1− a

r

)2

+O(a/ξ). (43)

When we expand the square to form the quantity g2(r) − 1, we find the
dominant terms −2a/r and a2/r2 whose Fourier transforms are respec-
tively proportional to −1/q2 and 1/q. We then arrive at the structure factor
(cf. appendix):

qξ � 1 : S(q) ≈ 1− 1

q2ξ2
+

2π2na2

q
= 1− 1

q2ξ2

(
1− π

4
qa
)

(44)

It only remains to inject this result into the Feynman formula (36) to
deduce the center of gravity of the line:

qξ � 1 : ~ω̄(q) ≈ εq
[
1 +

1

q2ξ2

(
1− π

4
qa
)]
. (45)

6This result is known as the f -sum rule or Thomas–Reiche–Kuhn relation. This terminology
comes from atomic physics and deals with the algebraic sum of the oscillator forces (noted f )
of electronic transitions – absorption or emission of photons – in an atom.

This result is the one drawn as a solid line on figure 13 giving the results of
the experiment of Lopes, Eigen, et al. (2017a):

α = qa
~ω̄(q)− εq

gn
= qa

(
1− π

4
qa
)
. (46)

and it seems in excellent agreement with the experimental data.

2-6 Problem solved?

At first sight, the agreement between the experimental data and the pre-
diction (45) from the Feynman formula seems to solve the problem of the
interpretation of the experimental data from Boulder and Cambridge. But
a closer look reveals that the situation is not so clear.

A first question that arises is to connect Feynman’s result with the spec-
trum (32) predicted by the Beliaev approach. Since the spectrum (32) con-
cerns the dispersion relation of an elementary excitation while the Feyn-
man result concerns the center of gravity of the line, the discrepancy be-
tween the two predictions is possible but it deserves to be explained. To
do this, the simplest way is to return to the V̂ (+) operator which describes
the excitation of the system during the Bragg diffraction. This operator is
given in (40) and it is written in second quantization:

V̂ (+) = ~κ
∑

k

a†k+qak. (47)

When we rewrite the operators ak, a
†
k as a function of the operators a0 ≈

a†0 ≈
√
N0 and of the operators bk, b

†
k for k 6= 0, the following terms appear

at the same order in ~κ

• A dominant term, proportional to
√
N0, corresponding to the creation

of a single q momentum excitation with ~ωq energy.

• A second term corresponding to the creation of a pair of excitations
(k1,k2), of total momentum k1 + k2 = q.

This single and double excitation structure is described in detail by Grif-
fin (1993). For the problem of interest here, we deduce the form of Γ(q, ω):
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1

ω

Γ(q, ω)
Γ(1)(q, ω)

Γ(2)(q, ω)
ωq

Figure 14. Generic form of the two-component spectrum expected in an analysis
of the Bragg diffraction process using Fermi’s golden rule.

Γ(q, ω) = Γ(1)(q, ω) + Γ(2)(q, ω), (48)

where Γ(1) is a narrow peak, centered on the frequency ωq of an elementary
excitation and Γ(2) corresponds to a much wider pedestal. A (schematic!)
representation of this spectrum is given in figure 14, the Feynman formula
corresponding to the center of gravity of the sum of these two components.

It remains to be understood why the Boulder and Cambridge experi-
ments would be sensitive to the center of gravity of this double-structured
line, rather than to the central peak. As far as we know, this question is
open7. The problem of the interpretation of the experimental results is
made even more complex by the fact that this separation between single
and double excitation processes is not necessarily relevant on a practical
level: we have indeed seen that over the duration of the experiment, an
elementary excitation has a quite significant probability of decaying into
two excitations of lower energy...

7I thank Johannes Hoffmann, Raphael Lopes and Willi Zwerger for the numerous ex-
changes on this subject.

3 Quantum mixtures and droplets

3-1 Position of the problem

In the experiments that we just described, the LHY energy was a small
correction to the dominant mean-field energy and it had very little effect
on the equilibrium form of the gas in its ground state. This is of course
due to the na3 � 1 validity criterion of the LHY calculation. As explained
above [cf. (7)], this criterion is unavoidable when one takes into account
the necessity to reach thermal equilibrium in a sufficiently short time for
the three-body losses to be negligible. Despite this constraint, we wish to
address here the following question: are there situations where the LHY
energy, despite the smallness of na3, plays a determining role in the equi-
librium and in the dynamics of the gas?

Since the LHY contribution cannot be brought to a "standard" value of
the mean field energy gn, the other option to make the two terms compa-
rable is to lower the mean field energy. This is the idea put forward by
Petrov (2015), and based on a mixture of two fluids. The principle is to
start from a situation where the mean field energy for each of the fluids
taken separately is positive (intra-species repulsion), while the mean field
energy describing the interaction between the two fluids is negative (intra-
species attraction). We can then reach a regime where the sum of the mean
field energies is almost zero: the LHY energy becomes decisive to calculate
the equilibrium shape of the fluid. We will see that this equilibrium cor-
responds to a "liquid" state, with a density independent of the number of
particles. We thus speak about quantum droplets.

Another method to lower the mean field energy to the level of LHY en-
ergy appeared almost simultaneously to the proposal of Petrov (2015). It
amounts to adding an additional term to the mean field and LHY energies
describing the s-wave interactions, this term coming from the magnetic
dipole-dipole interaction. This approach has been pursued experimentally
by the Stuttgart (Ferrier-Barbut, Kadau, et al. 2016; Schmitt, Wenzel, et
al. 2016) and Innsbruck (Chomaz, Baier, et al. 2016) groups. These stud-
ies then led to the observation of supersolid states in these two groups
(Böttcher, Schmidt, et al. 2019; Chomaz, Petter, et al. 2019) and in Florence
(Tanzi, Lucioni, et al. 2019). We refer interested readers to recent review
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articles by Ferrier-Barbut (2019) and Böttcher, Schmidt, et al. (2021).

3-2 Mean-field stability of a binary mixture

In the following we will focus on the proposal of Petrov (2015), which is
based on a binary mixture of two quantum fluids. We start by discussing
the stability of such a mixture at the mean field level. We denote 1 and 2
the two components of the mixture, which can correspond to two different
atomic species of mass m1 and m2, or to the same atomic species but with
two different internal states. We denote g11 and g22 the intra-species mean
field interaction parameters and g12 the inter-species coupling. We will
take m1 = m2 for simplicity.

We will assume that the couplings g11 and g22 are positive, i.e. that each
component taken separately is stable. On the other hand, we do not make
any assumption at this stage about g12. We will see later that the favorable
situation corresponds to the case where g12 is negative and approximately
equal to −(g11g22)1/2.

We will look at the stability of the mixture according to two criteria:

• There must be no demixing, i.e. the energy of the mixture must be
lower than the energy of the system with separate phases.

• The system must be stable, i.e. it must not collapse on itself.

Let’s start by evaluating the energy of the phase with demixing, where
the species i occupies a volume Vi, with V1 + V2 = V where V is the total
accessible volume. We have

Edemix = g11
N2

1

2V1
+ g22

N2
2

2V2
(49)

where we have neglected the (non-extensive) energy resulting from the
surface tension between the two phases. The minimization of this energy
with respect to V1 (at constant total volume V ) leads to the equilibrium of
pressures 1

2g11n
2
1 = 1

2g22n
2
2 and we arrive at the minimal energy of this

separated phase:

Edemix = g11
N2

1

2V
+ g22

N2
2

2V
+
√
g11g22

N1N2

V
. (50)

g12

−√g11g22 +
√
g11g22

collapse homogeneous mixture non miscible

Figure 15. The three possible scenarios according to the value of g12.

Let us now consider the mixed phase, where each species occupies the
entire accessible volume V . Its mean-field energy is

Emix = g11
N2

1

2V
+ g22

N2
2

2V
+ g12

N1N2

V
. (51)

The comparison with the energy of the separated phase (50) immediately
gives the criterion:

Miscibility if: g12 <
√
g11g22 (52)

Let us now look at the stability of this mixed phase. For any pairN1, N2,
the energy (51) must be positive. If it were not the case, we could lower the
energy (i.e. make it tend towards −∞) by taking a volume V → 0, which
corresponds to a collapse of the system on itself. By rewriting the energy
Emix in the form

Emix =
1

2V
(
√
g11N1 −

√
g22N2)

2
+

1

V
(
√
g11g22 + g12)N1N2, (53)

we see that the energy will always be positive if and only if

Stability if: −√g11g22 < g12 (54)

To continue the analysis, let us place ourselves for simplicity on the
"minimizing" line which cancels the first term of (53), that is with atom
numbers N1 and N2 chosen such that:

√
g11N1 =

√
g22N2 ⇔ N1 = N

√
g22√

g11 +
√
g22

, N2 = N

√
g11√

g11 +
√
g22

.

(55)

74



CHAPITRE IV. GROUND STATE OF THE BOSE GAS § 3. Quantum mixtures and droplets

The mean field energy is then written (Petrov 2015):

Emix =
1

2
δg
N2

V
(56)

with

δg = 2 (
√
g11g22 + g12)

√
g11g22(√

g11 +
√
g22

)2 . (57)

If we choose g12 very close to −√g11g22 (i.e. just at the edge of the collapse
boundary of the figure 15), the parameter δg is small. The energy (56) thus
has the structure of a? mean field energy for a one-component gas, but
with a value of the coupling coefficient δg very reduced compared to the
initial systems 1 and 2. This is precisely the effect we are looking for in
order for the LHY energy to play a decisive role.

We can extend this study by calculating the excitation spectrum of the
homogeneous mixture. Let us assume that g11 = g22 ≡ g and N1 = N2 to
simplify the writing of the result. Timmermans (1998) obtains in this case
the two excitation branches:

ω2
±(k) = ω2(k)± |g12|

g
c2k2 (58)

where c denotes the speed of sound in each of the condensates taken sep-
arately. These two branches correspond to the excitation of total density
waves (n1 + n2 oscillation) and of "spin" waves (n1 − n2 oscillation). In the
low k limit, we find two linear branches

ω±(k) = ck

(
1± |g12|

g

)1/2

, (59)

which are both real if and only the stability criterion (54) is satisfied. When
this is not the case, the expression (58) allows to determine the k wavenum-
ber which leads to the largest imaginary part of ω±(k), and thus to the
maximal instability.

3-3 LHY energy for a mixture

The LHY energy for a mixture has been calculated by Larsen (1963) and
Minardi, Ancilotto, et al. (2019). In the homonuclear case m1 = m2, this

energy is written:

ELHY =
8V

15π2

m3/2

~3
(g11n1)

5/2
f

(
g2

12

g11g22
,
g22n2

g11n1

)
(60)

where the dimensionless function f(x, y) defined by

f(x, y) =
1

25/2

∑

±

[
1 + y ±

√
(1− y)2 + 4xy

]5/2
(61)

is in practice of order unity. In the vicinity of the instability point g12 =
−√g11g22, we have x ≈ 1 so that this energy is written:

g12 ≈ −
√
g11g22 : ELHY =

8

15π2

m3/2

~3

(g11N1 + g22N2)
5/2

V 3/2
. (62)

For a mixture in the proportion N2/N1 =
√
g11/g22 defined in (55), this

energy simplifies to

ELHY =
8

15π2

m3/2

~3

(ḡN)
5/2

V 3/2
with ḡ =

√
g11g22 (63)

that is, the LHY energy of a gas with a coupling constant ḡ [cf. (1)]. The
LHY energy is therefore not significantly reduced in the vicinity of the in-
stability point g12 = −√g11g22, unlike the mean field energy (56).

3-4 Droplet stabilization

To form an edifice stabilized by LHY energy, Petrov (2015) suggested ad-
justing the value of the interspecies coupling g12 in the vicinity of the col-
lapse zone in figure 15, more precisely inside the unstable region. If it were
alone, the mean field energy (56) would then lead to a collapse of the gas
on itself, since δg is negative. Two terms may oppose this collapse. To es-
timate them, let us note V = `3 the effective volume occupied by the fluid
at equilibrium. These two terms are

• The kinetic energy term

Ekin ≈
N~2

2m`2
=

N~2

2mV 2/3
(64)
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This single-particle contribution corresponds to the energy needed to
confine an atom in a domain of size `;

• The LHY term calculated in (63).

Both of these positive contributions increase as the cloud contracts and
thus can effectively counterbalance the mean field term.

To simplify the discussion, we will review the separate action of each of
these two terms against the mean field term. If only the kinetic energy and
the mean field term are considered, the equilibrium volume of the fluid V
must minimize

Ekin+MF(V ) =
N~2

2mV 2/3
− |δg|N

2

2V
. (65)

This function of V is plotted in figure 16 and the stationary point that ap-
pears is clearly unstable for our three dimensional problem8. The desired
equilibrium can therefore not occur in practice.

If only the LHY term and the mean field term are considered, the equi-
librium volume must minimize

ELHY+MF(V ) = γ
m3/2

~3

(ḡN)
5/2

V 3/2
− |δg|N

2

2V
with γ =

8

15π2
. (66)

This function is plotted in figure 17 and it leads to a stable minimum: the
LHY energy can thus effectively prevent the collapse of the gas on itself
that the mean field tends to cause. More precisely, we find that this mini-
mum corresponds to a density n = N/V given by (up to a numerical coef-
ficient):

n ā3 ∼
( |δg|

ḡ

)2

with ḡ =
4π~2ā

m
. (67)

We arrive at the following important result: the equilibrium volume is such
that the density within the droplet n = N/V is independent of the number
of atoms. This corresponds to the definition of a liquid, i.e. a state that
is both fluid and almost incompressible [this last point is confirmed by

8The situation would be different in 1D where the mean field term would vary as
−|δg|N2/2`. We would then find the well known situation which leads to the formation
of solitons. The transition between the soliton regime and the droplet regime is discussed by
Cheiney, Cabrera, et al. (2018).
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Figure 16. Competition between the mean field term (56) and the kinetic energy
term (64) for a 3D cloud. The equilibrium indicated by the arrow is unstable.
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Figure 17. Competition between the mean field term (56) and the LHY term (63).
The equilibrium indicated by the arrow is stable.
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35

implement an optical levitating potential with negligible
residual confinement along all directions, which allows us
to have long interrogation times and access the droplet
properties in free space. We probe the mixture phase
diagram, proving the existence of a self-bound phase
and identifying the critical conditions for its formation.
We analyze the dynamics observed in the droplet formation
and evolution and compare it to numerical simulations. We
finally measure the droplet size and composition as a
function of the attractive MF interaction, and we find a
good agreement with the predictions from Ref. [1].
We create self-bound droplets using two hyperfine states

of 39K, namely, jF ¼ 1; mF ¼ 0i (state 1) and jF ¼ 1; mF ¼
−1i (state 2). Feshbach resonances allow us to tune the
mutual contact interactions as represented in Fig. 1(a) as a
function of the magnetic field B [19]. The intraspecies
scattering lengths a11 and a22 are both positive, while the
interspeciesa12 is negative.We define an effective scattering
length for the mixture δa ¼ a12 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a11a22

p
, which becomes

negative for B < Bc, setting the threshold for collapse in the
usual MF picture [2]. The stabilization effect of the LHY
correction predicted in Ref. [1] appears exactly here.
Contrary to the case of a single species [20], in a mixture
of Bose-Einstein condensates (BECs) the MF and LHY
terms have a different dependence on the interparticle
scattering lengths.While theMF energyEMF is proportional
to jδaj and thus vanishes close to Bc, the LHY correction
ELHY scales with a11 and a22 [21], thus becoming compa-
rable to theMF term in this regime.Moreover, the two terms
have a different dependence on the density n, since EMF ∝
n2 while ELHY ∝ n5=2. This means that, when the MF
contribution becomes negative, leading to an uncontrolled

increase of density and eventually to collapse, the positive
LHY term, having a steeper dependence on n, arrests the
collapse and stabilizes the system. In this regime, the
mixture can be found in two different phases depending
on the total atom numberN. WhenN is larger than a critical
number Nc, the mixture forms a self-bound liquidlike
droplet [1,29]. Below that threshold, the kinetic energy
overcomes the MF attraction, and the system goes back into
an expanding gas phase, labeled as LHY gas in the phase
diagram in Fig. 1(b).
We prepare a BEC of 39K atoms in state 2, in a crossed

dipole trap, created by three red-detuned laser beams,
with trapping frequencies ωx ¼ 2π × 195ð10Þ Hz, ωy ¼
2π × 180ð10Þ Hz, and ωz ¼ 2π × 220ð10Þ Hz, along the
axes sketched in Fig. 1(c). A homogeneous magnetic field
B is used to tune the scattering lengths as in Fig. 1(a).
Starting with a BEC with up to 4 × 105 atoms, we ramp
linearly B in 20 ms to a desired target value, and then we
apply a radio-frequency (rf) pulse of 10 μs to transfer
∼50% of the atoms in state 1. In order to observe the
subsequent evolution for sufficiently long times, remaining
within the field of view of our imaging system, gravity
compensation is required. The vertical position of a red-
detuned elliptical laser beam is modulated in time with an
acousto-optical modulator at a frequency of 4 kHz, such
that the averaged potential experienced by the atoms
provides a gradient opposite to gravity [red beam in
the inset in Fig. 1(c)]. A large waist on the horizontal
direction (y) and a suitable time modulation along the
vertical direction (z) guarantee negligible residual curva-
tures on all directions [21]. At the end of the rf pulse, we
switch off the dipole traps and switch on the levitating
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FIG. 1. (a) Intra- and interspecies scattering lengths between the hyperfine states j1; 0i (state 1) and j1;−1i (state 2) of 39K, tuned by an
external magnetic field B via Feshbach resonances. The resultingMF energy of the mixture is proportional to the effective scattering length
δa, which becomes negative atBc ¼ 56.85 G. (b) Phase diagram for themixture as a function of the atomnumberN and of themagnetic field
B. (c) Evolution of the cloud in free space for three different points of the phase diagram in (b). The upper rows show the difference between
the evolution of the density profiles in the gas and droplet phases. Inset: Schematic representation of the geometry of the experiment.
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Figure 18. Evolution of a 39K gas in free space for a mixture of the two hyperfine
states |F = 1,m = 0〉 and |F = 1,m = −1〉. Top row: expansion (gas regime)
obtained for |δg| very small, with the kinetic energy playing a significant role;
bottom row: droplet regime obtained for |δg| larger and resulting essentially from
the competition between mean field energy and LHY energy. The images are taken
at t = 0, 2, . . . , 10 ms. The initial number of atoms in the droplet is of the order
of 200 000 and the r.m.s. size of the order of 2µm. The ratio N1/N2, on the order
of 0.7, is in good agreement with the theoretical prediction. Figure taken from
Semeghini, Ferioli, et al. (2018).

the study of the vibration modes of the droplet (Petrov 2015)]. We note
moreover that this density satisfies the validity criterion of the Bogoliubov
approximation nā3 � 1, if we take care to keep |δg| small in front of the
typical value ḡ of the coupling coefficient.

In practice, it is of course appropriate to consider simultaneously the
kinetic energy and the LHY contribution to quantitatively study the com-
petition with the negative mean field energy. However, for large numbers
of atoms, kinetic energy plays a small role and the prediction (67) can be
used as a good approximation.

We will not describe here the experimental observation of these droplets
since this subject will be detailed in the seminar and workshop of April 15.
Let us just mention that these droplets have been observed in absence of
confinement by Semeghini, Ferioli, et al. (2018) in Florence and Guo, Jia, et
al. (2021) in Beijing. The experiments of Taruell’s group in Barcelona have
been performed in a one- or two-dimensional confinement (Cabrera, Tanzi,
et al. 2018; Cheiney, Cabrera, et al. 2018). An example of a result from the
Florence group is shown in figure 18.

Appendix

Demonstration of the Feynman relation

We start with the time-dependent perturbation V̂ (t) = V̂ (+) e−iωt + H.c.
which probes the density of the fluid at a particular wave vector q:

V̂ (+) = ~κ
∫
n̂(r)eiq·r d3r (68)

where the operator n̂(r) is associated with the spatial density in r : n̂(r) =∑N
j=1 δ (r − r̂j). The operator V̂ (+) is therefore:

V̂ (+) = ~κ
∑

j

eiq·r̂j . (69)

The probability per unit of time to excite the system assuming that it is
initially in its ground state |ψ0〉 is given by the Fermi golden rule:

Γ(q, ω) =
2π

~
∑

f

∣∣∣〈ψf |V̂ (+)|ψ0〉
∣∣∣
2

δ(Ef − E0 − ~ω) (70)

and we define the average frequency ω̄ as

ω̄(q) =

∫ +∞
−∞ ω Γ(q, ω) dω
∫ +∞
−∞ Γ(q, ω) dω

=
N (q)

D(q)
(71)

where in fact only the positive frequencies contribute to Γ since the system
is initially in its ground state.

Calculation of the numerator N (q). The integral over ω is written:

N (q) =
2π

~3

∑

f

〈ψ0|V̂ (−)|ψf 〉 〈ψf |V̂ (+)|ψ0〉 (Ef − E0)

=
2π

~3

∑

f

〈ψ0|V̂ (−)|ψf 〉 〈ψf |
[
Ĥ, V̂ (+)

]
|ψ0〉 (72)
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which gives

N (q) =
2π

~3
〈ψ0| V̂ (−)

[
Ĥ, V̂ (+)

]
|ψ0〉

= −2π

~3
〈ψ0|

[
Ĥ, V̂ (−)

]
V̂ (+) |ψ0〉 (73)

Because of the isotropy of the system, the result for N (q) is equal to that
for N (−q). Since the substitution q → −q corresponds to the exchange of
V̂ (+) and V̂ (−), we deduce that N (q) is equal to

N (q) =
π

~3
〈ψ0|

[
V̂ (−),

[
Ĥ, V̂ (+)

]]
|ψ0〉. (74)

The Hamiltonian of the gas is written:

Ĥ =
∑

j

p̂2
j

2m
+

1

2

∑

i 6=j
v(r̂ij). (75)

Therefore, only the kinetic energy term has a nonzero commutator with the
operators V̂ (±). We find:

[
Ĥ, V̂ (+)

]
=

~κ
2m

∑

j

[
p̂2
j , e

iq·r̂j
]

=
~2κ

2m

∑

j

q ·
(
p̂j eiq·r̂j + eiq·r̂j p̂j

)
(76)

and [
V̂ (−),

[
Ĥ, V̂ (+)

]]
=

~4κ2

m
Nq2 (77)

so that we finally obtain (41).

The link with the Thomas–Reiche–Kuhn relation in atomic physics is
made by choosing for simplicity an atom with only one outer electron. For
this electron, of position x̂ and mass m, we find for an energy eigenstate
|m〉:

∑

n

(En − Em) |〈n|x̂|m〉|2 =
~2

2m
(78)

The proof is similar to the above, with the operators V̂ (±) replaced by x̂.

Calculation of the denominator D(q) .

The integral over ω gives :

D(q) =
2π

~2

∑

f

〈ψ0|V̂ (−)|ψf 〉 〈ψf |V̂ (+)|ψ0〉

=
2π

~2
〈ψ0| V̂ (−) V̂ (+) |ψ0〉

= 2πκ2


N +

∑

i 6=j
〈ψ0|eiq·(r̂i−r̂j)|ψ0〉


 (79)

which leads to (42).

The spatial correlation function g2(r)

The calculation of the g2(r) function for the ground state of the Bose gas
was carried out in detail in the original article by Lee, Huang, et al. (1957).
We simply reproduce here the main lines of this calculation, which is a bit
tedious but without noticeable difficulty. Different aspects of the behav-
ior of the function g2(r) have been analyzed in the more recent articles of
Naraschewski & Glauber (1999) and Holzmann & Castin (1999).

The correlation function g2 is written as the square of the norm of a
vector:

g2(r) =
1

n2
‖Ψ̂(r)Ψ̂(0)|0B〉‖2, (80)

where |0B〉 denotes the ground state of the gas, i.e. the vacuum of Bogoli-
ubov excitations. Let us replace the field operators Ψ̂(0) and Ψ̂(r) by their
expression in terms of the creation and destruction operators of elementary
excitations

Ψ̂(r) =
√
n0 +

1√
L3

∑

k 6=0

eik·r ak

=
√
n0 +

1√
L3

∑

k 6=0

eik·r
(
ukbk − vkb†−k

)
. (81)

We then see that the vector entering in (80) can contain 0, 1 or 2 Bogoliubov
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excitations:

Ψ̂(r)Ψ̂(0)|0B〉 =


n0 −

1

L3

∑

k 6=0

ukvk e−ik·r


 |0B〉

−
√
n0√
L3

∑

k 6=0

vk
(
1 + e−ik·r) |1k〉

+
1

L3

∑

pairs k,k′

vkvk′
(

e−ik·r + e−ik′·r
)
|1k1k′〉 (82)

We obtain the correlation function9

g2(r) = [1 + F (r)]
2

+ [1 +G(r)]
2 − 1− 2

n′

n
[F (r) +G(r)] (83)

= 1 + 2
n0

n
[F (r) +G(r)] + F 2(r) +G2(r) (84)

where we have adopted the same notations as Lee, Huang, et al. (1957):

F (r) =
1

N

∑

k 6=0

v2
k eik·r, G(r) = − 1

N

∑

k 6=0

ukvk eik·r. (85)

Asymptotic behaviors. Lee, Huang, et al. (1957) give the short and long
range expansions of the functions F and G. In the neighborhood of r = 0,
they find:

r � ξ : F (r) ≈ n′

n
, G(r) ≈ −a

r
+

8√
π

√
na3 (86)

which leads to

r � ξ : g2(r) =
(

1− a

r

)2

+O(a/ξ). (87)

At large distances, Lee, Huang, et al. (1957) find:

r � ξ : F (r) ∼ −G(r) ∼ 1

π2nξ

1

r2
(88)

which leads to
r � ξ : g2(r) ≈ 1 +O

(
r−4
)
. (89)

9Note that the corresponding equation of the article of Lee, Huang, et al. (1957) contains
a term 4n′/n instead of 2n′/n in factor of the last term of (83). This error was reported by
Garcia-Colin (1960).

The structure factor S(q)

Once the function g2 is known, we calculate the Fourier transform of
g2(r) − 1 to determine S(q) which intervenes directly in the Feynman for-
mula. To carry out this calculation, we start from the expression (84) which
we put in the form

g2(r) = 1 + g2,a(r) + g2,b(r) (90)

with

g2,a(r) = 2
n0

n
[F (r) +G(r)] g2,b(r) = F 2(r) +G2(r), (91)

and we pose
S(q) = 1 + Sa(q) + Sb(q) (92)

with

Sa/b(q) = n

∫
g2,a/b(r) e−iq·r d3r. (93)

Contribution of g2,a(r). The calculation of the Fourier transform of
g2,a(r) is straightforward: since F and G are defined in (85) as Fourier
transforms of v2

k and −ukvk, we find:

Sa(q) = −2
n0

n
vq(uq − vq). (94)

In the n0 ≈ n approximation (quantum depletion neglected when
√
na3 �

1), we can notice that this contribution alone leads to the result for the
Bogoliubov spectrum given in (24)

εq
1 + Sa(q)

≈ εq
1− 2vq(uq − vq)

= ~ωq. (95)

In particular, in the limit qξ � 1, we saw in the previous chapter that uq ∼ 1
and vq ∼ 1/2q2ξ2 � uq , so this expression simplifies to

qξ � 1 : Sa(q) ≈ −n0

n

1

q2ξ2
≈ − 1

q2ξ2
. (96)
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Contribution of g2,b(r). The complete calculation of the Fourier trans-
form of g2,b(r) is more complicated than for g2,a(r) and we just consider
here the dominant term for qξ � 1 and

√
na3 � 1. The only term to take

into account then comes from the Fourier transform ofG2(r), which can be
evaluated using the expression of G at small r given in (86):

Sb(q) ≈ n
∫
G2(r) e−iq·r d3r ≈ n

∫
a2

r2
e−iq·r d3r =

2π2na2

q
. (97)

Summary for the qξ � 1 regime. Combining (92), (96) and (97), we arrive
at the result (44).
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Chapter V

The two-body contact

In the previous chapters, we were interested in the link between two-
body physics, described by the scattering length a, and the properties of
a N -body system, discussed by the Bogoliubov method. This link was
possible for a weakly interacting gas, the small parameter of the problem
being

√
na3. This imposed that the distance between particles d = n−1/3

always remained large in front of a.

The purpose of this chapter is to explore the "2-body – N -body" link
without making any assumption on the a/d ratio. More precisely, we will
not put any constraint on the value of the scattering length a, which can
be experimentally adjusted almost at will for atomic species exhibiting a
Fano-Feshbach resonance. It can be set to a positive or negative value,
from |a| . b (where b is the range of the potential, itself of the order of a
few nanometers) up to values greater than a micrometer, which becomes
large compared to the distance between particles: a & d. On the other
hand, we will always assume that the system is dilute, i.e. that the range
of the potential b satisfies b � d. We will also restrict ourselves (with one
exception in the next chapter) to cases where only the s-wave interactions
play a significant role.

To the three length scales a, b and d that we have just mentioned, we
add the thermal wavelength λ =

(
2π~2/mkBT

)1/2 (cf. figure 1). In the first
chapter of this course, we explained how the virial expansion allowed us
to approach the weakly degenerate case λ � d. In the following we will
concentrate on the strongly degenerate case λ & d.

1

0 b d = n−1/3

degenerate regime nλ3 ≫ 1non degenerate regime    (virial)nλ3 ≪ 1 critical zone 
BECλ :

weak interaction regime n |a |3 ≪ 1 strong interaction regime n |a |3 ≳ 1|a | :

1/a
Ebound

≈ − ℏ2/ma2

Figure 1. The four length scales of the problem: potential range b and scattering
length a for the two-body problem, mean inter-particle distance d and thermal
wavelength λ for the N -body problem. The system will always be assumed to be
dilute: b � d. In this chapter, we will be mainly interested in the degenerate
regime, λ > d, and in the case of a large scattering length a� b.

For the case of three-dimensional gases that will interest us here, the "2-
body – N -body" link was largely initiated by Shina Tan in a series of three
papers. The first two were deposited on arXiv in 2005, but these three
papers were only published (together) in 2008 (Tan 2008a; Tan 2008b; Tan
2008c). In this work, Tan established a large number of universal relations
verified by a two-component Fermi gas, with interactions described in the
zero range limit.

These relations that we are going to study link microscopic quantities,
such as the momentum distribution of the gas or its two-body spatial corre-
lation function, to macroscopic quantities, such as its ground state energy
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9

Les états liés à deux corps (hors résonance)

V(r)
r

Pour les atomes “usuels”, le problème à deux 
corps admet de nombreux états liés

• Dernier état lié : |E | ∼ 10 EvdW ∼ 0.1 − 1 mK

• Etats liés profonds : |E | ∼ 100 − 1000K

Une fois formés, ces états liés sont “hors-jeu” pour la thermodynamique du gaz

Toute la physique des gaz quantiques repose sur le fait que le taux de 
formation de ces états liés est faible : on étudie des états métastables

à comparer aux énergies du gaz : 1 − 1000 nK
Figure 2. Two-body interaction potential V (r). The potential well, whose depth is
typically several hundred kelvins, contains many ro-vibrational bound states.

and more generally its free energy or its pressure. They involve a quantity
C called "contact", a name justified by the fact that it constitutes a measure
of the probability of having two particles close to each other. The interest of
relations involving contact is that they do not require precise knowledge of
the state of the system, which we would not be able to provide in the case
of strong interactions a & d.

Tan’s approach has been further developed and generalized theoreti-
cally by many authors, and additional universal relationships have been
established. It is not possible to cite them all here. Let us simply mention
the articles that, in addition to Tan’s, served as the basis for writing this
and the next chapter: Baym, Pethick, et al. 2007; Punk & Zwerger 2007;
Braaten & Platter 2008; Werner, Tarruell, et al. 2009; Zhang & Leggett 2009;
Combescot, Alzetto, et al. 2009; Yu, Bruun, et al. 2009; Braaten, Kang, et al.
2010; Braaten 2011; Werner & Castin 2012a; Werner & Castin 2012b.

1 Scope of the contact concept

1-1 Contribution of bound states

Before approaching the presentation of the contact, it is important to spec-
ify the framework in which we will work. A first point concerns the states
linked to two (or more) particles. For the atomic species used in the labo-

1

0 b d = n−1/3

degenerate regime nλ3 ≫ 1non degenrate regime    (virial)nλ3 ≪ 1 critical zone 
BECλ :

weak interaction regime n |a |3 ≪ 1 strong interaction regime n |a |3 ≳ 1|a | :

1/a
Ebound

≈ − ℏ2/ma2

Figure 3. Energy of the bound state that appears on the a > 0 side of a Fano–
Feshbach resonance.

ratory, the two-body interaction potential V (r) represented in figure 2 has
a depth of the order of several hundreds of kelvins and it generally in-
cludes many bound states. Apart from a Fano–Feshbach resonance, the
energy of the last bound state is of the order of about ten times the van
der Waals energy EvdW (see course 2021), i.e. from 0.1 to 1 mK depending
on the species. This energy is large compared to the characteristic ener-
gies of gases, which are in the range 10 nK–1µK. This considerable differ-
ence is still increased for the more strongly bound states in the potential
V (r). It follows that the formation of dimers in these states constitutes a
irreversible loss of atoms for the gas. Once these dimers are formed, they
generally escape the trap confining the assembly of atoms and they do not
enter the realization of the thermodynamic equilibrium. We will therefore
ignore them in the following.

The situation is different for the very weakly bound state which appears
in the vicinity of a Fano-Feshbach resonance, more precisely on the a > 0
side of the resonance (figure 3). The resonance corresponds to |a| = +∞
(i.e. 1/a = 0) and the energy of the bound state, very low in absolute value,
is ≈ −~2/ma2. This binding energy is comparable to the other energy
scales of the gas and this bound state must therefore be taken into account
for the study of the dynamics and thermodynamics of the N body system.

In the vicinity of this resonance, one can also wonder about the possi-
bility of forming more complex states, with three bodies for example. For
fermions of spin 1/2 with m↑ ≈ m↓, the Pauli principle forbids the forma-
tion of a three-body state. On the other hand, for bosons or for spin 1/2
fermions with a large difference between m↑ and m↓, these weakly bound
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three-body states exist – this is the Efimov effect – and must also be taken
into account [for a review of the three-body problem, see Naidon & Endo
(2017)].

1-2 Conditions of application : fermions vs. bosons

We will see that the central element of Tan’s approach, the contact, is the
thermodynamically conjugate quantity of the scattering length a. The con-
tact allows to characterize thermodynamically all the short-range physics
of the system, provided that the interactions between particles do not in-
troduce any other energy scale than ~2/ma2 in the relevant energy domain
for these quantum gases. In particular, the three-body problem and the
Efimov effect should not invalidate this assumption.

As we have indicated in the previous paragraph (§ 1-1), the Efimov ef-
fect is absent for a gas of 1/2 spin fermions with m↑ ≈ m↓. The first field of
application of the results of this chapter is therefore a gas of N fermions of
spin1 1/2. In this case, we will not need any restriction on the sign or the
value of the scattering length a characterizing the ↑↓ interactions.

For a gas of bosons (or for a gas of fermions with a ratio m↑/m↓ very
different from 1), we have explained that the assumption stated above is
not always correct. In the vicinity of a scattering resonance, three-body
physics can introduce new length and energy scales, which then compli-
cates the problem since a is no longer the only quantity characterizing the
interactions. To avoid this difficulty, we will assume in this chapter that
the Bose gas is prepared in a configuration such that :

• the scattering length a is positive, to ensure its mean-field stability;

• the density is sufficiently low that na3 � 1, i.e. a � d, so that there
is a time range during which the gas can reach its equilibrium state
related to two-body interactions, without the three-body states being
appreciably populated (see Chapter 4, § 1.1).

Note that these assumptions remain compatible with the use of a Fano–
Feshbach resonance, b� a provided that we have simultaneously a� d.

1It can of course be a pseudo-spin, the two states being chosen from the set of Zeeman
sub-levels of the atoms.

14

Rappel sur le gaz de Fermi équilibré (suite)

Etat fondamental ?

Jamais d’interaction en onde s pour   ou  ↑ − ↑ ↓ − ↓
EF = ℏ2k2F

2m

En présence d’interactions , système très riche (fondamental toujours superfluide)↑ − ↓
Au voisinage d’une résonance de diffusion, “crossover” entre régime BCS et condensat de Bose-Einstein

0

a = ± ∞

petit :  régime à la  
Bardeen-Cooper-Schrieffer

|a |   positif et petit :  dimères bosoniques  
fortement liés ( ) 

qui forment un condensat

a
E ≈ − ℏ2/ma2

Régime d’interaction forte

1/a

Figure 4. Ground state of an equilibrated ideal Fermi gas, with the filling of the
single-particle states up to the Fermi level.

1-3 Reminder on the Fermi gas

Since the Fermi gas will play an essential role in this chapter, we will recall
here some definitions and properties concerning this system. We will as-
sume that the gas is "balanced", i.e. that there is the same number of atoms
in each spin state:

N↑ = N↓ ≡
N

2
. (1)

In the absence of interaction, the ground state of the gas is obtained
by filling with two particles (one ↑, one ↓) each momentum state from the
momentum zero to the momentum ~kF (figure 4). The value of the Fermi
level is deduced from

N =

|k|<kF∑

k

2. (2)

Using the usual transition from a discrete sum over k to an integral:

N =
L3

(2π)3

∫

|k|<kF
2 d3k =

L3k3
F

3π2
, (3)

we get

kF =
(
3π2n

)1/3
with n =

N

L3
. (4)

The energy of the ground state in absence of interaction is:

E =

|k|<kF∑

k=0

2
~2k2

2m
=

3

5
NEF with EF =

~2k2
F

2m
. (5)
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2

0

a = ± ∞

small :  regime à la  
Bardeen-Cooper-Schrieffer

|a |   positive and small:  bosonic dimers  
 forming a condensate

a
E ≈ − ℏ2/ma2Strong interaction regime

1/a

   with n(k) ≈ C/k4 C ≈ 2.2 NkF

light for the imaging propagates along the axial direction
of the trap, and thus we measure the radial momentum
distribution. Assuming the momentum distribution is
spherically symmetric, we obtain nðkÞ with an inverse
Abel transform.

Figure 1(a) shows an example nðkÞ for a strongly inter-
acting gas with a dimensionless interaction strength
ðkFaÞ#1 of #0:08$ 0:04. The measured nðkÞ exhibits a
1=k4 tail at large k, and we extractC from the average value
of k4nðkÞ for k > kC, where we use kC ¼ 1:85 for
ðkFaÞ#1 >#0:5 and kC ¼ 1:55 for ðkFaÞ#1 <#0:5.
These values for kC are chosen empirically such that for
k & kC, the momentum distributions are in the asymptotic
limit to within our statistical measurement uncertainties.
One issue for this measurement is whether or not the
interactions are switched off sufficiently quickly to accu-
rately measure nðkÞ. The data in Fig. 1(a) were taken using
a magnetic-field sweep rate of _B ¼ 1:2 G

!s to turn off the

interactions for the expansion. In the inset to Fig. 1a, we
show the dependence of the measured C on _B. Using an
empirical exponential fit [line in Fig. 1(a) inset], we esti-
mate that for our typical _B of 1.2 to 1:4 G

!s , C is system-

atically low by about 10%. We have therefore scaled C
measured with this method by 1:1.

The contact is also manifest in rf spectroscopy, where
one applies a pulsed rf field and counts the number of
atoms that are transferred from one of the two original
spin states into a third, previously unoccupied, spin state
[11]. We transfer atoms from the j9=2;#7=2i state to the
j9=2;#5=2i state. It is predicted that the number of atoms
transferred as a function of the rf frequency, ", scales as
"#3=2 for large ", and that the amplitude of this high
frequency tail is C

23=2#2 [12–14]. Here, " ¼ 0 is the single-

particle spin-flip resonance, and " is given in units of
EF=h. This prediction requires that atoms transferred to
the third spin-state have only weak interactions with the
other atoms so that ‘‘final-state effects’’ are small [14–21],
as is the case for 40K atoms. In Fig. 1(b), we plot a
measured rf spectrum, !ð"Þ, multiplied by 23=2#2"3=2.
The rf spectrum is normalized so that its integral equals
0:5. We observe the predicted 1="3=2 behavior for large ",
and obtain C by averaging 23=2#2"3=2!ð"Þ for "> "C,
where we use "C ¼ 5 for ðkFaÞ#1 >#0:5 and "C ¼ 3
for ðkFaÞ#1 <#0:5. These values for "C are chosen such
that for " & "C, !ð"Þ is in its asymptotic limit.
The connection between !ð"Þ and the high-k tail of nðkÞ

can be seen in the Fermi spectral function, which can be
probed using photoemission spectroscopy for ultra cold
atoms [8]. Recent photoemission spectroscopy results on
a strongly interacting Fermi gas [22] revealed a weak,
negatively dispersing feature at high k that persists to
temperatures well above TF. This feature was attributed
to the effect of interactions, or the contact, consistent with
a recent prediction [23]. Atom photoemission spectros-
copy, which is based upon momentum-resolved rf spec-
troscopy, also provides a method for measuring nðkÞ. By
integrating over the energy axis, or equivalently, summing
data taken for different rf frequencies, we obtain nðkÞ. This
alternative method for measuring nðkÞ yields results similar
to the ballistic expansion technique, but avoids the issue of
magnetic-field sweep rates.
In Fig. 2, we show the measured contact for different

values of 1=kFa. We restrict the data to values of 1=kFa
where our magnetic-field sweeps are adiabatic [24].
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FIG. 1. Extracting the contact from the momentum distribution
and rf line shape. (a) Measured momentum distribution for a
Fermi gas at 1

kFa
¼ #0:08$ 0:04. Here, the wave number k is

given in units of kF, and we plot the normalized nðkÞ multiplied
by k4. The dashed line corresponds to 2:2, which is the average
of k4nðkÞ for k > 1:85. (Inset) The measured value for C depends
on the rate of the magnetic-field sweep that turns off the
interactions before time-of-flight expansion. (b) rf line shape
measured for a Fermi gas at 1

kFa
¼ #0:03$ 0:04. Here, " is the

rf detuning from the single-particle Zeeman resonance, given in
units of EF=h. We plot the normalized rf line shape multiplied by
23=2#2"3=2, which is predicted to asymptote to C for large ".
Here, the dashed line corresponds to 2:1, from an average of the
data for "> 5.
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Momentum
rf lineshape
PES

FIG. 2. The contact. We measure the contact, C, as a function
of ðkFaÞ#1 using three different methods. Filled circles corre-
spond to direct measurements of the fermion momentum distri-
bution nðkÞ using a ballistic expansion, in which a fast magnetic-
field sweep projects the many-body state onto a noninteracting
state. Open circles correspond to nðkÞ obtained using atom
photoemission spectroscopy measurements. Stars correspond to
the contact obtained from rf spectroscopy. The values obtained
with these different methods show good agreement. The contact
is nearly zero for a weakly interacting Fermi gas with attractive
interactions (left hand side of plot) and then increases as the
interaction strength increases to the unitarity regime where
ðkFaÞ#1 ¼ 0. The line is a theory curve obtained from Ref. [5].
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Figure 5. The different regimes for the ground state of a Fermi gas with s-wave ↑↓
interactions, characterized by the scattering length a.

Let us now take into account the interactions. At low temperature, only
the s-wave interactions are significant and the Pauli principle forbids this
channel for the ↑↑ and ↓↓ collisions. On the other hand, interactions be-
tween the two components ↑↓ are possible and they make this system ex-
tremely rich. For any value of a, positive or negative, one predicts and
observes a transition from the normal state at high temperature to a super-
fluid state at low temperature [see for example Zwerger (2012)]. In particu-
lar, when a Fano–Feshbach resonance is crossed, the following regimes are
observed for the ground state (figure 5):

• For a positive and small in front of d, this superfluid state can be ap-
proximated by the Bose–Einstein condensation theory, with pairs of
fermions that form in real space to constitute bosonic dimers.

• For a negative and small in absolute value, the superfluid state can be
described by the BCS (Bardeen–Cooper–Schrieffer) theory.

• In the vicinity of the resonance, we find the strong interaction regime
n|a|3 & 1.

It is not our intention to review in this chapter all the physics of the
interacting Fermi gas. We will only indicate the elements that are essen-
tial for the study of the link between binary interactions and macroscopic
properties of the fluid.

1-4 Wide or narrow Feshbach resonances?

Tan’s approach allows to provide quantitative predictions on strongly in-
teracting systems with a scattering length a large in front of the range of

the potential b. In atomic gas physics, the range b is given by the van der
Waals length RvdW and a large scattering length a is usually obtained via
a Fano–Feshbach resonance. We studied these resonances in last year’s
course and showed that they can be classified into two categories:

• The large resonances, for which the scattering amplitude is written as
a good approximation

f(k) ≈ −a
1 + ika

(6)

for all k such that k . b−1. The scattering length is in this case the only
relevant parameter to characterize the binary interactions and every-
thing that follows in this chapter applies without problem.

• Narrow resonances, for which a quadratic term must be taken into
account in the denominator of this fraction:

f(k) ≈ −a
1 + ika+ k2R∗a

, (7)

the length R∗ being large before the "natural" range b ≈ RvdW (Petrov
2004). For these narrow resonances, corresponding to an abnormally
large effective range term re = −2R∗, the following approach is not
applicable2, since the scattering length alone is not sufficient to char-
acterize binary interactions in the k . b−1 domain.

2 Contact and two-body correlations

2-1 Reminder : scattering states close to E = 0

We will recall here some useful properties of low energy scattering states.
For more details, we refer the reader to the course 2021. We are interested
in s-wave collisions (thus isotropic) and the analysis of the process is done
by considering the radial equation verified by the reduced wave function
uk(r) = r ψk(r) of energy E = ~2k2/2mr, where mr = m/2 is the reduced

2Werner & Castin (2012b) detail how to generalise Tan’s approach to take into account the
effective range term.
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mass :

− ~2

2mr
u′′k + V (r)uk(r) = E uk(r). (8)

Outside the range of the potential, this solution is written in terms of the
phase shift δ0(k):

r & b : uk(r) ∝ sin[kr + δ0(k)]. (9)

The scattering length is defined by a = − limk→0 δ0(k) so that (9) becomes

r & b, k → 0 : uk(r) ∝ a− r. (10)

This behavior common to all reduced radial functions uk(r) for k small is
illustrated on figure 6 in the case of a square well. We placed ourselves in
the vicinity of a resonance with a = 10 b. The normalized wave function
ψ0(r) has the following behavior:

r > b : ψ0(r) =
1√
L3

(a
r
− 1
)

=
a√
L3

(
1

r
− 1

a

)
, (11)

and the behavior of ψk(r) is similar for k sufficiently small. We will see in
what follows that it is the behavior in 1/r of ψ0 that plays a determining
role.

2-2 A qualitative argument

To begin with, let us consider the wave function of the ground state of a
gas of N particles.

• For spinless bosons, we will write this wave function as
Φ(r1, r2, . . . , rN ), with the normalization

∫
|Φ(r1, r2, r3, . . . , rN )|2 d3r1 . . . d

3rN = 1. (12)

The particles having been arbitrarily numbered 1,2,. . . , this wave func-
tion gives the probability amplitude to find the particle 1 at the point
r1, the particle 2 at the point r2,. . . and it is symmetric by exchange of
two particles.
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Figure 6. Reduced radial functions uk(r) and radial function ψ0(r) for scattering
by a square well with a = 10 b.
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Figure 7. N fermion system. We are interested in the behavior of the wave func-
tion Φ when particles 1 and 2 of opposite spin approach each other, the other par-
ticles being far from r1 and r2.

• For the fermion case, we consider a gas with N/2 particles in the ↑
spin state and N/2 particles in the ↓ spin state. We can write the N -
body wave function by assigning the odd indices r1, r3, . . . to the N/2
fermions of spin ↑ and the even indices r2, r4, . . . to the N/2 fermions
of spin ↓with the same normalization as in (12). This wave function is
antisymmetric by any permutation of two odd indices, and also anti-
symmetric by any permutation of two even indices.

Let us fix the positions r3, r4, . . . , rN and let us be interested in the vari-
ation of Φ when r1 and r2 approach each other. More precisely, let us pose

r1 = R +
r

2
, r2 = R− r

2
, (13)

and consider the limit of small r (typically of the order of b), assuming that
the remaining N − 2 particles are at a distance� b from R (figure 7). It is
then natural to assume the following result:

Φ(r1, r2, . . . , rN ) ≈ ψ0(r) Φ̃(R, r3, . . . , rN ) (14)

where ψ0(r) is the scattering state for the relative particle of the pair (1,2)
at zero energy (see figure 6, bottom). In the case of a strong interaction,
a ∼ d, one expects this form to remain valid as long as r � a, d, i.e. as long
as particles 1 and 2 do not enter the "influence zones" of the other particles,
and interact only with each other.

Remark. If we describe the interaction between particles by the pseudo-
potential, the qualitative argument we just gave becomes the definition
of the domain of wave functions eligible to describe the system (Werner
& Castin 2012b). This wave function must be such that for any pair of
particles, for example (1, 2), we have:

r → 0 : Φ(r1, r2, . . . , rN ) =

(
1

r12
− 1

a

)
Φ̃ (R, r3, . . . , rN ) +O(r12) (15)

where Φ̃ is a regular function of the coordinates of the N −2 other particles
and of R. We have assumed here that R is different from r3, . . . , rN .

2-3 Two-body spatial correlation function

The argument presented above was restricted to the case where the po-
sitions r3, . . . , rN were not close to the positions r1 and r2 considered to
write (14). To make this assumption more quantitative, we will reformulate
it in terms of a two-body correlation function.

Let’s present the approach on the fermion case. We introduce the "four-
point" correlation function (Zhang & Leggett 2009)

G2,↑↓(r
′
a, r
′
b; ra, rb) = 〈Ψ̂†↑(r′a)Ψ̂†↓(r

′
b)Ψ̂↓(rb)Ψ̂↑(ra)〉 (16)

which is calculated from the wave function Φ:

G2,↑↓(r
′
a, r
′
b; ra, rb) =

N2

4

∫
d3r3 . . . d

3rN Φ∗(r′a, r
′
b, r3, . . . , rN )

× Φ(ra, rb, r3, . . . , rN ). (17)

This correlation function is normalized as:
∫∫
G2,↑↓(ra, rb; ra, rb) d3ra d3rb =

N2

4
. (18)

More precisely, let us fix rb = r′b = 0 and let us be interested in the
"two-point" object:

G2,↑↓(r
′,0; r,0) = 〈Ψ̂†↑(r′)Ψ̂

†
↓(0)Ψ̂↓(0)Ψ̂↑(r)〉 (19)
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We will try to characterize the behavior of this function when r and r′ are
both close to 0. To do this, we note that G2,↑↓(r′,0; r,0) can be considered
as the matrix element of a Hermitian operator Ô in position representation,
〈r′|Ô|r〉. This operator can be diagonalized and written as (Yu, Bruun, et
al. 2009):

G2,↑↓(r
′,0; r,0) =

∑

j

γj φ
∗
j (r
′) φj(r). (20)

The hypothesis at the basis of the contact theory is then formulated as
follows: we suppose that for r � d, the significantly populated φj(r) func-
tions are all very close to the two-particle wave function ψ0(r) introduced
in § 2-1. We therefore define the quantity C such that

r, r′ � d : G2,↑↓(r
′,0; r,0) ≈ C

(4π)2a2
ψ∗0(r′)ψ0(r) (21)

Using (11), this relation is written outside the range b of the potential

b . r, r′ � d, a : G2,↑↓(r
′,0; r,0) ≈ C

(4π)2L3

1

r′
1

r
(22)

The quantity C is called the two-body contact. It is an extensive quantity
whose dimension is the inverse of a length. The central point of the ap-
proach developed here is that at short distances, N -body physics inter-
venes only through this multiplicative constant. Note that we have defined
here the contact for the ground state of the system. We will see in the next
section how to generalize this definition to the case of T 6= 0, once the link
with gas thermodynamics is established.

We proceed in a similar way for the bosons by posing

G2(r′a, r
′
b; ra, rb) ≡ 〈 Ψ̂†(r′a)Ψ̂†(r′b)Ψ̂(rb)Ψ̂(ra) 〉 (23)

= N(N − 1)

∫
d3r3 . . . d

3rN Φ∗(r′a, r
′
b, r3, . . . , rN )

× Φ(ra, rb, r3, . . . , rN ).

This function is normalized as follows
∫∫
G2(ra, rb; ra, rb) d3ra d3rb = N(N − 1). (24)

The hypothesis at the base of the contact theory is then written for
bosons:

r, r′ � d : G2(r′,0; r,0) ≈ C

(4π)2a2
ψ∗0(r′)ψ0(r) (25)

or if a� b:

b . r, r′ � a, d : G2(r′,0; r,0) ≈ C

(4π)2L3

1

r′
1

r
(26)

Remark. Rigorously, the short-range validity condition comparing r, r′

and the range b should be written b� r, r′. We take here the less restrictive
condition b . r, r′ by relying on the numerical results of Yin & Blume
(2015), which will be described in § 4-3. These authors consider a Gaussian
two-body interaction potential, V (r) = V0 exp(−2r2/b2), and show for a
gas ofN = 10 particles that the law (26) is reached to a good approximation
as soon as r and r′ exceed b (see figure 12).

2-4 Pair distribution

Once the forms (22,26) of the G2 function have been established, we can de-
termine the short range behavior of the pair distribution function, defined
here for fermions:

G2,↑↓(r) ≡
∫
G2,↑↓(ra + r, ra; ra + r, ra) d3ra (27)

and we find by using the invariance by translation of the system:

b . r � d, a : G2,↑↓(r) ≈ C

(4π)2r2
. (28)

An identical result appears for bosons, without the index ↑↓ of course.

The rapid increase of G2(r) at short distance can be understood as a
signature of bunching of the particles, provided that they are of opposite
spins in the case of fermions. To investigate this point further, let us place
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ourselves in the b → 0 limit (pseudo-potential) and consider a particle of
spin ↑ at a given point, e.g. the coordinate origin; let us look at the prob-
ability δP of finding a particle of spin ↓ in a ball of infinitesimal radius
r centered at 0. If the particles were uncorrelated, this probability would
vary as δP ∝ r3 when r → 0. Given the variation of G2, we find here
δP ∝ r; this probability always tends to 0 when r → 0, but only linearly
with r instead of the r3 law expected for independent particles.

Link with Bogoliubov’s approach. In the previous chapter, we com-
puted the function g2 = G2/nN and found at short distance the following
result:

r � ξ : g2(r) ≈
(

1− a

r

)2

(29)

or for r � a� d:

r � a : G2(r) ≈ nNa2

r2
. (30)

This variation is well in accordance with (28) and we deduce the value of
the contact for a weakly interacting Bose gas at T = 0:

Bogoliubov: C = (4πa)2nN (31)

Note that the validity condition r � ξ of (29) is less restrictive than the
condition r � d of the general case (25). Indeed, ξ = (8πna)−1/2 =
d (d/8πa)1/2 is much larger than d in the weak interaction regime.

2-5 Momentum distribution

As announced in the introduction, the contact C is involved in many phys-
ical quantities characterizing the fluid. We are interested here in the mo-
mentum3 distribution n(k).

Let us consider for example bosons and let us start with the probability
amplitude to find the particle 1 with momentum k, the particles 2, . . . , N
being fixed at the points r2, . . . , rN . This amplitude is written:

A1(k; r2, . . . , rN ) =

∫
d3r1 e−ik·r1 Φ(r1, r2, . . . , rN ). (32)

3To avoid the constant ~ in all that follows, we work rather with the wave vector k than
with the real momentum ~k.

The probability distribution n1(k) for the momentum of particle 1 is ob-
tained by taking the square modulus of this expression, then integrating
over all positions r2, . . . , rN , which gives:

n1(k) =
∫

eik·(r′1−r1) Φ∗(r′1, r2, . . . , rN )

×Φ(r1, r2, . . . , rN ) d3r1 d3r′1 d3r2 . . . d
3rN , (33)

which naturally brings up the four-point correlation function G2 consid-
ered above.

We are interested here in the behavior of this function at large k, thus
coming from the contribution of the small differences |r1−r′1|. This contri-
bution becomes important when the couple (r1, r

′
1) approaches one of the

other positions r2, r3, . . . , rN . Consider for example the resonant behav-
ior between (r1, r

′
1, r2), the result then having to be multiplied by N − 1

to take into account the other possibilities (r1, r
′
1, rj), j = 3 . . . N . We see

appearing by using (26):

r1, r
′
1, r2 close:

∫
d3r3 . . . d3rN Φ∗(r′1, r2, r3, . . . , rN )

× Φ(r1, r2, r3, . . . , rN ) ≈ 1

N(N − 1)

C

(4π)2L3

1

r′12

1

r12
. (34)

The contribution of the term 1
r′12

1
r12

to the Fourier transform giving n1(k)

is written:

∫
eik·(r′1−r1)

r′12 r12
d3r1 d3r′1 d3r2 =

∫
eik·(r′1−r2)

r′12

eik·(r2−r1)

r12
d3r1 d3r′1 d3r2

= L3

(
4π

k2

)2

(35)

where we used ∫
eik·r

r
d3r =

4π

k2
. (36)

We thus find the dominant behavior for the large momentum for the parti-
cle 1:

n1(k) =
1

N

C

k4
+ . . . (37)
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and it only remains to multiply the result by N to obtain the total momen-
tum distribution of the gas:

Bosons : n(k) =
C

k4
+ . . . (38)

this distribution being by construction normalized as follows (cf. (33)):

Bosons :
1

(2π)3

∫
n(k) d3k = N. (39)

We thus find that the momentum distribution behaves like k−4 at large k
(where the ". . . " term becomes negligible) and the contact gives directly the
weight of this component.

For a spin 1/2 balanced fermion gas, the contact has been defined so
that this relation remains valid for each component:

Fermions : n↑(k) = n↓(k) =
C

k4
+ . . . (40)

with normalization

Fermions :
1

(2π)3

∫
n↑(k) d3k =

1

(2π)3

∫
n↓(k) d3k =

N

2
. (41)

Recall that we had proved the existence of this wing in the framework
of Bogoliubov’s theory for the pseudo-potential, in the na3 � 1 case. The
(considerable!) interest of the present approach is to generalize this result
to the case of large scattering lengths, and even to the unitary case 1/a =
0. Its domain of validity in the case of strong interactions a ∼ d can be
deduced directly from that found for the pair distribution in the previous
paragraph:

1

a
,

1

d
� k . 1

b
. (42)

This general law in k−4, valid in the unitary regime and on both sides of
this regime, was first predicted by Haussmann (1994).

Remark. It is interesting to note that a 1/k4 law appears for a one-
dimensional gas described by the Tonks (Minguzzi, Vignolo, et al. 2002)

100 101

10−7

10−5

10−3

10−1

1
a < k < 1

bka < 1

1 < kb
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n↑(k)

Figure 8. Typical sketch of the momentum distribution n(k) of a two-component
Fermi gas or a Bose gas (neglecting three-body effects) in the limit of a scattering
length a ∼ d much larger than the range b of the interatomic potential. The law
n(k) ≈ C/k4 is valid in the central region colored in green.

or Lieb–Lininger models, with a prefactor related to the derivative of the
ground state energy of the gas in a manner similar to what we will see in § 3
(Olshanii & Dunjko 2003). This law in 1/k4 is also valid in two dimensions,
both for fermions (Werner & Castin 2012b; Shi, Chiesa, et al. 2015) and for
bosons (Werner & Castin 2012a). Note that for 2D bosons, the Efimov prob-
lem does not arise (Brodsky, Kagan, et al. 2006) and the difficulties related
to the introduction of an additional parameter to describe three-body in-
teractions are absent.

3 Thermodynamic definition of contact

3-1 A new thermodynamic variable

In this section we move to an apparently different definition of contact,
based on the notion of thermodynamic variables. A fluid at equilibrium is
described by its equation of state, which gives the variation of a thermody-
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namic potential (its energyE for example) as a function of conjugated ther-
modynamic variables like entropy/temperature, volume/pressure, num-
ber of particles/chemical potential. We thus have the total differential for
the energy

dE = T dS − P dL3 + µdN (43)

with

T =

(
∂E

∂S

)

L3,N

P = −
(
∂E

∂L3

)

S,N

µ =

(
∂E

∂N

)

S,L3

. (44)

The interaction potential can be added to the list of these thermody-
namic variables, but its characterization generally requires a large number
of parameters, which makes this notion of little practical use. The situation
changes radically when we are interested in a cold dilute gas, since the in-
teractions can then be described using a single parameter, the scattering
length a. It is then relevant to introduce this parameter explicitly in the
equation of state, which leads to introduce also its thermodynamic conju-
gate quantity. In fact, it is more convenient to use the variable 1/a and to
pose

Bosons :
~2C

8πm
= −

(
∂E

∂(1/a)

)

S,L3,N

(45)

The thermodynamic description of the fluid is then done according to
the usual procedure, using the differential of a thermodynamic potential,
the energy for example:

dE = T dS − P dL3 + µdN − ~2C

8πm
d (1/a) (46)

We will first place ourselves at zero temperature (hence at zero entropy)
and show that the quantity C which appears in this expression coincides
with the contact introduced in (25). We will generalize this approach to the
case of non-zero temperature in § 3-4.

Case of fermions. For spin 1/2 fermions, the definition is modified by a
factor 2 and becomes

Fermions :
~2C

4πm
= −

(
∂E

∂(1/a)

)

S,L3,N

(47)

This additional factor of 2 allows to absorb the fact that a fermion interacts
only with N/2 particles (those of opposite spin), while a boson interacts
with the N − 1 other particles. As we have already mentioned, with this
definition, the wing of the momentum distribution is equal to C/k4 for
both bosons and each spin component of fermions.

3-2 A useful lemma

To link the contact to the derivative of the energy with respect to the scat-
tering length, we will start by proving a preliminary result. Let us con-
sider a collision between two particles of mass m, that is a reduced mass
mr = m/2. The interaction between the two particles is described by the
potential V (r) and we consider the zero energy solution ψ0(r) for the radial
equation. Suppose that the interaction potential V (r) is slightly modified:

V (r) −→ V (r) + δV (r). (48)

We are interested in the corresponding change δa of the scattering length a
and we will establish the following result:

L3

∫ ∞

0

δV (r)ψ2
0(r) d3r =

4π~2

m
δa (49)

the function ψ0(r) being normalized so that ψ0(r) ≈ 1/L3/2 at infinity [cf.
(11)].

Proof: As usual, it is convenient to consider the reduced radial wave
function u0(r) = r ψ0(r) which is a solution of the equation :

− ~2

2mr
u′′0(r) + V (r)u0(r) = 0. (50)
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Let us note δu(r) the modification of u0(r) induced by the change δV .
We obtain at order 1:

− ~2

2mr
δu′′(r) + δV (r)u0(r) + V (r) δu(r) = 0. (51)

Let’s multiply this equation by u0(r) and integrate the result between r = 0
and r = rmax, upper bound that we will take infinite at the end of the
calculation:

− ~2

2mr

∫ rmax

0

δu′′(r)u0(r) dr +

∫ rmax

0

δV (r)u2
0(r) dr

+

∫ rmax

0

V (r) δu(r)u0(r) dr = 0. (52)

To evaluate the first term, recall that u0(r) and u0(r) + δu(r) satisfy the
boundary conditions:

u0(0) = 0, δu(0) = 0 (53)

and

r � b : u0(r) ≈ 1

L3/2
(r − a), u0(r) + δu(r) ≈ 1

L3/2
(r − a− δa), (54)

i.e. δu(r) ≈ −δa/L3/2 and δu′ ≈ 0 at large r. A double integration by parts
of the first term gives
∫ rmax

0

δu′′0(r)u0(r) dr = [u0 δu
′]
rmax

0 − [u′0 δu]
rmax

0 +

∫ rmax

0

u′′0(r) δu(r) dr

= 0 +
δa

L3
+

2mr

~2

∫ rmax

0

V (r)u0(r) δu(r) dr (55)

Inserting this result in (52) in the limit rmax → +∞ provides the result
announced in (49).

3-3 Variation of a and contact

We are now able to prove that the parameter C introduced as the conjugate
variable of 1/a is the same as the contact defined in (21,25) from the two-
body correlation function. We consider an assembly of N particles with

binary interactions, with the Hamiltonian:

Ĥ = Ĥkin + Ĥint (56)

with

Ĥkin =
∑

j

p̂2
j

2m
Ĥint =

∑

i<j

V (r̂ij). (57)

Let us consider an infinitesimal variation of the potential V inducing
a variation (also very small) of the scattering length a. We carry out this
variation at constant volume and number of particles (remember that we
have placed ourselves for the moment at zero temperature and thus at zero
entropy). We try to evaluate

(
∂E

∂a

)

L3,N

. (58)

The Hellmann–Feynman theorem allows to express the variation of the
energy in terms of the variation of the Hamiltonian itself:

∂E

∂a
= 〈∂Ĥ

∂a
〉 = 〈∂Ĥint

∂a
〉. (59)

The last member is calculated by using the link between the variation δV
and the variation δa established with the lemma (49). Let us take for exam-
ple the case of bosons and start from

δ〈Ĥint〉 =
N(N − 1)

2

∫
δV (r12) |Φ(r1, r2, . . . , rN )|2 d3r1 . . . d

3rN

=
1

2

∫
δV (r12) G2(r1, r2; r1, r2) d3r1 d3r2

=
L3

2

∫
δV (r) G2(r,0; r,0) d3r. (60)

Because of the presence of δV , the integrand is nonzero only if r . b. We
can therefore use the starting hypothesis of the contact theory, namely the
equation (25) which we reproduce here for r = r′:

r � d : G2(r,0; r,0) ≈ C

(4π)2a2
|ψ0(r)|2. (61)
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Using the lemma (49), we then arrive at:

δ〈Ĥint〉 =
C~2

8πma2
δa, (62)

from which we deduce the desired relation:

∂E

∂(1/a)
= −a2 ∂E

∂a
= −a2 δ〈Ĥint〉

δa
= − C~

2

8πm
. (63)

The thermodynamic quantity C introduced in (45) is thus identical to the
contact defined from the function G2 and used in (61).

3-4 The case of the non-zero temperature

In all the above, we have considered the case of a system at zero tem-
perature and we have expressed the contact in terms of the energy of the
ground state of the system. In fact, the approach we have described for the
ground state can be performed for any eigenstate Φj of the Hamiltonian of
the N -body system, provided that its energy is low enough that the inter-
actions remain limited to the s-wave regime. This indeed guarantees that
the two-body correlation function deduced from Φj behaves as indicated
in (21,25).

Let’s start by defining a contact Cj for each eigenstate Φj of energy Ej
as [cf. (45-47)]

Cj = − [4/8]πm

~2

(
∂Ej
∂(1/a)

)

N,L3

(64)

with the factor 4 (resp. 8) for fermions (resp. bosons). Let us now sup-
pose that the system is in a statistical mixture of eigenstates, with a density
operator

ρ̂ =
∑

j

Pj |Φj〉〈Φj |, (65)

the Pj obeying for example the Boltzmann law Pj ∝ e−Ej/kBT for a tem-
perature T . We can define an averaged contact using the weights Pj :

C =
∑

j

PjCj (66)

and this contact will allow us to calculate all the quantities we have been
interested in so far, such as the momentum distribution, the two-body cor-
relation function or the radio-frequency spectrum that we will discuss in
the next chapter. Indeed, the contact intervenes in a linear way in all these
expressions.

Inserting the expression of each Cj into (66), we find

C = − [4/8]πm

~2

(
∂E

∂(1/a)

)

N,L3,{Pj}
with E =

∑

j

PjEj . (67)

The derivative defining the mean contact must be taken keeping constant
the populations of each eigenstate Φj , which is the definition of an adia-
batic process in quantum thermodynamics. We can therefore replace the
previous definition of C by a more conventional formulation, involving
the constant entropy derivative of the mean energy of the system:

fermions/bosons : C = − [4/8]πm

~2

(
∂E

∂(1/a)

)

N,L3,S

(68)

We can also work at constant T and N , which is the same as replacing the
average energy E by the free energy F = E − TS:

fermions/bosons : C = − [4/8]πm

~2

(
∂F

∂(1/a)

)

N,L3,T

(69)

or at constant T and µ, and use the grand potential Ω:

fermions/bosons : C = − [4/8]πm

~2

(
∂Ω

∂(1/a)

)

µ,L3,T

. (70)

Note that in this last case, we know that for an extensive system, the grand
potential is related to the volume and pressure by the simple relation Ω =
−PV , so that the contact per unit volume is written:

fermions/bosons :
C

L3
=

[4/8]πm

~2

(
∂P

∂(1/a)

)

µ,T

(71)
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This set of relations is remarkable since it links many microscopic pa-
rameters such as nσ(k) orG2(r) to the thermodynamics of the system, even
though it is (at present) impossible to calculate the equation of state of
an interacting system at any temperature and for an arbitrary scattering
length.

To finish this paragraph, let us indicate that the contact, like the other
thermodynamic quantities, can be calculated by a virial expansion in the
weakly degenerate regime. One can consult the article of Liu (2013) and
references therein.

3-5 Contact and virial theorem

Using dimensional analysis, it is possible to obtain relationships between
different thermodynamic quantities such as internal energy, pressure and
contact. Let us consider for example the entropy of the system, which is a
state function whose differential is written

fermions/bosons : dS =
1

T
dE +

P

T
dL3 − µ

T
dN +

~2C

[4/8]πmT
d(1/a).

(72)
The entropy can be put in the form S = NkB f(E,L3, N, a) where the func-
tion f is dimensionless and intensive. We can simplify its writing signifi-
cantly:

• Since f is intensive, only the three intensive variables E/N , V/N and
a have to intervene:

S = NkB f

(
E

N
,
L3

N
, a

)
. (73)

• Since f is dimensionless, we are able to choose its variables also di-
mensionless. The scattering length a provides the natural energy scale
~2/ma2 and the natural volume scale a3. We can therefore write the
entropy S as

S = NkB f

(
E/N

~2/ma2
,
L3/N

a3

)
. (74)

Such a writing, a function of only two variables, will allow us to estab-
lish a relation between the three conjugate variables of E, L3 and a, that is
T , P and the contact C. We have indeed:

1

T
=

(
∂S

∂E

)

L3,N,a

= NkB
ma2

N~2
∂1f (75)

where ∂1f denotes the derivative of f with respect to its first variable,

P

T
=

(
∂S

∂L3

)

E,N,a

= NkB
1

Na3
∂2f (76)

and

~2C

[4/8]πmT
=

(
∂S

∂(1/a)

)

E,L3,N

= −2NkB
Ema3

N~2
∂1f + 3NkB

L3

Na2
∂2f.

(77)
The elimination of ∂1f and ∂2f between the three preceding equations then
leads to (Tan 2008c):

fermions/bosons : PL3 =
2

3
E +

~2C

[12/24]πma
. (78)

One can consult the article of Werner (2008) for a generalization of this
relation to the case of a gas confined in a potential of arbitrary shape.

Unitary case. In the case a→∞, the contact tends to a finite value so that
we find

Unitary gas: PL3 =
2

3
E. (79)

This remarkable relation is a consequence of scale invariance for a infinity:
the energy scale ~2/ma2 and volume scale a3 disappear, so that the equa-
tion of state giving the entropy S (or any other thermodynamic function)
is a function of only one variable :

S = NkB f

(
EmL2

~2N5/3

)
. (80)

93



CHAPITRE V. THE TWO-BODY CONTACT § 4. First measurements of the contact

2

0

a = ± ∞

small :  regime à la  
Bardeen-Cooper-Schrieffer

|a |   positive and small:  bosonic dimers 
 forming a condensate

a
E ≈ − ℏ2/ma2Strong interaction regime

1/a

   with n(k) ≈ C/k4 C ≈ 2.2 NkF

light for the imaging propagates along the axial direction
of the trap, and thus we measure the radial momentum
distribution. Assuming the momentum distribution is
spherically symmetric, we obtain nðkÞ with an inverse
Abel transform.

Figure 1(a) shows an example nðkÞ for a strongly inter-
acting gas with a dimensionless interaction strength
ðkFaÞ#1 of #0:08$ 0:04. The measured nðkÞ exhibits a
1=k4 tail at large k, and we extractC from the average value
of k4nðkÞ for k > kC, where we use kC ¼ 1:85 for
ðkFaÞ#1 >#0:5 and kC ¼ 1:55 for ðkFaÞ#1 <#0:5.
These values for kC are chosen empirically such that for
k & kC, the momentum distributions are in the asymptotic
limit to within our statistical measurement uncertainties.
One issue for this measurement is whether or not the
interactions are switched off sufficiently quickly to accu-
rately measure nðkÞ. The data in Fig. 1(a) were taken using
a magnetic-field sweep rate of _B ¼ 1:2 G

!s to turn off the

interactions for the expansion. In the inset to Fig. 1a, we
show the dependence of the measured C on _B. Using an
empirical exponential fit [line in Fig. 1(a) inset], we esti-
mate that for our typical _B of 1.2 to 1:4 G

!s , C is system-

atically low by about 10%. We have therefore scaled C
measured with this method by 1:1.

The contact is also manifest in rf spectroscopy, where
one applies a pulsed rf field and counts the number of
atoms that are transferred from one of the two original
spin states into a third, previously unoccupied, spin state
[11]. We transfer atoms from the j9=2;#7=2i state to the
j9=2;#5=2i state. It is predicted that the number of atoms
transferred as a function of the rf frequency, ", scales as
"#3=2 for large ", and that the amplitude of this high
frequency tail is C

23=2#2 [12–14]. Here, " ¼ 0 is the single-

particle spin-flip resonance, and " is given in units of
EF=h. This prediction requires that atoms transferred to
the third spin-state have only weak interactions with the
other atoms so that ‘‘final-state effects’’ are small [14–21],
as is the case for 40K atoms. In Fig. 1(b), we plot a
measured rf spectrum, !ð"Þ, multiplied by 23=2#2"3=2.
The rf spectrum is normalized so that its integral equals
0:5. We observe the predicted 1="3=2 behavior for large ",
and obtain C by averaging 23=2#2"3=2!ð"Þ for "> "C,
where we use "C ¼ 5 for ðkFaÞ#1 >#0:5 and "C ¼ 3
for ðkFaÞ#1 <#0:5. These values for "C are chosen such
that for " & "C, !ð"Þ is in its asymptotic limit.
The connection between !ð"Þ and the high-k tail of nðkÞ

can be seen in the Fermi spectral function, which can be
probed using photoemission spectroscopy for ultra cold
atoms [8]. Recent photoemission spectroscopy results on
a strongly interacting Fermi gas [22] revealed a weak,
negatively dispersing feature at high k that persists to
temperatures well above TF. This feature was attributed
to the effect of interactions, or the contact, consistent with
a recent prediction [23]. Atom photoemission spectros-
copy, which is based upon momentum-resolved rf spec-
troscopy, also provides a method for measuring nðkÞ. By
integrating over the energy axis, or equivalently, summing
data taken for different rf frequencies, we obtain nðkÞ. This
alternative method for measuring nðkÞ yields results similar
to the ballistic expansion technique, but avoids the issue of
magnetic-field sweep rates.
In Fig. 2, we show the measured contact for different

values of 1=kFa. We restrict the data to values of 1=kFa
where our magnetic-field sweeps are adiabatic [24].
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FIG. 1. Extracting the contact from the momentum distribution
and rf line shape. (a) Measured momentum distribution for a
Fermi gas at 1

kFa
¼ #0:08$ 0:04. Here, the wave number k is

given in units of kF, and we plot the normalized nðkÞ multiplied
by k4. The dashed line corresponds to 2:2, which is the average
of k4nðkÞ for k > 1:85. (Inset) The measured value for C depends
on the rate of the magnetic-field sweep that turns off the
interactions before time-of-flight expansion. (b) rf line shape
measured for a Fermi gas at 1

kFa
¼ #0:03$ 0:04. Here, " is the

rf detuning from the single-particle Zeeman resonance, given in
units of EF=h. We plot the normalized rf line shape multiplied by
23=2#2"3=2, which is predicted to asymptote to C for large ".
Here, the dashed line corresponds to 2:1, from an average of the
data for "> 5.
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FIG. 2. The contact. We measure the contact, C, as a function
of ðkFaÞ#1 using three different methods. Filled circles corre-
spond to direct measurements of the fermion momentum distri-
bution nðkÞ using a ballistic expansion, in which a fast magnetic-
field sweep projects the many-body state onto a noninteracting
state. Open circles correspond to nðkÞ obtained using atom
photoemission spectroscopy measurements. Stars correspond to
the contact obtained from rf spectroscopy. The values obtained
with these different methods show good agreement. The contact
is nearly zero for a weakly interacting Fermi gas with attractive
interactions (left hand side of plot) and then increases as the
interaction strength increases to the unitarity regime where
ðkFaÞ#1 ¼ 0. The line is a theory curve obtained from Ref. [5].

PRL 104, 235301 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
11 JUNE 2010

235301-2

31

Expérience de Boulder (2010)

Gaz de 2 105 atomes de potassium 40 (fermion), avec  pour le niveau fondamental F = 9/2
| ↓ ⟩ ≡ |F = 9/2,mF = − 9/2⟩| ↑ ⟩ ≡ |F = 9/2,mF = − 7/2⟩

Confinement dans un piège optique et refroidissement par évaporation jusqu’à     ( )T ≈ 0.1 TF a = 40 nm
Rampe adiabatique de  jusqu’à une valeur proche de résonance  ( ), puis mesure de a 1/kFa = − 0.08 n(k)

   avec n(k) ≈ C/k4 C ≈ 2.2 NkF
Pour obtenir  : n(k)
• Coupure soudaine 

du piège optique

• On amène  à  
en changeant 

a ≈ 0
B

light for the imaging propagates along the axial direction
of the trap, and thus we measure the radial momentum
distribution. Assuming the momentum distribution is
spherically symmetric, we obtain nðkÞ with an inverse
Abel transform.

Figure 1(a) shows an example nðkÞ for a strongly inter-
acting gas with a dimensionless interaction strength
ðkFaÞ#1 of #0:08$ 0:04. The measured nðkÞ exhibits a
1=k4 tail at large k, and we extractC from the average value
of k4nðkÞ for k > kC, where we use kC ¼ 1:85 for
ðkFaÞ#1 >#0:5 and kC ¼ 1:55 for ðkFaÞ#1 <#0:5.
These values for kC are chosen empirically such that for
k & kC, the momentum distributions are in the asymptotic
limit to within our statistical measurement uncertainties.
One issue for this measurement is whether or not the
interactions are switched off sufficiently quickly to accu-
rately measure nðkÞ. The data in Fig. 1(a) were taken using
a magnetic-field sweep rate of _B ¼ 1:2 G

!s to turn off the

interactions for the expansion. In the inset to Fig. 1a, we
show the dependence of the measured C on _B. Using an
empirical exponential fit [line in Fig. 1(a) inset], we esti-
mate that for our typical _B of 1.2 to 1:4 G

!s , C is system-

atically low by about 10%. We have therefore scaled C
measured with this method by 1:1.

The contact is also manifest in rf spectroscopy, where
one applies a pulsed rf field and counts the number of
atoms that are transferred from one of the two original
spin states into a third, previously unoccupied, spin state
[11]. We transfer atoms from the j9=2;#7=2i state to the
j9=2;#5=2i state. It is predicted that the number of atoms
transferred as a function of the rf frequency, ", scales as
"#3=2 for large ", and that the amplitude of this high
frequency tail is C

23=2#2 [12–14]. Here, " ¼ 0 is the single-

particle spin-flip resonance, and " is given in units of
EF=h. This prediction requires that atoms transferred to
the third spin-state have only weak interactions with the
other atoms so that ‘‘final-state effects’’ are small [14–21],
as is the case for 40K atoms. In Fig. 1(b), we plot a
measured rf spectrum, !ð"Þ, multiplied by 23=2#2"3=2.
The rf spectrum is normalized so that its integral equals
0:5. We observe the predicted 1="3=2 behavior for large ",
and obtain C by averaging 23=2#2"3=2!ð"Þ for "> "C,
where we use "C ¼ 5 for ðkFaÞ#1 >#0:5 and "C ¼ 3
for ðkFaÞ#1 <#0:5. These values for "C are chosen such
that for " & "C, !ð"Þ is in its asymptotic limit.
The connection between !ð"Þ and the high-k tail of nðkÞ

can be seen in the Fermi spectral function, which can be
probed using photoemission spectroscopy for ultra cold
atoms [8]. Recent photoemission spectroscopy results on
a strongly interacting Fermi gas [22] revealed a weak,
negatively dispersing feature at high k that persists to
temperatures well above TF. This feature was attributed
to the effect of interactions, or the contact, consistent with
a recent prediction [23]. Atom photoemission spectros-
copy, which is based upon momentum-resolved rf spec-
troscopy, also provides a method for measuring nðkÞ. By
integrating over the energy axis, or equivalently, summing
data taken for different rf frequencies, we obtain nðkÞ. This
alternative method for measuring nðkÞ yields results similar
to the ballistic expansion technique, but avoids the issue of
magnetic-field sweep rates.
In Fig. 2, we show the measured contact for different

values of 1=kFa. We restrict the data to values of 1=kFa
where our magnetic-field sweeps are adiabatic [24].
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FIG. 1. Extracting the contact from the momentum distribution
and rf line shape. (a) Measured momentum distribution for a
Fermi gas at 1

kFa
¼ #0:08$ 0:04. Here, the wave number k is

given in units of kF, and we plot the normalized nðkÞ multiplied
by k4. The dashed line corresponds to 2:2, which is the average
of k4nðkÞ for k > 1:85. (Inset) The measured value for C depends
on the rate of the magnetic-field sweep that turns off the
interactions before time-of-flight expansion. (b) rf line shape
measured for a Fermi gas at 1

kFa
¼ #0:03$ 0:04. Here, " is the

rf detuning from the single-particle Zeeman resonance, given in
units of EF=h. We plot the normalized rf line shape multiplied by
23=2#2"3=2, which is predicted to asymptote to C for large ".
Here, the dashed line corresponds to 2:1, from an average of the
data for "> 5.
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FIG. 2. The contact. We measure the contact, C, as a function
of ðkFaÞ#1 using three different methods. Filled circles corre-
spond to direct measurements of the fermion momentum distri-
bution nðkÞ using a ballistic expansion, in which a fast magnetic-
field sweep projects the many-body state onto a noninteracting
state. Open circles correspond to nðkÞ obtained using atom
photoemission spectroscopy measurements. Stars correspond to
the contact obtained from rf spectroscopy. The values obtained
with these different methods show good agreement. The contact
is nearly zero for a weakly interacting Fermi gas with attractive
interactions (left hand side of plot) and then increases as the
interaction strength increases to the unitarity regime where
ðkFaÞ#1 ¼ 0. The line is a theory curve obtained from Ref. [5].
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light for the imaging propagates along the axial direction
of the trap, and thus we measure the radial momentum
distribution. Assuming the momentum distribution is
spherically symmetric, we obtain nðkÞ with an inverse
Abel transform.

Figure 1(a) shows an example nðkÞ for a strongly inter-
acting gas with a dimensionless interaction strength
ðkFaÞ#1 of #0:08$ 0:04. The measured nðkÞ exhibits a
1=k4 tail at large k, and we extractC from the average value
of k4nðkÞ for k > kC, where we use kC ¼ 1:85 for
ðkFaÞ#1 >#0:5 and kC ¼ 1:55 for ðkFaÞ#1 <#0:5.
These values for kC are chosen empirically such that for
k & kC, the momentum distributions are in the asymptotic
limit to within our statistical measurement uncertainties.
One issue for this measurement is whether or not the
interactions are switched off sufficiently quickly to accu-
rately measure nðkÞ. The data in Fig. 1(a) were taken using
a magnetic-field sweep rate of _B ¼ 1:2 G

!s to turn off the

interactions for the expansion. In the inset to Fig. 1a, we
show the dependence of the measured C on _B. Using an
empirical exponential fit [line in Fig. 1(a) inset], we esti-
mate that for our typical _B of 1.2 to 1:4 G

!s , C is system-

atically low by about 10%. We have therefore scaled C
measured with this method by 1:1.

The contact is also manifest in rf spectroscopy, where
one applies a pulsed rf field and counts the number of
atoms that are transferred from one of the two original
spin states into a third, previously unoccupied, spin state
[11]. We transfer atoms from the j9=2;#7=2i state to the
j9=2;#5=2i state. It is predicted that the number of atoms
transferred as a function of the rf frequency, ", scales as
"#3=2 for large ", and that the amplitude of this high
frequency tail is C

23=2#2 [12–14]. Here, " ¼ 0 is the single-

particle spin-flip resonance, and " is given in units of
EF=h. This prediction requires that atoms transferred to
the third spin-state have only weak interactions with the
other atoms so that ‘‘final-state effects’’ are small [14–21],
as is the case for 40K atoms. In Fig. 1(b), we plot a
measured rf spectrum, !ð"Þ, multiplied by 23=2#2"3=2.
The rf spectrum is normalized so that its integral equals
0:5. We observe the predicted 1="3=2 behavior for large ",
and obtain C by averaging 23=2#2"3=2!ð"Þ for "> "C,
where we use "C ¼ 5 for ðkFaÞ#1 >#0:5 and "C ¼ 3
for ðkFaÞ#1 <#0:5. These values for "C are chosen such
that for " & "C, !ð"Þ is in its asymptotic limit.
The connection between !ð"Þ and the high-k tail of nðkÞ

can be seen in the Fermi spectral function, which can be
probed using photoemission spectroscopy for ultra cold
atoms [8]. Recent photoemission spectroscopy results on
a strongly interacting Fermi gas [22] revealed a weak,
negatively dispersing feature at high k that persists to
temperatures well above TF. This feature was attributed
to the effect of interactions, or the contact, consistent with
a recent prediction [23]. Atom photoemission spectros-
copy, which is based upon momentum-resolved rf spec-
troscopy, also provides a method for measuring nðkÞ. By
integrating over the energy axis, or equivalently, summing
data taken for different rf frequencies, we obtain nðkÞ. This
alternative method for measuring nðkÞ yields results similar
to the ballistic expansion technique, but avoids the issue of
magnetic-field sweep rates.
In Fig. 2, we show the measured contact for different

values of 1=kFa. We restrict the data to values of 1=kFa
where our magnetic-field sweeps are adiabatic [24].
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FIG. 1. Extracting the contact from the momentum distribution
and rf line shape. (a) Measured momentum distribution for a
Fermi gas at 1

kFa
¼ #0:08$ 0:04. Here, the wave number k is

given in units of kF, and we plot the normalized nðkÞ multiplied
by k4. The dashed line corresponds to 2:2, which is the average
of k4nðkÞ for k > 1:85. (Inset) The measured value for C depends
on the rate of the magnetic-field sweep that turns off the
interactions before time-of-flight expansion. (b) rf line shape
measured for a Fermi gas at 1

kFa
¼ #0:03$ 0:04. Here, " is the

rf detuning from the single-particle Zeeman resonance, given in
units of EF=h. We plot the normalized rf line shape multiplied by
23=2#2"3=2, which is predicted to asymptote to C for large ".
Here, the dashed line corresponds to 2:1, from an average of the
data for "> 5.
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FIG. 2. The contact. We measure the contact, C, as a function
of ðkFaÞ#1 using three different methods. Filled circles corre-
spond to direct measurements of the fermion momentum distri-
bution nðkÞ using a ballistic expansion, in which a fast magnetic-
field sweep projects the many-body state onto a noninteracting
state. Open circles correspond to nðkÞ obtained using atom
photoemission spectroscopy measurements. Stars correspond to
the contact obtained from rf spectroscopy. The values obtained
with these different methods show good agreement. The contact
is nearly zero for a weakly interacting Fermi gas with attractive
interactions (left hand side of plot) and then increases as the
interaction strength increases to the unitarity regime where
ðkFaÞ#1 ¼ 0. The line is a theory curve obtained from Ref. [5].
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Figure 9. Left : variation of k4 n(k) as a function of k for (kFa)−1 = −0.08 (4).
The plateau at large values of k allows to extract the value of the contact C for
this value of a. The figure on the right shows the importance of having a very fast
change of the scattering length from the value of interest to the zero value used
for the time of flight. For the measurements given in the left figure, the magnetic
field change is performed with a rate of 1.4 G/µs. Figures extracted from Stewart,
Gaebler, et al. (2010).

The relation (79) is deduced by using:

1

T
=
kBmL

2

~2N2/3
f ′

P

T
=

2

3

kBEm

~2N2/3L
f ′. (81)

where f ′ denotes the derivative of f .

4 First measurements of the contact

4-1 Momentum distribution of a Fermi gas

Experiments conducted in Boulder by Debbie Jin and her team during the
period 2010-12 have shown very convincingly the fact that the contact al-
lows to link measurements of various quantities, made on complex sys-
tems such as a Fermi gas around the unitary limit or a strongly interacting
Bose gas (Stewart, Gaebler, et al. 2010; Sagi, Drake, et al. 2012; Wild, Mako-
tyn, et al. 2012). We focus here on the results obtained on the Fermi gas.

The experiments described by Stewart, Gaebler, et al. (2010) were con-
ducted on a potassium-40 gas (a fermion), prepared in an equilibrium mix-
ture of its two lowest energy Zeeman states, | ↓〉 ≡ |F = 9/2,mF = −9/2〉
and | ↑〉 ≡ |F = 9/2,mF = −7/2〉. The gas contains N = 2 105 atoms in
total, it is confined in a laser dipole trap and cooled by evaporation to a
temperature T = 0.11TF with kBTF = EF. At the end of the evaporation,
the strength of the interactions between the two spin states is adjusted to
the desired value by slowly modifying the external magnetic field thanks
to a Fano–Feshbach resonance.

Let’s focus here on the measurement of the momentum distribution.
Once the stationary regime was reached for the desired scattering length,
Stewart, Gaebler, et al. (2010) very quickly switched the magnetic field to
the value for which a = 0, and then measured the spread of the atomic
cloud in a time of flight. Since the interaction energy is zero during the
time of flight, this spread gives access to the initial momentum distribu-
tion. It is essential that the magnetic field change is very fast, to avoid sig-
nificant conversion of the initial interaction energy into additional kinetic
energy. The results of this momentum measurement are shown in figure 9.
We see that the wing does indeed vary as k−4, and we thus obtain a first
determination of the near-resonant contact C ≈ 2.2NkF.

We will return to other characterizations of the contact made by the
Boulder group in the next chapter, once we have described another study
tool, radio-frequency spectroscopy.

4-2 Scaling laws for contact

In the case of a two-component Fermi gas, we can give some elements on
the value of the contact in the asymptotic regimes. We will distinguish
the three cases encountered successively when sweeping across a Fano–
Feshbach resonance. We limit ourselves here to the case of zero tempera-
ture (figure 10) so that all the phases considered below are superfluid.

• On the a < 0 side and relatively far from the resonance, we find the
BCS regime with kF|a| � 1. The interaction energy in the ground state
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∝ a2 ∝ 1/a2πη
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C

NkF

Figure 10. "Schematic" variation of the C contact with the scattering length
for a two-component Fermi gas. The dashed line shows the prediction (86) for a
small and positive scattering length a, the gas then consisting of an assembly of
dimers. The blue dashed line represents the prediction (??) for the BCS limit, for
a scattering length a negative and small in absolute value. The purpose of the
red solid line is simply to give an idea of the variation of C/NkF in the different
regimes of kFa values, but it does not provide a precise value.

is simply calculated in a mean field approach4

Eint ≈
1

L3

(
N

2

)2
4π~2a

m
(82)

which leads for this regime to:

a < 0 : C ≈ (2πa)2nN ⇔ C

NkF
≈ 4

3
(kFa)2 (83)

We find a similar result to the Bogoliubov approach for bosons (31),
except for a factor 4.

• At resonance, i.e. at the threshold of the two-body bound state, the
scattering length becomes infinite. There is then no more length scale

4Corrections from the BCS theory are exponentially small and are therefore neglected here.

associated to the interactions and we find the scale invariant situa-
tion mentioned above; by simple dimensional analysis and in the case
T = 0, we expect the energy at this point to be written as E = 3

5NEF ξ
where ξ is a dimensionless (universal) parameter that has to be calcu-
lated numerically or measured experimentally. In the vicinity of this
point, a first linear correction in 1/a is expected and the energy must
be in the form (still by dimensional analysis):

E ≈ NEF

(
3

5
ξ − η

kFa

)
(84)

where η is another dimensionless universal parameter. The contact is
then

a = ±∞ :
C

NkF
= 2πη (85)

There is no known analytical expression for this coefficient η and its
theoretical determination is a difficult theoretical problem. In practice,
a numerical calculation (quantum Monte Carlo) gives 2.95, (10) (Drut,
Lähde, et al. 2011), in good agreement with the experimental results
of Laurent, Pierce, et al. (2017) that we will discuss in the next chapter,
and the even more recent ones of Mukherjee, Patel, et al. (2019) and
Carcy, Hoinka, et al. (2019).

• In the case where the two-body bound state has appeared5, the scat-
tering length a is positive. This bound state involves one atom ↑ and
one atom ↓, and its energy is ≈ −~2/(ma2). Since the number of
atoms is assumed here to be the same for both spin states, the gas
contains N↑ = N↓ = N/2 dimers and the energy of its ground state is
E = −N~2/(2ma2), which leads to:

a > 0 : C ≈ 4π

a
N ⇔ C

NkF
≈ 4π

kFa
(86)

The contribution of the dimer-dimer interaction, characterized by the
scattering length add ≈ 0.6 a (Petrov, Salomon, et al. 2004), is in the
mean field approximation

Edd =
π~2add

4m
nN (87)

5We assume here that there is no formation of aggregates larger than these dimers, see for
example Petrov (2003) and Castin, Mora, et al. (2010) and Endo & Castin (2015).
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!i" The amplitude at large r decreases with increasing as
−1,

reflecting the fact that the four-fermion system becomes
more compact with increasing attraction. !ii" As as

−1 increases
from −10aho

−1 to 0 !and to even larger values", the scaled pair
distribution functions develop a two peak structure that re-
flects the formation of pairs. The peak at smaller interparticle
up-down distances r corresponds to the formation of a pair,
while the peak at larger r values !r#1aho–1.5aho" reflects
the fact that the second up-atom and the second down-atom
are pushed away from the first pair due to the Pauli exclusion
principle !i.e., the formation of self-bound trimers and tet-
ramers is prohibited". !iii" The scaled pair distribution func-
tions vanish at r=0 for all s-wave scattering lengths; for
numerical reasons, the first point of Ppair!r" is not calculated
at r=0 but at r=0.005aho. The vanishing of Ppair!r"r2 at r
=0 is accompanied by a sharp drop of Ppair!r"r2 at r values of
the order of a few times the range r0. The scaled pair distri-

bution functions behave universally when r is larger than a
few times the range r0; for smaller r, the pair distribution
functions acquire nonuniversal behavior.

To illustrate the universal range independent behavior of
the scaled pair distribution functions, Fig. 5 shows the quan-
tity !4!"2Ppair!r"r2 for a number of different r0 but fixed
s-wave scattering length, i.e., for aho /as=−10 !corresponding
to as=−0.1aho". For this scattering length, the condition r0
" $as$ is approximately fulfilled if r0#0.02aho. In agreement
with this condition, the universal part of the pair distribution
functions Ppair!r", i.e., the part where Ppair!r" is independent
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FIG. 4. !Color online" Scaled pair distribution functions
!4!"2Ppair!r"r2 as a function of r for r0=0.005aho. Panel !a" shows
the scaled pair distribution functions for aho /as=−10, −5, −2.5,
−1.5, −1, −0.5, and 0 !from bottom to top at r=0.25aho". Panels !b"
and !c" show the scaled pair distribution functions for r$0.3aho and
r%0.3aho, respectively, for aho /as=0.5, 1, 1.5, 2.5, 5, and 10 %from
!b" bottom to top at r=0.05aho and !c" top to bottom at r=2aho&.
Note the different scales of the axes in panels !a"–!c".
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FIG. 2. !Color online" Integrated contact intensities Iadia!as",
Ivirial!as", Ipair!as", and Ik!as" as a function of the inverse s-wave
scattering length as

−1. Solid and dotted lines show the integrated
contact intensities Iadia!as" and Ivirial!as" calculated according to
Eqs. !2" and !3", respectively, using the extrapolated zero-range
quantities as input !the two data sets are nearly indistinguishable on
the scale shown and compared in more detail in Fig. 3". Circles and
squares show the integrated contact intensities Ipair!as" and Ik!as",
respectively, determined from the pair distribution functions and the
momentum distributions for r0=0.005aho !see text for details".
Panel !a" shows the entire crossover region on a logarithmic scale,
while panels !b" and !c" show the negative and positive scattering
length regions on a linear scale.

UNIVERSAL RELATIONS FOR A TRAPPED FOUR-… PHYSICAL REVIEW A 80, 053626 !2009"

053626-5

aho/a
aho = ℏ/mω

aho C̄

2 ↑ + 2 ↓ “limite thermodynamique” pour |a | = + ∞

TRAPPED UNITARY TWO-COMPONENT FERMI GASES . . . PHYSICAL REVIEW A 92, 013608 (2015)

TABLE IV. Zero-range contact C(0) at unitarity for N = 3 − 10.
Column 2 reports the zero-range contact C(0) determined using
the adiabatic energy relation. C(0) for the (1,1) system, obtained
analytically from the implicit eigenequation derived in Ref. [33],
is 4

√
2πa−1

ho = 10.026513a−1
ho . C(0) for the (2,1) system, obtained

semianalytically using the hyperspherical coordinate framework
[31,34,35], is 10.468967a−1

ho .

(N1,N2) C(0)aho

(2,1) 10.469(1)
(2,2) 25.74(1)
(3,2) 25.20(1)
(3,3) 40.39(8)
(3,4) 38.2(2)
(4,4) 55.4(5)
(5,4) 56.9(9)
(5,5) 72.3(8)

In addition to the energies, we calculate the contact at
unitarity. To remove the leading-order range dependence, we
analyze the quantities CZRA,0(r0) and CZRA,1(r0). While the
energies EZRA,0(r0) and EZRA,1(r0) approach the r0 = 0 limit
from above and below, respectively, for all N considered, the
contacts CZRA,0(r0) and CZRA,1(r0) approach the r0 = 0 limit
from either above or below. Specifically, fitting CZRA,0(r0) to
a function of the form c0 + c1r0 + c2r

2
0 , we find that c1 is

positive for N = 4, very close to zero for N = 6, negative
for N = 8, and again positive for N = 10. For the odd-N
systems, c1 is always positive. The pair distribution functions
exhibit an analogous range dependence in the r0 # r # aho
region (see Figs. 9 and 10 of the Supplemental Material for
the N = 5 and 8 systems), suggesting that the intricate N
and r0 dependence of the contact is a real effect and not an
artifact of our numerics. Our convergence studies support this
interpretation. Table IV reports the zero-range contact C(0) for
N = 3 − 10 at unitarity obtained by extrapolating CZRA,1(r0)
to the zero-range limit. The error bars in parentheses account
for the zero-range extrapolation error and the basis set error.
The r0 = 0 extrapolations of CZRA,0(r0) and of the contact
extracted from the pair distribution functions agree with the
values reported in Table IV but have larger error bars. The
contact exhibits an interesting even-odd pattern. Specifically,
for the N = 4 and 5 systems (and the 6 and 7 systems and
the 8 and 9 systems), the contacts are roughly equal, reflecting
the fact that these neighboring even-odd systems contain the
same number of pairs. To zeroth order, the contact scales as N2
times the contact of the two-body system, i.e., linearly with the
number of pairs. Since C(0) scales with N2, the r0 # r # aho
region of the scaled pair distribution functions 4πP12(r)r2

approximately collapse to a single curve if multiplied by N1.
This approximate collapse is illustrated in Figs. 4(c) and 4(d).

Figure 5 shows the radial density P1(r) of the ground state
at unitarity for even N and r0 = 0.06aho. We note that the
convergence of the radial density in the small-r regime is not
as good as that of the pair distribution function, especially
for large N and small r0. P1(r) peaks at r = 0 for the (2,2)
system, is relatively flat in the small-r region for the (3,3)
and (5,5) systems, and peaks around 0.6aho for the (4,4)
system. To estimate the range dependence, we calculate P1(r)
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FIG. 4. (Color online) Panels (a) and (c) show the scaled pair
distribution functions 4πP12(r)r2 and 4πN1P12(r)r2, respectively, of
the ground state at unitarity for the (2,2) system (solid line), (3,3)
system (dashed line), (4,4) system (dotted line), and (5,5) system
(dash-dotted line). Panels (b) and (d) show the scaled pair distribution
functions 4πP12(r)r2 and 4πN1P12(r)r2, respectively, of the ground
state at unitarity for the (2,1) system (solid line), (3,2) system (dashed
line), (4,3) system (dotted line), and (5,4) system (dash-dotted line).
The calculations are performed for r0 = 0.06aho.

for different r0 for the (2,2), (3,3), and (4,4) systems. For a
given system, the r ! 0.5aho region of P1(r) increases with
decreasing two-body range r0 (see Fig. 8 of the Supplemental
Material [27]). The changes with r0 are relatively small and
the densities displayed in Fig. 5 show the generic behavior of
trapped Fermi gases with short-range interactions. Figure 6
shows Pj (r), j = 1 and 2, for the odd-N systems at unitarity
for r0 = 0.06aho. P1(r) and P2(r) peak at r = 0 for the (2,1)
system, are relatively flat in the small-r region for the (3,2) and
(5,4) systems, and peak around 0.5aho for the (4,3) system.
We find that the range dependence of the radial density for
the odd-N systems is similar to that for the even-N systems
(see Fig. 7 of the Supplemental Material [27]).

To gain insights into the pairing of the particles, Fig. 7
shows the integrated quantities N̄j (r),

N̄j (r) = 4πNj

∫ r

0
Pj (r ′)r ′2dr ′, (14)
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FIG. 5. (Color online) Radial density P1(r) of the ground state at
unitarity for the (2,2) system (solid line), (3,3) system (dashed line),
(4,4) system (dotted line), and (5,5) system (dash-dotted line). The
calculations are performed for r0 = 0.06aho.
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Figure 11. Variation of the contact with 1/a calculated by Blume & Daily (2009).
The red solid line represents the value deduced from the derivative of the total
energy with respect to 1/a [eq. (47)]. The values indicated by green circles [resp.
blue squares] are obtained from the pair distribution G2(r) [resp. the momentum
distribution n(k)]. The variation of C with 1/a is consistent with the one showed
in figure 10.

and its contribution to the contact is of higher order than (86).

4-3 Numerical studies

To test the predictions we have described, Blume & Daily (2009) and Yin &
Blume (2015) numerically calculated the energy and position and momen-
tum distributions of a small number of particles confined in an isotropic
harmonic trap. The original paper by Blume & Daily (2009) involvedN = 4
particles, 2 in ↑ and 2 in ↓. Yin & Blume (2015) were then able to carry out
calculations up to N = 10.

The harmonic confinement potential of frequency ω provides the natu-
ral length scale for the problem, aho =

√
~/mω. For these calculations, the

interaction potential between two atoms is chosen to be Gaussian of range
b: V (r) = −V0 e−r

2/2r20 with V0 > 0, i.e. a range b ∼ 2r0. For a given value
of r0, the depth V0 is adjusted to be close to a zero energy resonance; re-
call that this is the point where a bound state is about to appear or has just
appeared, the scattering length a diverging at this point. The parameter r0
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!i" The amplitude at large r decreases with increasing as
−1,

reflecting the fact that the four-fermion system becomes
more compact with increasing attraction. !ii" As as

−1 increases
from −10aho

−1 to 0 !and to even larger values", the scaled pair
distribution functions develop a two peak structure that re-
flects the formation of pairs. The peak at smaller interparticle
up-down distances r corresponds to the formation of a pair,
while the peak at larger r values !r#1aho–1.5aho" reflects
the fact that the second up-atom and the second down-atom
are pushed away from the first pair due to the Pauli exclusion
principle !i.e., the formation of self-bound trimers and tet-
ramers is prohibited". !iii" The scaled pair distribution func-
tions vanish at r=0 for all s-wave scattering lengths; for
numerical reasons, the first point of Ppair!r" is not calculated
at r=0 but at r=0.005aho. The vanishing of Ppair!r"r2 at r
=0 is accompanied by a sharp drop of Ppair!r"r2 at r values of
the order of a few times the range r0. The scaled pair distri-

bution functions behave universally when r is larger than a
few times the range r0; for smaller r, the pair distribution
functions acquire nonuniversal behavior.

To illustrate the universal range independent behavior of
the scaled pair distribution functions, Fig. 5 shows the quan-
tity !4!"2Ppair!r"r2 for a number of different r0 but fixed
s-wave scattering length, i.e., for aho /as=−10 !corresponding
to as=−0.1aho". For this scattering length, the condition r0
" $as$ is approximately fulfilled if r0#0.02aho. In agreement
with this condition, the universal part of the pair distribution
functions Ppair!r", i.e., the part where Ppair!r" is independent
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FIG. 4. !Color online" Scaled pair distribution functions
!4!"2Ppair!r"r2 as a function of r for r0=0.005aho. Panel !a" shows
the scaled pair distribution functions for aho /as=−10, −5, −2.5,
−1.5, −1, −0.5, and 0 !from bottom to top at r=0.25aho". Panels !b"
and !c" show the scaled pair distribution functions for r$0.3aho and
r%0.3aho, respectively, for aho /as=0.5, 1, 1.5, 2.5, 5, and 10 %from
!b" bottom to top at r=0.05aho and !c" top to bottom at r=2aho&.
Note the different scales of the axes in panels !a"–!c".
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FIG. 2. !Color online" Integrated contact intensities Iadia!as",
Ivirial!as", Ipair!as", and Ik!as" as a function of the inverse s-wave
scattering length as

−1. Solid and dotted lines show the integrated
contact intensities Iadia!as" and Ivirial!as" calculated according to
Eqs. !2" and !3", respectively, using the extrapolated zero-range
quantities as input !the two data sets are nearly indistinguishable on
the scale shown and compared in more detail in Fig. 3". Circles and
squares show the integrated contact intensities Ipair!as" and Ik!as",
respectively, determined from the pair distribution functions and the
momentum distributions for r0=0.005aho !see text for details".
Panel !a" shows the entire crossover region on a logarithmic scale,
while panels !b" and !c" show the negative and positive scattering
length regions on a linear scale.
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TABLE IV. Zero-range contact C(0) at unitarity for N = 3 − 10.
Column 2 reports the zero-range contact C(0) determined using
the adiabatic energy relation. C(0) for the (1,1) system, obtained
analytically from the implicit eigenequation derived in Ref. [33],
is 4

√
2πa−1

ho = 10.026513a−1
ho . C(0) for the (2,1) system, obtained

semianalytically using the hyperspherical coordinate framework
[31,34,35], is 10.468967a−1

ho .

(N1,N2) C(0)aho

(2,1) 10.469(1)
(2,2) 25.74(1)
(3,2) 25.20(1)
(3,3) 40.39(8)
(3,4) 38.2(2)
(4,4) 55.4(5)
(5,4) 56.9(9)
(5,5) 72.3(8)

In addition to the energies, we calculate the contact at
unitarity. To remove the leading-order range dependence, we
analyze the quantities CZRA,0(r0) and CZRA,1(r0). While the
energies EZRA,0(r0) and EZRA,1(r0) approach the r0 = 0 limit
from above and below, respectively, for all N considered, the
contacts CZRA,0(r0) and CZRA,1(r0) approach the r0 = 0 limit
from either above or below. Specifically, fitting CZRA,0(r0) to
a function of the form c0 + c1r0 + c2r

2
0 , we find that c1 is

positive for N = 4, very close to zero for N = 6, negative
for N = 8, and again positive for N = 10. For the odd-N
systems, c1 is always positive. The pair distribution functions
exhibit an analogous range dependence in the r0 # r # aho
region (see Figs. 9 and 10 of the Supplemental Material for
the N = 5 and 8 systems), suggesting that the intricate N
and r0 dependence of the contact is a real effect and not an
artifact of our numerics. Our convergence studies support this
interpretation. Table IV reports the zero-range contact C(0) for
N = 3 − 10 at unitarity obtained by extrapolating CZRA,1(r0)
to the zero-range limit. The error bars in parentheses account
for the zero-range extrapolation error and the basis set error.
The r0 = 0 extrapolations of CZRA,0(r0) and of the contact
extracted from the pair distribution functions agree with the
values reported in Table IV but have larger error bars. The
contact exhibits an interesting even-odd pattern. Specifically,
for the N = 4 and 5 systems (and the 6 and 7 systems and
the 8 and 9 systems), the contacts are roughly equal, reflecting
the fact that these neighboring even-odd systems contain the
same number of pairs. To zeroth order, the contact scales as N2
times the contact of the two-body system, i.e., linearly with the
number of pairs. Since C(0) scales with N2, the r0 # r # aho
region of the scaled pair distribution functions 4πP12(r)r2

approximately collapse to a single curve if multiplied by N1.
This approximate collapse is illustrated in Figs. 4(c) and 4(d).

Figure 5 shows the radial density P1(r) of the ground state
at unitarity for even N and r0 = 0.06aho. We note that the
convergence of the radial density in the small-r regime is not
as good as that of the pair distribution function, especially
for large N and small r0. P1(r) peaks at r = 0 for the (2,2)
system, is relatively flat in the small-r region for the (3,3)
and (5,5) systems, and peaks around 0.6aho for the (4,4)
system. To estimate the range dependence, we calculate P1(r)
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FIG. 4. (Color online) Panels (a) and (c) show the scaled pair
distribution functions 4πP12(r)r2 and 4πN1P12(r)r2, respectively, of
the ground state at unitarity for the (2,2) system (solid line), (3,3)
system (dashed line), (4,4) system (dotted line), and (5,5) system
(dash-dotted line). Panels (b) and (d) show the scaled pair distribution
functions 4πP12(r)r2 and 4πN1P12(r)r2, respectively, of the ground
state at unitarity for the (2,1) system (solid line), (3,2) system (dashed
line), (4,3) system (dotted line), and (5,4) system (dash-dotted line).
The calculations are performed for r0 = 0.06aho.

for different r0 for the (2,2), (3,3), and (4,4) systems. For a
given system, the r ! 0.5aho region of P1(r) increases with
decreasing two-body range r0 (see Fig. 8 of the Supplemental
Material [27]). The changes with r0 are relatively small and
the densities displayed in Fig. 5 show the generic behavior of
trapped Fermi gases with short-range interactions. Figure 6
shows Pj (r), j = 1 and 2, for the odd-N systems at unitarity
for r0 = 0.06aho. P1(r) and P2(r) peak at r = 0 for the (2,1)
system, are relatively flat in the small-r region for the (3,2) and
(5,4) systems, and peak around 0.5aho for the (4,3) system.
We find that the range dependence of the radial density for
the odd-N systems is similar to that for the even-N systems
(see Fig. 7 of the Supplemental Material [27]).

To gain insights into the pairing of the particles, Fig. 7
shows the integrated quantities N̄j (r),

N̄j (r) = 4πNj

∫ r

0
Pj (r ′)r ′2dr ′, (14)

0 0.5 1 1.5 2 2.5
r/aho

0

0.05

0.1

0.15

0.2
P 1
(r)
/a
ho
-3

FIG. 5. (Color online) Radial density P1(r) of the ground state at
unitarity for the (2,2) system (solid line), (3,3) system (dashed line),
(4,4) system (dotted line), and (5,5) system (dash-dotted line). The
calculations are performed for r0 = 0.06aho.
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Figure 12. Function r2G2(r)/N giving the spatial correlation of ↑↓ pairs at the
unitary limit a =∞ for different numbers of particles. Figure extracted from Yin
& Blume (2015).

is chosen to be small in front of aho, with typically r0/aho = 10−2 to 10−1.
The limit of the pseudo-potential is obtained by taking the limit r0 → 0, for
a constant scattering length a.

Blume & Daily (2009) have numerically verified that the different ways
of calculating the contact, from (i) the total energy, (ii) the two-body spa-
tial correlation function and (iii) the momentum distribution lead to very
close values for C. The different results are reported in figure 11. In ad-
dition, Blume & Daily (2009) have tested the generalized virial theorem
demonstrated by Werner (2008), which also gives access to the value of the
contact.

Yin & Blume (2015) have extended this calculation to a number of parti-
cles up to N = 10. This allows us to have a first intuition of what would be
the thermodynamic limit for this system. Figure 12 shows the variations
of r2G2(r)/N for N = 4, 6, 8 and 10 in the unitary regime a = ∞. We see
that the curves obtained for different values of N cluster together in the
distance domain b . r � aho (with here r0 = 0.06 aho), as expected.

4-4 Fano-Feshbach resonance and molecular fraction

As explained in detail in last year’s course, a Fano–Feshbach resonance is
an extremely powerful tool to modify the scattering length describing the
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Figure 13. Principle of a resonance of Fano–Feshbach.

s-wave collision of two atoms. We start from a gas of atoms with Hamil-
tonian Ĥat leading to scattering length abg. We assume that in addition to
the standard interactions described by abg, a pair of colliding atoms ("open"
channel) can temporarily form a |φ0〉 state of a closed channel, correspond-
ing to a di-atomic molecule, before separating again (figure 13). The energy
of |φ0〉 can be adjusted with respect to the energy reference E = 0 of the
open channel by varying for example the ambient magnetic field B.

The law giving the scattering length a(B) is assumed to be known, and
is usually given in the form:

a(B) = abg

(
1− B1

B −B0

)
, (88)

which reflects a resonant behavior around B = B0. When |B − B0| � B1,
the coupling between the open and closed channel has no significant effect
and the scattering length returns to its background value abg. The law (88)
is given by the solution of the two-body problem (cf. course 2021) and we
want to relate this law to the value of the contactC, as proposed by Werner,
Tarruell, et al. (2009).

For a gas of spin 1/2 atoms, the Hamiltonian describing the gas can be

put in the form

Ĥ = Ĥat +
∑

K

(
~2K2

4m
+ Edim(B)

)
b†KbK + V̂at,dim (89)

where b̂†K creates a molecule of mass 2m in the state |φ0〉, with momentum
~K.

For simplicity, we consider the zero temperature case. We noteE the en-
ergy of the ground state of the gas and we consider the derivative ∂E

∂B taken
at constant volume and number of particles. The Hellmann–Feynman the-
orem gives

∂E

∂B
= 〈∂Ĥ

∂B
〉 = µ〈Nφ0〉 (90)

where µ = dEdim

dB represents the magnetic moment6 of |φ0〉 and where
Nφ0

=
∑

K b†KbK is the operator giving the number of |φ0〉 molecules
present. Moreover, this derivative can be related to the contact since

∂E

∂B
=
∂E

∂a

da

dB
=

~2C

4πma2

da

dB
. (91)

The quantity da
dB is deduced directly from (88). We thus obtain a relation

between the population of the dimer state and the contact:

〈Nφ0〉 =
~2

4πma2µ

da

dB
C (92)

This result, due to Werner, Tarruell, et al. (2009), can be generalized to the
case of non-zero temperature, the derivative of the gas energy being in this
case taken at constant entropy. It has been tested by Werner, Tarruell, et
al. (2009) on the experimental data obtained by Partridge, Strecker, et al.
(2005) (Rice University group) long before the theory was developed.

Rice’s experiment was conducted on a 6Li gas, initially prepared in the
regime of weakly bound dimers of energy ∼ −~2/ma2, by placing the gas
on the a > 0 side of the Fano–Feshbach resonance located atB = 834 G. Re-
call that for a broad Fano–Feshbach resonance, a dimer of energy−~2/ma2

6It has been implicitly assumed here that the magnetic moment of free atoms is zero. If this
is not the case, it is sufficient to replace in what follows µ by δµ, i.e. the difference between
the magnetic moment of |φ0〉 and that of the pair of atoms of the open channel.
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|�0iEf

distance entre atomes r

E
n
er

gi
e

exponential decay, followed by a much slower two-body
process. As the temperature of the cloud is T ’ 0:75TF,
this initial fast decay may indicate the presence of uncon-
densed paired fermions [12] or finite-lifetime molecules.
The slower (two-body) process is ascribed to free-bound
photoassociation, which is supported by the fact that the
extracted two-body rate coefficient, K2 ! 4:9"3:3# $
10%10 "cm3 s%1#="Wcm%2#, agrees well with the calcu-
lated value of 9:8"2:6# $ 10%10 "cm3 s%1#="Wcm%2# ob-
tained using the expression forK2 given in Ref. [11], where
the uncertainties arise mainly from the temperature
determination.

Figure 4 shows the extracted values of Z for fields
between 600 and 920 G. Below 600 G, the dressed mole-
cule lifetime is too short to obtain a reliable measurement
of Z. Also shown in Fig. 4 are the results of a coupled
channels calculation, which represents an exact two-body
theory. An analytic expression for Z on the BEC side of the
resonance has been given in Ref. [13] and is in good
agreement with our calculation. While the two-body theory
accurately represents the data for fields below resonance,
there is complete disagreement above resonance. Two-
body theory predicts that Z goes to zero as the resonance
is approached, since the size of the dressed molecules
diverges at resonance and produces a vanishing overlap
with the excited molecules. The measured quantity, how-
ever, continues smoothly through resonance, decreasing
exponentially with increasing field. Although the closed-
channel fraction is finite and measurable, its magnitude
above resonance is sufficiently small, & 10%5, that the
expectation of the number of closed-channel molecules is
less than one.

The small closed-channel fraction suggests comparison
with a single-channel model. We note that ! is proportional

to the integral over volume of the local pair correlation
function G2"r; r# ! h ̂y

# "r# ̂y
" "r# ̂""r# ̂#"r#i, where  ̂" and

 ̂# are the fermionic field operators for atoms in different
internal states. In the mean-field approximation G2 may be
factorized as G2"r; r# ! n2"r# & h ̂y

# "r# ̂y
" "r#ih ̂""r# ̂#"r#i,

where the first term is the Hartree term with atom density
n"r# ! n""r# ! n#"r#. This term gives rise to a slow two-
body photoassociation process as was observed in the high-
temperature data of Fig. 3. The second term is nonzero only
for correlated pairs and is proportional to j"j2, the square
of the order parameter. In the BCS limit, j"j2 /
!2Fe

%"="kFjaj#, whereas in the BEC limit, j"j2 / !2F="kFa#
[14], which is simply proportional to n"r#, and produces a
rapid one-body loss. In Fig. 5 the data are compared with
these functional forms. The fact that the data have the
correct dependence on "kFa#%1 in the BEC and BCS limits
is suggestive that such an approach has captured the essen-
tial physics. Note that noncondensed pairs [12] will give
rise to a similar factorization of G2 but it is not expected to
have the same dependence on kFa. Although the order
parameter presented in Fig. 5 comes from a single-channel
model, it is the underlying closed-channel part, albeit
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FIG. 4. Z vs B. The closed circles represent the value of Z
extracted from measured values of !. In the case of the 920 G
point, the loss is not exponential, but the value of ! is taken to be
the initial loss rate. The uncertainty in Z is approximately equal
to the size of the closed circles, and is due mainly to uncertainty
in the probe laser intensity. The dotted line shows a comparison
with results obtained from a coupled channels calculation [15].
The vertical dashed lines represent the boundaries of the strongly
interacting regime, kFjaj> 1, where kF is evaluated using
typical values of N at the low- and high-field extremes.
Although shot-to-shot variations in N are 30%, the average value
of N at each field is between 13000 and 90000 due to day to day
variations. TF is between 200 and 600 nK due to differences in N
as well as the trap frequencies. For all the data, T < Tc and for
the points above 850 G, T < 0:5Tc, where Tc refers to the critical
temperature at 695 G. The gas is expected to be adiabatically
cooled by the increasing field ramp for fields above 755 G [16].
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FIG. 3. Same as for Fig. 2, except at 865 G. The dashed line in
the case of the full trap depth data (closed circles) is a fit to a
‘‘two-fluid’’ model where one component decays via a rapid
one-body loss process and the other via a slower two-body loss
process. Approximately 75% of the gas is lost by the initial fast
process.
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the (fermionic) Lee-Huang-Yang correction. This leads to4

F
(

1

kF a

)
=

512

945π2
(kF a)2

×
[
1 +

(
256

35π2
− 63 + 189 ln2

1024

)
kF a + . . .

]
. (23)

Around the unitary limit 1/(kF a) → 0 we use the expan-
sion

f

(
1

khom
F a

)
= ξ − ζ

khom
F a

+ . . . , (24)

which gives for the trapped gas:

F(0) =
27

52 × 7π

ζ

ξ1/4
$ 0.28 (25)

where we took the estimates

ξ $ 0.41 (26)

ζ $ 0.95 . (27)

The estimate for ξ is obtained by averaging the predic-
tions of [32] (ξ = 0.42(1)), of [26] (ξ = 0.449(9)), of [33]
(ξ = 0.42(1)) and of [27] (ξ = 0.37(5)). The estimate for
ζ is obtained from the calculation of the short range pair
correlation of [34], see Section 3.1, and is close to the value
ζ $ 1.0 that may be extracted directly from the values of
f in [32] by approximating the derivative by a two-point
formula5.

2.3 Comparison to Rice experiment

At Rice [5] the quantity Z = Nb/(N/2) was measured for
a lithium gas, by resonantly exciting the closed-channel
molecules with a laser that transfers them to another,
short-lived molecular state; the molecule depletion reflects
into a reduction of the atom number that can be measured.

We now compare the Rice results to our prediction (8).
We first insert (9,10) into (8) which gives

Nb = NkF R∗F
(

1

kF a

) (
1 − abg

a

)2

(28)

4 For a small positive scattering length 0 < kF a ! 1, equa-
tions (22,23) also apply to the atomic gas state; since the inter-
action potentials considered here have a two-body bound state
for a > 0, this atomic gas state is only metastable [49], the
ground state being the BEC of dimers considered previously
(cf. Eq.(21)).

5 The values (26,27) of ξ and ζ can be inserted into the ex-
pressions [50,51] for the derivatives of the frequencies of the
hydrodynamic collective modes with respect to 1/(kF a) taken
at unitarity. The resulting slope is compatible with the exper-
imental data for the radial mode [12,52], while the agreement
with the data for the axial mode [53] is only marginal. The
data from [12] agree very well for all positive values of a with
the theoretical result [54] obtained from the fixed-node Monte
Carlo equation of state [32], while in [52,53] finite-temperature
effects may play a role [12,54,55].
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Fig. 1. Derivative −dE/d(1/a) of the energy E of a trapped
two-component Fermi gas, where a is the s-wave scatter-
ing length. Solid line: theoretical prediction combining the
Lee-Huang-Yang formulas (19, 22) in the weakly interacting
regimes with an interpolation of the fixed-node Monte Carlo
results of [32,34] in the strongly interacting regime (see
Appendix D). Dashed lines: analytical predictions in the
weakly interacting regimes, on the BEC side (21) and on the
BCS side (23). Cross: result (25) at unitarity. Circles (with
error bars): experimental measurement of the number Nb of
closed-channel molecules in a lithium gas at Rice [5], com-
bined with the present theory linking dE/d(1/a) to Nb, see
(28). (a): linear scale on the vertical axis. (b): logarithmic scale.
−dE/d(1/a) is expressed in units of N!2kF /m. All the theo-
retical predictions are obtained in the local-density approxi-
mation.

where the function F is defined in (15). The length R∗
depends on the interchannel coupling and is related to
the width of the Feshbach resonance as:

R∗ =
!2

mabgµb∆B
. (29)

For the B0 $ 834 G Feshbach resonance in 6Li, we
have µb $ 2µB where µB is the Bohr magneton [21],
∆B = −300 G, abg = −1405a0 where a0 = 0.0529177 nm
is the Bohr radius [56]; this gives R∗ = 0.0269 nm. From
the Rice data for Nb/N , using (28), we thus get values
of F , i.e. of dE/d(1/a), that we compare in Figure 1 to
theoretical predictions, given in the local-density approxi-
mation either by the expansions (21,23) in the weakly in-
teracting regime, or by (25) at the unitary limit, or by an
interpolation of the Monte Carlo results of [32,34] in the

1/kFa

1
4π

C
NkF

Figure 14. Variation of the fraction of molecules Z in the closed channel |φ0〉
for a 6Li gas around the Fano–Feshbach resonance located at B0 = 834 G. The
weakly bound dimer condensate regime corresponds to the B < B0 region. Figure
extracted from Partridge, Strecker, et al. (2005).

has only a weak overlap with the molecular state |φ0〉 of the closed channel:
the main contribution to this dimer comes from the open channel.

The magnetic field was then slowly swept to bring the gas into the
strongly interacting regime. Partridge, Strecker, et al. (2005) measured the
fraction of atoms in the "closed" channel of the Feshbach resonance, the |φ0〉
molecular state, thanks to a laser that brought this molecule into an excited
electronic state. This resulted in the spontaneous emission of a photon and
a loss of particles that could be detected.

The results of the measurement of the fraction Z = 2〈Nφ0
〉/N of atoms

in the molecular state |φ0〉 are shown in figure 14. We see that this fraction
is always much smaller than 1, as expected for a broad resonance. Werner,
Tarruell, et al. (2009) used these data to deduce the value of the contact
thanks to (92). The result is shown in figure 15: the agreement between
the data of Partridge, Strecker, et al. (2005) and the theoretical modeling is
remarkable.
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exponential decay, followed by a much slower two-body
process. As the temperature of the cloud is T ’ 0:75TF,
this initial fast decay may indicate the presence of uncon-
densed paired fermions [12] or finite-lifetime molecules.
The slower (two-body) process is ascribed to free-bound
photoassociation, which is supported by the fact that the
extracted two-body rate coefficient, K2 ! 4:9"3:3# $
10%10 "cm3 s%1#="Wcm%2#, agrees well with the calcu-
lated value of 9:8"2:6# $ 10%10 "cm3 s%1#="Wcm%2# ob-
tained using the expression forK2 given in Ref. [11], where
the uncertainties arise mainly from the temperature
determination.

Figure 4 shows the extracted values of Z for fields
between 600 and 920 G. Below 600 G, the dressed mole-
cule lifetime is too short to obtain a reliable measurement
of Z. Also shown in Fig. 4 are the results of a coupled
channels calculation, which represents an exact two-body
theory. An analytic expression for Z on the BEC side of the
resonance has been given in Ref. [13] and is in good
agreement with our calculation. While the two-body theory
accurately represents the data for fields below resonance,
there is complete disagreement above resonance. Two-
body theory predicts that Z goes to zero as the resonance
is approached, since the size of the dressed molecules
diverges at resonance and produces a vanishing overlap
with the excited molecules. The measured quantity, how-
ever, continues smoothly through resonance, decreasing
exponentially with increasing field. Although the closed-
channel fraction is finite and measurable, its magnitude
above resonance is sufficiently small, & 10%5, that the
expectation of the number of closed-channel molecules is
less than one.

The small closed-channel fraction suggests comparison
with a single-channel model. We note that ! is proportional

to the integral over volume of the local pair correlation
function G2"r; r# ! h ̂y

# "r# ̂y
" "r# ̂""r# ̂#"r#i, where  ̂" and

 ̂# are the fermionic field operators for atoms in different
internal states. In the mean-field approximation G2 may be
factorized as G2"r; r# ! n2"r# & h ̂y

# "r# ̂y
" "r#ih ̂""r# ̂#"r#i,

where the first term is the Hartree term with atom density
n"r# ! n""r# ! n#"r#. This term gives rise to a slow two-
body photoassociation process as was observed in the high-
temperature data of Fig. 3. The second term is nonzero only
for correlated pairs and is proportional to j"j2, the square
of the order parameter. In the BCS limit, j"j2 /
!2Fe

%"="kFjaj#, whereas in the BEC limit, j"j2 / !2F="kFa#
[14], which is simply proportional to n"r#, and produces a
rapid one-body loss. In Fig. 5 the data are compared with
these functional forms. The fact that the data have the
correct dependence on "kFa#%1 in the BEC and BCS limits
is suggestive that such an approach has captured the essen-
tial physics. Note that noncondensed pairs [12] will give
rise to a similar factorization of G2 but it is not expected to
have the same dependence on kFa. Although the order
parameter presented in Fig. 5 comes from a single-channel
model, it is the underlying closed-channel part, albeit
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FIG. 4. Z vs B. The closed circles represent the value of Z
extracted from measured values of !. In the case of the 920 G
point, the loss is not exponential, but the value of ! is taken to be
the initial loss rate. The uncertainty in Z is approximately equal
to the size of the closed circles, and is due mainly to uncertainty
in the probe laser intensity. The dotted line shows a comparison
with results obtained from a coupled channels calculation [15].
The vertical dashed lines represent the boundaries of the strongly
interacting regime, kFjaj> 1, where kF is evaluated using
typical values of N at the low- and high-field extremes.
Although shot-to-shot variations in N are 30%, the average value
of N at each field is between 13000 and 90000 due to day to day
variations. TF is between 200 and 600 nK due to differences in N
as well as the trap frequencies. For all the data, T < Tc and for
the points above 850 G, T < 0:5Tc, where Tc refers to the critical
temperature at 695 G. The gas is expected to be adiabatically
cooled by the increasing field ramp for fields above 755 G [16].
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FIG. 3. Same as for Fig. 2, except at 865 G. The dashed line in
the case of the full trap depth data (closed circles) is a fit to a
‘‘two-fluid’’ model where one component decays via a rapid
one-body loss process and the other via a slower two-body loss
process. Approximately 75% of the gas is lost by the initial fast
process.
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the (fermionic) Lee-Huang-Yang correction. This leads to4

F
(

1

kF a

)
=

512

945π2
(kF a)2

×
[
1 +

(
256

35π2
− 63 + 189 ln2

1024

)
kF a + . . .

]
. (23)

Around the unitary limit 1/(kF a) → 0 we use the expan-
sion

f

(
1

khom
F a

)
= ξ − ζ

khom
F a

+ . . . , (24)

which gives for the trapped gas:

F(0) =
27

52 × 7π

ζ

ξ1/4
$ 0.28 (25)

where we took the estimates

ξ $ 0.41 (26)

ζ $ 0.95 . (27)

The estimate for ξ is obtained by averaging the predic-
tions of [32] (ξ = 0.42(1)), of [26] (ξ = 0.449(9)), of [33]
(ξ = 0.42(1)) and of [27] (ξ = 0.37(5)). The estimate for
ζ is obtained from the calculation of the short range pair
correlation of [34], see Section 3.1, and is close to the value
ζ $ 1.0 that may be extracted directly from the values of
f in [32] by approximating the derivative by a two-point
formula5.

2.3 Comparison to Rice experiment

At Rice [5] the quantity Z = Nb/(N/2) was measured for
a lithium gas, by resonantly exciting the closed-channel
molecules with a laser that transfers them to another,
short-lived molecular state; the molecule depletion reflects
into a reduction of the atom number that can be measured.

We now compare the Rice results to our prediction (8).
We first insert (9,10) into (8) which gives

Nb = NkF R∗F
(

1

kF a

) (
1 − abg

a

)2

(28)

4 For a small positive scattering length 0 < kF a ! 1, equa-
tions (22,23) also apply to the atomic gas state; since the inter-
action potentials considered here have a two-body bound state
for a > 0, this atomic gas state is only metastable [49], the
ground state being the BEC of dimers considered previously
(cf. Eq.(21)).

5 The values (26,27) of ξ and ζ can be inserted into the ex-
pressions [50,51] for the derivatives of the frequencies of the
hydrodynamic collective modes with respect to 1/(kF a) taken
at unitarity. The resulting slope is compatible with the exper-
imental data for the radial mode [12,52], while the agreement
with the data for the axial mode [53] is only marginal. The
data from [12] agree very well for all positive values of a with
the theoretical result [54] obtained from the fixed-node Monte
Carlo equation of state [32], while in [52,53] finite-temperature
effects may play a role [12,54,55].
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Fig. 1. Derivative −dE/d(1/a) of the energy E of a trapped
two-component Fermi gas, where a is the s-wave scatter-
ing length. Solid line: theoretical prediction combining the
Lee-Huang-Yang formulas (19, 22) in the weakly interacting
regimes with an interpolation of the fixed-node Monte Carlo
results of [32,34] in the strongly interacting regime (see
Appendix D). Dashed lines: analytical predictions in the
weakly interacting regimes, on the BEC side (21) and on the
BCS side (23). Cross: result (25) at unitarity. Circles (with
error bars): experimental measurement of the number Nb of
closed-channel molecules in a lithium gas at Rice [5], com-
bined with the present theory linking dE/d(1/a) to Nb, see
(28). (a): linear scale on the vertical axis. (b): logarithmic scale.
−dE/d(1/a) is expressed in units of N!2kF /m. All the theo-
retical predictions are obtained in the local-density approxi-
mation.

where the function F is defined in (15). The length R∗
depends on the interchannel coupling and is related to
the width of the Feshbach resonance as:

R∗ =
!2

mabgµb∆B
. (29)

For the B0 $ 834 G Feshbach resonance in 6Li, we
have µb $ 2µB where µB is the Bohr magneton [21],
∆B = −300 G, abg = −1405a0 where a0 = 0.0529177 nm
is the Bohr radius [56]; this gives R∗ = 0.0269 nm. From
the Rice data for Nb/N , using (28), we thus get values
of F , i.e. of dE/d(1/a), that we compare in Figure 1 to
theoretical predictions, given in the local-density approxi-
mation either by the expansions (21,23) in the weakly in-
teracting regime, or by (25) at the unitary limit, or by an
interpolation of the Monte Carlo results of [32,34] in the

1/kFa

1
4π

C
NkF

Figure 15. Points: data from Partridge, Strecker, et al. (2005) re-expressed as a
function of contact via (92). Continuous curve: prediction for the contact of a spin
1/2 Fermi gas. Figure extracted from Werner, Tarruell, et al. (2009).
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Chapter VI

The different facets of the two-body contact

We continue in this last chapter our study of the contact C started in
chapter 5. Recall that the contact C is a quantity that allows, for a dilute
system, to link aspects of two-body physics, such as the pair distribution
function G2(r), to the equilibrium thermodynamics of the gas, its internal
energy E for example (see figure 1). For a gas of spin 1/2 fermions, this
link between microscopic and macroscopic properties is possible whatever
the strength of the interactions – characterized by the scattering length a –
and the degeneracy of the gas – characterized by the phase-space density
nλ3. For a gas of bosons, restrictions are to be put on the density and the
scattering length to avoid that microscopic processes involving more than
two bodies play a significant role.

Our goal in this chapter is to present a series of measurements of the
contact involving spectroscopic techniques or the study of losses induced
by collisions between atoms. To set up the formalism to describe these
measurements, it is useful to reformulate the results of the previous chap-
ter in terms of the pseudo-potential V̂pp, i.e. a potential of range b = 0. This
reformulation is not trivial: it is accompanied by a divergence of some
quantities characterizing the system, its kinetic energy for example. We
will show that this divergence is compensated by the divergence of the
other component of the energy of the fluid, the interaction energy, the sum
of the two energies, i.e. the thermodynamic function internal energy E be-
ing convergent, as it should be.

Once the formalism for describing a zero range potential is in place, we
will move on to model a radio frequency spectroscopy experiment and

1

Contact
C

Pair distribution  
function  ∝ C/r2

Thermodynamic variable  

 C ∝ ∂E
∂a

Virial theorem  

 PL3 − 2
3 E ∝ C

Momentum  
distribution  ∝ C/k4

small r

large k

↑
↓

e

ω0 ω

} Weak or strong  
interaction  a↑↓

Figure 1. The different links established by the two-body contact introduced in
chapter 5.

show how the short range correlations studied in the previous chapter
translate into the shape of the resonance line, in particular its wing. We
will describe experimental observations of this wing, as well as other man-
ifestations of contact for a fermion gas, such as atomic losses induced by
the presence of impurities within the gas.

The last part of this chapter will be devoted to the Bose gas. We will
briefly explain why Efimov-type three-body processes make the situation
more complex than for fermions. We will describe experiments demon-
strating two-body contact in different density regimes, limiting ourselves
to situations where three-body effects do not play a significant role.
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CHAPITRE VI. THE DIFFERENT FACETS OF THE TWO-BODY CONTACT § 1. Contact and pseudo-potential

1 Contact and pseudo-potential

1-1 Reminder on the definition of the contact

In the previous chapter, starting from a wave function Φ(r1, . . . , rN ) for N
particles, we defined the contactC from the two-body correlation function.
We are particularly interested in the case of a scattering resonance, when
the scattering length a becomes much larger than the range of the potential
b.

Let us recall the approach followed in the case of a gas of spin 1/2
fermions. Let us assume that this gas is balanced, i.e. N↑ = N↓ = N/2
and let us assign odd (resp. even) indices to the particles of spin ↑ (resp. ↓).
The function Φ(r1, . . . , rN ) is thus antisymmetric by any exchange of odd
indices, and also antisymmetric by any exchange of even indices.

We have introduced the two-body correlation function

G2,↑↓(r
′,0; r,0) = 〈Ψ̂†↑(r′)Ψ̂

†
↓(0)Ψ̂↓(0)Ψ̂↑(r)〉 (1)

=
N2

4

∫
d3r3 . . . d

3rN Φ∗(r′,0, r3, . . . , rN )

× Φ(r, 0, r3, . . . , rN ),

then, using the zero energy wave function ψ0(r) describing the state of the
relative variable in a collision between two particles, we explained that the
two-body correlation function could be put in the form

r, r′ � d, a : G2,↑↓(r
′,0; r,0) ≈ C

(4π)2a2
ψ0(r′) ψ0(r) (2)

where d = n−1/3 is the average distance between particles and where the
contact C describes the effect of the remaining N − 2 bodies. We have
written a similar relation for an assembly of spinless or polarized bosons.

We are also interested in the associated momentum distribution n(k)
and we have shown for spin 1/2 fermions that :

Fermions:
1

a
� k � 1

b
: n↑(k) = n↓(k) ≈ C

k4
. (3)

A natural question at this stage concerns the extension of these results
to the case of a potential of range b = 0, i.e. the pseudo-potential V̂pp. The
use of the pseudo-potential allows to simplify the calculations and to find
other remarkable scaling laws, as we will see in the case of radio-frequency
spectroscopy.

Recall that in reality, inter-atomic potentials have a non-zero range b,
of the order of the van der Waals length RvdW. If the use of the pseudo-
potential leads to a divergent expression for a certain physical quantity,
it is important to keep in mind this natural limitation at short distances
(RvdW . r) or, equivalently, at large momentum (k . R−1

vdW).

1-2 The zero-range limit

In the limiting case of a zero range potential, the tail of the momentum
distribution n(k) = C/k4 given in (3) extends to infinity. We immediately
deduce that the kinetic energy

Ecin =
1

(2π)3

∫
~2k2

2m
[n↑(k) + n↓(k)] d3k (4)

diverges since the integrand tends to a constant at infinity:

1

(2π)3

~2k2

2m

2C

k4
4πk2 =

~2C

2π2m
. (5)

The usual remedy to this type of "ultra-violet" divergence is to place a
cutoff in the momentum space. If we note kmax the upper bound of the
integral on k, the kinetic energy is written:

Fermions: Ekin =
~2Ckmax

2π2m
+ . . . (6)

where ". . . " represents a finite and regular contribution. One will notice
that the presence of k−5 terms could invalidate this assertion, by leading
to a divergence in log(kmax). Fortunately, it can be shown that the presence
of such terms is excluded in the case of the Fermi gas considered here (Tan
2008c).
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To make this zero range limit more quantitative, we will now approach
the problem by modeling the interaction between atoms by the pseudopo-
tential.

1-3 The pseudo-potential approach

In the case of a binary interaction described by the pseudo-potential

V̂pp [ψ(r)] = g δ(r)
∂

∂r
[rψ(r)]

∣∣∣∣
r=0

with g =
4π~2a

m
, (7)

one can determine exactly the scattering states ψk(r) and the possible
bound state ψbound(r) (cf. course 2020-21). A scattering state of energy
E = ~2k2/2mr (mr = m/2 is the reduced mass) is written

ψk(r) = eik·r − a

1 + ika

eikr

r
(8)

with in particular for zero energy, the normalized wave function:

ψ0(r) =
a

L3

(
1

r
− 1

a

)
. (9)

The bound state exists if and only if a > 0 and is written:

ψbound(r) =
1√
2πa

e−r/a

r
(10)

energy E = −~2/ma2.

Let us also recall the action of the pseudo-potential on a function with
a divergence in 1/r:

ψ(r) =
α

r
+ ψreg(r) ⇒ Vpp [ψ(r)] = g ψreg(0) δ(r) (11)

Each eigenstate (8,9,10) has the same behavior in the neighborhood of
the origin:

ψ(r) ∝ 1

r
− 1

a
+ O(r) (12)

and this behavior, which links the coefficients of the r−1 term and the r0

term, is thus shared by all physically acceptable functions in the presence
of the pseudopotential; it constitutes the domain of the Hamiltonian in-
volving this pseudopotential.

This behavior generalizes to a N body system, if the binary interac-
tions are described by the pseudopotential. The fermionic wave function
Φ(r1, r2, r3, . . . , rN ) introduced above must verify:

Φ(r1, r2, r3, . . . , rN ) ∝
(

1

r12
− 1

a

)
Φ̃(R, r3, . . . , rN ) (13)

when the distance r12 tends to 0. We have posed here R = (r1 + r2)/2
and assumed that R was different from all rj , j = 3, . . . , N . The two-body
correlation function at short distances1 is therefore:

G2,↑↓(r
′,0; r,0) ≈ C

(4π)2L3

(
1

r′
− 1

a
+O(r′)

)(
1

r
− 1

a
+O(r)

)
. (14)

Let us now consider the interaction energy. We take again the case of N
fermions of spin 1/2. This interaction energy can be evaluated from

Eint =
N2

4

∫
Φ∗(r1, r2, . . . , rN )

{
V̂pp(r12) [Φ(r1, r2, . . . , rN )]

}
d3r1 . . . d

3rN

(15)
Using (14), we find

Eint =
C

(4π)2

∫ (
1

r
− 1

a

) [
V̂pp

(
1

r
− 1

a

)]
d3r

= − ~2C

4πm

∫ (
1

r
− 1

a

)
δ(r) d3r, (16)

with an obviously divergent contribution since we have to make the Dirac
distribution act on the 1/r function.

As for the calculation of the kinetic energy, let us put a cutoff in k at a
value kmax, which amounts to smoothing the divergence of 1/r in r = 0 on

1The behavior given in (14) is a direct consequence of the argument presented in the previ-
ous chapter, that G2,↑↓(r′,0; r,0) can be seen as the matrix element of a Hermitian operator
between 〈r′| and |r〉. This operator can be put in the diagonal form

∑
γjφ
∗
j (r
′)φj(r) and

every function φj verifies (12) since it belongs to the Hamiltonian domain.
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a domain of extension k−1
max. We can then compute the integral (16) using

1

r
=

1

2π2

∫
eik·r

k2
d3k (17)

so that
1

r
δ(r) =

1

2π2

∫
eik·r

k2
δ(r) d3k =

2kmax

π
δ(r) (18)

hence

Fermions: Eint =
~2C

4πm

(
−2kmax

π
+

1

a

)
(19)

The two linearly divergent contributions in kmax of the kinetic energy
and the interaction energy are thus equal in absolute value and of opposite
signs. They compensate each other exactly when we compute the total en-
ergy, that is to say the thermodynamic function considered in the previous
chapter: this function is therefore finite, even for a potential of range b = 0.
A convenient form for this total energy is

Fermions: E =
∑

σ=↑↓

1

(2π)3

∫
~2k2

2m

[
nσ(k)− C

k4

]
d3k +

~2C

4πma
(20)

where the divergent parts of the kinetic energy and the interaction energy
terms were isolated and offset each other.

For bosons, if we forget about three-body effects, we find

Bosons without Efimov: E =
1

(2π)3

∫
~2k2

2m

[
n(k)− C

k4

]
d3k +

~2C

8πma

(21)
The Efimov states that appear in the vicinity of a scattering resonance com-
plicate the situation by introducing another component in the momentum
distribution, varying as k−5 (Castin & Werner 2011). The divergence in-
duced on the kinetic energy is only logarithmic, and it is compensated by
an additional term in the interaction energy also originating from three-
body effects (Braaten, Kang, et al. 2011).

1-4 The case of a potential in "true" Dirac

A commonly used method (see Chapter 3) to describe a potential of neg-
ligible range is to use a true Dirac distribution ḡ δ(r), associated with the
cutoff kmax in momentum space, and to choose

1

g
=

1

ḡ
+
mkmax

2π2~2
,

1

a
=

1

ā
+

2kmax

π
, (22)

where g = 4π~2a/m is the "physical" coupling constant and ḡ = 4π~2ā/m
the "bare" coupling constant.

The constraint (22) is obtained by imposing on the eigenfunction
ψ0(r) = 1

r − 1
a of zero energy for p̂2/2mr + V̂pp to be also eigenfunction

of zero energy for p̂2/2mr + ḡδ(r):

−~2

m
∇2

(
1

r
− 1

a

)
+ ḡδ(r)

(
1

r
− 1

a

)
= 0, (23)

which implies

δ(r)

[
4π~2

m
+ ḡ

(
2

kmax
− 1

a

)]
= 0 (24)

where we used ∇2(1/r) = −4πδ(r) and 1
r

∣∣
0

= 2kmax/π [cf. (18)].

In a calculation, intermediate results may involve the "bare" coupling
constant ḡ and/or the cutoff kmax, but the physical quantities must be cal-
culated by taking the limit kmax → ∞ and they must be expressed using g
only. When this is not possible, it means that we are in the presence of a
problem whose answer depends explicitly on the range b of the potential.

We can see that the interaction energy (19) is written in these conditions

Fermions: Eint =
~4C

m2ḡ
(25)

and a similar expression for bosons with no Efimov:

Bosons without Efimov effect: Eint =
~4C

2m2ḡ
(26)

It is therefore not a physical quantity, just like the kinetic energy (6) which
explicitly involves kmax. On the other hand, the total energy involves only
the physical coupling constant g.
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Let us now check that we can directly find the result (25-26) for a "true"
Dirac potential. Let us consider spinless bosons to simplify the notations.
The Hamiltonian is written in these conditions

Ĥ = Ĥkin + Ĥint (27)

with
Ĥint =

ḡ

2
K̂ et K̂ =

∫
ψ̂†(r)ψ̂†(r)ψ̂(r)ψ̂(r) d3r (28)

hence the interaction energy

Eint = 〈Ĥint〉 =
ḡ

2
〈K̂〉. (29)

The quantity 〈K〉 involves the value of the function G2(r′1, r
′
2; r1, r2)

when the four points are identical, i.e. for a uniform system:

〈K̂〉 = L3 G2(0, 0; 0, 0). (30)

Let us take again the expression (14) of G2 at short distances. We must use
the "value in 0" of the function 1/r, which we gave in (18). Let us transfer
this value into the expression (2) of G2:

G2(0, 0) =
C

(4π)2L3

(
2kmax

π
− 1

a

)2

=
~4C

L3m2

1

ḡ2
. (31)

The correlation function G2 taken in r1 = r2 is thus not a physical quantity
for an interacting gas, since it involves the bare coupling ḡ and not the
physical coupling g. It diverges when we take the limit kmax → ∞. The
situation for an interacting gas is thus radically different from the case of
the ideal gas (Naraschewski & Glauber 1999).

Let us now return to the interaction energy (29)

Eint =
ḡ

2
〈K̂〉 =

ḡ

2
L3 ~4C

L3m2

1

ḡ2
. (32)

This result coincides with the one announced in (26).

To summarize, the use of the couple (ḡ, kmax), followed by the limit
kmax → ∞ under the condition (22) linking ḡ, kmax to the real coupling g
allows us to carry out calculations in a relatively simple and transparent
way. This is the method we will use in the next part dedicated to radio-
frequency spectroscopy.

2 Contact and radio frequency spectroscopy

2-1 Position of the problem

Radio frequency spectroscopy is a powerful way to analyze the properties
of a quantum gas. While for an isolated atom, the absorption spectrum is
composed of discrete lines, the spectrum of an interacting gas is generally
a continuum whose line shape, center of gravity, and wings provide infor-
mation about the nature of the N -particle states that may exist within the
fluid.

We will focus here on the case of a gas of spin 1/2 fermions. The idea is
to illuminate the gas with an electromagnetic wave of frequency ω which
can induce a transition from one of the two internal atomic states, ↑ for ex-
ample, to a third state which we will note e (figure 2). The fact of choosing
a "radio-frequency" wave, thus of long wavelength, means that the passage
from ↑ to e is not accompanied by any transfer of momentum, contrary to
what would happen if we used a light beam (Bragg spectroscopy). The
momentum states that will play a role in the following are those which
are populated in the stationary state of the gas, in particular during the
interaction between two close atoms.

We are going to study here the variation with ω of the transfer rate Γ(ω)
from ↑ to e, and we are going to look at two quantities:

• The average position of the resonance involves the contact and is writ-
ten in the limit of large scattering lengths |ae↓|, |ae↓| � b:

〈ω〉 ≡
∫
ω Γ(ω) dω∫
Γ(ω) dω

≈ ω0 +

(
1

a↑↓
− 1

ae↓

)
~C

4πmN↑
(33)

where ω0 denotes the ↑e transition frequency of an isolated atom (we
will assume here ω0 > 0 to fix the ideas).

• When the atoms in the state e do not interact with the ↓ atoms (ae↓=0),
the mean displacement (33) diverges. It can be shown that this is due
to the appearance of a large detuned wing for Γ(ω), which also in-
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Figure 2. Principle of radio-frequency spectroscopy for a two-component Fermi
gas. A radio-frequency wave couples one of the two spin states, here ↑, to a third
internal state denoted e.

volves the contact:

Γ(ω)∫
Γ(ω) dω

≈ 1

4π2N↑

√
~
m

C

(ω − ω0)3/2
(34)

We will see that this wing is closely related to the 1/k4 decay of the
momentum distribution.

These results were obtained from a succession of works described in Yu &
Baym (2006), Baym, Pethick, et al. (2007), Punk & Zwerger (2007), Hauss-
mann, Punk, et al. (2009), and Pieri, Perali, et al. (2009) and Braaten, Kang,
et al. (2010).

2-2 Center of mass of the spectrum

The calculation of the rate Γ(ω) is done by using the Fermi golden rule,
or in an equivalent way, the linear response approach. The perturbation
created by the radio frequency wave is described by the operator

Ĥrf(t) =
~Ω

2
e−iωt Ŷ + H.c. with Ŷ =

∫
Ψ̂†e(r) Ψ̂↑(r) d3r, (35)

where Ω is the Rabi frequency of the radio-frequency, proportional to its
oscillating electromagnetic field. We have made here the rotating wave

approximation (RWA) by keeping only the quasi-resonant part (in e−iωt

with ω > 0) for the passage from ↑ to e.

The transfer rate is then written [see for example Cohen-Tannoudji, Diu,
et al. (1986), XIII-C-3]

Γ(ω) =
π

2
Ω2
∑

Φf

|〈Φf |Ŷ |Φi〉|2 δ[ω − (Ef − Ei)/~]. (36)

In this expression, the state |Φi〉, of energy Ei, represents the initial state
with N↑ and N↓ particles in the two spin states ↑ and ↓, and no particles
in the e state. The sum covers all possible final states |Φf 〉 (of energy Ef ).
These states haveN↑−1 particles in the ↑ state, 1 particle in the e state, and
N↓ particles in the ↓ state.

To show (33), let us first look at the denominator
∫

Γ(ω) dω. The integral
over ω of the Dirac distribution gives 1; using the closure relation 1̂ =∑

Φf
|Φf 〉〈Φf |, we arrive at:

∫
Γ(ω) dω =

π

2
Ω2 〈Φi| Ŷ † Ŷ |Φi〉 (37)

=
π

2
Ω2

∫
〈Φi|Ψ̂†↑(r) Ψ̂e(r) Ψ̂†e(r

′) Ψ̂↑(r
′)|Φi〉 d3r d3r′.

For fermions, we have the anti-commutation relation [Ψ̂e(r), Ψ̂†e(r
′)]+ =

δ(r − r′). As the |Φi〉 state does not contain a particle in the e state, we
deduce:

∫
Γ(ω) dω =

π

2
Ω2

∫
〈Φi|Ψ̂†↑(r) Ψ̂↑(r)|Φi〉 d3r =

π

2
Ω2N↑. (38)

The calculation of the numerator of (33),
∫
ω Γ(ω) dω, is slightly more

complicated. We use the presence of δ[ω − (Ef − Ei)/~] to establish

~ω〈Φi|Ŷ †|Φf 〉 = (Ef − Ei)〈Φi|Ŷ †|Φf 〉 = 〈Φi|[Ŷ †, Ĥ]|Φf 〉, (39)

where Ĥ denotes the Hamiltonian in the absence of radio-frequency cou-
pling. This leads to (still using a closure relation on |Φf 〉):
∫
ω Γ(ω) dω =

π

2~
Ω2

∫
〈Φi|

[
Ψ̂†↑(r) Ψ̂e(r), Ĥ

]
Ψ̂†e(r

′) Ψ̂↑(r
′)|Φi〉 d3r d3r′,

(40)
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where the Hamiltonian contains the internal energy ~ω0 of the state e, the
kinetic energy terms for the three components ↑, ↓ and e, and the three
interaction terms ↑↓, e↓ and e↑.

Let us first observe that the commutators of Ψ̂†↑(r)Ψ̂e(r) with the kinetic
energy terms as well as with the e ↑ coupling have a zero contribution for
the initial state considered.

We will treat here the interaction terms using "true" Dirac potentials,
according to the procedure explained in § 1-4. We introduce for this pur-
pose the bare couplings ḡ↑↓, ḡe↓, ḡe↑ associated to the same cutoff kmax in
momentum space. In the calculation of the commutator involved in (40),
the only non-zero contributions come from the internal energy ~ω0 of e and
from the couplings e↓ and ↑↓. We then arrive at

〈ω〉 = ω0 +
1

~N↑
(ḡe↓ − ḡ↑↓) 〈K̂int〉. (41)

The operator K̂, defined by:

K̂ =

∫
ψ̂†↑(r)ψ̂†↓(r)ψ̂↓(r)ψ̂↑(r) d3r (42)

is the fermionic version of the operator introduced in (28) for bosons. Its
average is ~4C/(m2ḡ2

↑↓) [cf. (30,31)], which leads to:

〈ω〉 = ω0 +
āe↓
ā↑↓

(
1

ā↑↓
− 1

āe↓

)
~C

4πmN↑
. (43)

Using the identity between the bare couplings (ḡ, ā) and the physical cou-
plings (g, a):

1

ā↑↓
− 1

āe↓
=

1

a↑↓
− 1

ae↓
, (44)

this relation can also be written:

〈ω〉 = ω0 +
āe↓
ā↑↓

(
1

a↑↓
− 1

ae↓

)
~C

4πmN↑
(45)

Finally, we can write the ratio āe↓/ā↑↓ as:

āe↓
ā↑↓

=
kmax − π

2a↑↓

kmax − π
2ae↓

→ 1 when kmax →∞. (46)

We then arrive at the result announced in (33). Recall that the limit kmax

must be understood physically as kmax ∼ 1/b since beyond this value,
the range of the potential must be taken into account. The result (46) is
therefore only physically relevant if the scattering lengths are such that
|a↑↓|, |ae↓| � b. One can consult the article by Baym, Pethick, et al. (2007)
for a discussion of situations where this inequality is not satisfied.

One might be surprised not to see an interaction term proportional to
ge↑ in the above. The reason is that the action of the radio frequency con-
sists in making each of the N↑ atoms switch from the | ↑〉 state to the
cos θ | ↑〉 + sin θ |e〉state (with θ � 1 in our perturbative approach). These
N↑ atoms all remain in the same internal state, they are thus polarized
fermions and they do not interact with each other (Gupta, Hadzibabic,
et al. 2003). The situation would of course be different if we considered
bosons.

2-3 The wing of the radio frequency spectrum

We consider in this paragraph the case where the atoms in the e state do not
interact with the atoms in ↑ and ↓. In particular, the fact of posing ae↓ = 0
leads to the divergence of (33). We want to show here that this divergence
of the integral

∫
ω,Γ(ω)dω comes from the appearance of a wing in (ω −

ω0)−3/2, whose expression is given in (34).

Since the atoms in the state e evolve freely, the form of the possible final
states Φf involved in the Fermi golden rule (36) is simple: they are product
states |e : k〉 ⊗ |Φ(N−1)

f 〉, of energy Ef = ~2k2

2m + E
(N−1)
f . A generic matrix

element involved in (36) is then written:

〈Φf |Ŷ |Φi〉 =

∫
e−ik·r
√
L3
〈Φ(N−1)

f |Ψ̂↑(r)|Φi〉 d3r. (47)

When ω − ω0 is large, an isolated ↑ atom is almost insensitive to radio
frequency. The dominant final states are those where the radio-frequency
makes the internal state of an atom ↑, initially very close to an atom ↓,
change. Depending on the value of a, these two atoms could, before the
r.f. transition, form a bound state or be in a scattering state. In both cases,
the center of mass momentum of this pair was small, while the momentum
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Figure 3. Process contributing to the wing ∝ (ω − ω0)3/2 of the radio frequency
spectrum.

distributions of each of the two partners (or equivalently, the momentum
distribution of the relative variable) could be broad.

During the transition from ↑ to e, the total momentum of the pair is
unchanged and thus remains negligible. The total initial energy of the pair,
Ei, is assumed to be small in front of the detuning ~(ω−ω0), even if its two
components, kinetic and interaction (which are of opposite signs), are each
comparable to the detuning2. Once the radio frequency photon has been
absorbed and the ↑ atom has been transferred to the e state, the two atoms
do not interact anymore (figure 3). They share equally the excess energy
~(ω − ω0), each of the two atoms gaining the kinetic energy ~2k2/2m. The
distribution δ[ω − (Ef − Ei)/~] can then be approximated by δ(ω − ω0 −
~k2/m).

Once this approximation is done, we can again use a closure relation on
the |Φ(N−1)

f 〉 states. The sum of the squares of the matrix elements of type
(47) gives

Γ(ω) ≈ πΩ2

2

∑

k

∑

Φ
(N−1)
f

|〈e : k| ⊗ 〈Φ(N−1)
f |Ŷ |Φi〉|2 δ

(
ω − ω0 −

~k2

m

)
(48)

or

Γ(ω) ≈ πΩ2

2

∑

k

∫
eik·(r′−r)

L3
〈Φi|Ψ̂†↑(r′) Ψ̂↑(r)|Φi〉

× δ
(
ω − ω0 −

~k2

m

)
d3r d3r′. (49)

2A similar reasoning appears in the analysis of the energy increase induced by atomic
losses in an interacting gas (Bouchoule, Dubois, et al. 2021). The loss of atoms that have a
close neighbor leads to a divergence of the rate of energy increase for a zero range potential.

We recognize the momentum distribution for the ↑ state:

n↑(k) =

∫
eik·(r′−r) 〈Φi|Ψ̂†↑(r′) Ψ̂↑(r)|Φi〉 d3r d3r′ (50)

so that Γ(ω) is written:

Γ(ω) ≈ πΩ2

2

1

(2π)3

∫
n↑(k) δ

(
ω − ω0 −

~k2

m

)
d3k. (51)

We then insert the asymptotic law n↑(k) ≈ C/k4 and arrive at

∫
n↑(k) δ

(
ω − ω0 −

~k2

m

)
d3k = 2πC

√
~
m

1

(ω − ω0)3/2
(52)

and

Γ(ω) ≈ Ω2

8π

√
~
m

C

(ω − ω0)3/2
(53)

which is consistent with the prediction (34).

Note that in practice, ae↓ is never strictly zero. Braaten, Kang, et al.
(2010) show that for ω & ~/ma2

e↓, the slow decay in (ω − ω0)−3/2 switches
to a faster decay in (ω−ω0)−5/2, which ensures the convergence of the inte-
gral giving the center of mass of the line [see also Chin & Julienne (2005)].
Corrections related to the range b ∼ RvdW of the potential can also play a
role for very large detunings.

3 Experimental studies on the Fermi gas

3-1 Radio-frequency spectroscopy

We presented in the previous chapter a first part of the results obtained by
the Boulder group in 2010 for the measurement of the contact, using the
momentum distribution of a 40K fermion gas with | ↓〉 ≡ |F = 9/2,mF =
−9/2〉 and | ↑〉 ≡ |F = 9/2,mF = −7/2〉 (Stewart, Gaebler, et al. 2010).
Let us now describe the second study carried out by the same group using
radio frequency spectroscopy, performed from the | ↑〉 state to the |e〉 ≡
|F = 9/2,mF = −5/2〉 state. The transfer rate as a function of the detuning
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Les premiers spectres radio-fréquences

Boulder 2010 : gaz de 2 105 atomes de potassium 40 (fermion), avec  pour le niveau fondamental F = 9/2
| ↓ ⟩ ≡ |F = 9/2,mF = − 9/2⟩ | ↑ ⟩ ≡ |F = 9/2,mF = − 7/2⟩

Confinement dans un piège optique et refroidissement par évaporation jusqu’à     ( )T ≈ 0.1 TF a = 40 nm
Rampe adiabatique de  jusqu’à une valeur proche de résonance  ( ), puis mesure du spectrea 1/kFa = − 0.08

Stewart et al., PRL 104 235301

|e⟩ ≡ |F = 9/2,mF = − 5/2⟩

light for the imaging propagates along the axial direction
of the trap, and thus we measure the radial momentum
distribution. Assuming the momentum distribution is
spherically symmetric, we obtain nðkÞ with an inverse
Abel transform.

Figure 1(a) shows an example nðkÞ for a strongly inter-
acting gas with a dimensionless interaction strength
ðkFaÞ#1 of #0:08$ 0:04. The measured nðkÞ exhibits a
1=k4 tail at large k, and we extractC from the average value
of k4nðkÞ for k > kC, where we use kC ¼ 1:85 for
ðkFaÞ#1 >#0:5 and kC ¼ 1:55 for ðkFaÞ#1 <#0:5.
These values for kC are chosen empirically such that for
k & kC, the momentum distributions are in the asymptotic
limit to within our statistical measurement uncertainties.
One issue for this measurement is whether or not the
interactions are switched off sufficiently quickly to accu-
rately measure nðkÞ. The data in Fig. 1(a) were taken using
a magnetic-field sweep rate of _B ¼ 1:2 G

!s to turn off the

interactions for the expansion. In the inset to Fig. 1a, we
show the dependence of the measured C on _B. Using an
empirical exponential fit [line in Fig. 1(a) inset], we esti-
mate that for our typical _B of 1.2 to 1:4 G

!s , C is system-

atically low by about 10%. We have therefore scaled C
measured with this method by 1:1.

The contact is also manifest in rf spectroscopy, where
one applies a pulsed rf field and counts the number of
atoms that are transferred from one of the two original
spin states into a third, previously unoccupied, spin state
[11]. We transfer atoms from the j9=2;#7=2i state to the
j9=2;#5=2i state. It is predicted that the number of atoms
transferred as a function of the rf frequency, ", scales as
"#3=2 for large ", and that the amplitude of this high
frequency tail is C

23=2#2 [12–14]. Here, " ¼ 0 is the single-

particle spin-flip resonance, and " is given in units of
EF=h. This prediction requires that atoms transferred to
the third spin-state have only weak interactions with the
other atoms so that ‘‘final-state effects’’ are small [14–21],
as is the case for 40K atoms. In Fig. 1(b), we plot a
measured rf spectrum, !ð"Þ, multiplied by 23=2#2"3=2.
The rf spectrum is normalized so that its integral equals
0:5. We observe the predicted 1="3=2 behavior for large ",
and obtain C by averaging 23=2#2"3=2!ð"Þ for "> "C,
where we use "C ¼ 5 for ðkFaÞ#1 >#0:5 and "C ¼ 3
for ðkFaÞ#1 <#0:5. These values for "C are chosen such
that for " & "C, !ð"Þ is in its asymptotic limit.
The connection between !ð"Þ and the high-k tail of nðkÞ

can be seen in the Fermi spectral function, which can be
probed using photoemission spectroscopy for ultra cold
atoms [8]. Recent photoemission spectroscopy results on
a strongly interacting Fermi gas [22] revealed a weak,
negatively dispersing feature at high k that persists to
temperatures well above TF. This feature was attributed
to the effect of interactions, or the contact, consistent with
a recent prediction [23]. Atom photoemission spectros-
copy, which is based upon momentum-resolved rf spec-
troscopy, also provides a method for measuring nðkÞ. By
integrating over the energy axis, or equivalently, summing
data taken for different rf frequencies, we obtain nðkÞ. This
alternative method for measuring nðkÞ yields results similar
to the ballistic expansion technique, but avoids the issue of
magnetic-field sweep rates.
In Fig. 2, we show the measured contact for different

values of 1=kFa. We restrict the data to values of 1=kFa
where our magnetic-field sweeps are adiabatic [24].
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FIG. 1. Extracting the contact from the momentum distribution
and rf line shape. (a) Measured momentum distribution for a
Fermi gas at 1

kFa
¼ #0:08$ 0:04. Here, the wave number k is

given in units of kF, and we plot the normalized nðkÞ multiplied
by k4. The dashed line corresponds to 2:2, which is the average
of k4nðkÞ for k > 1:85. (Inset) The measured value for C depends
on the rate of the magnetic-field sweep that turns off the
interactions before time-of-flight expansion. (b) rf line shape
measured for a Fermi gas at 1

kFa
¼ #0:03$ 0:04. Here, " is the

rf detuning from the single-particle Zeeman resonance, given in
units of EF=h. We plot the normalized rf line shape multiplied by
23=2#2"3=2, which is predicted to asymptote to C for large ".
Here, the dashed line corresponds to 2:1, from an average of the
data for "> 5.
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FIG. 2. The contact. We measure the contact, C, as a function
of ðkFaÞ#1 using three different methods. Filled circles corre-
spond to direct measurements of the fermion momentum distri-
bution nðkÞ using a ballistic expansion, in which a fast magnetic-
field sweep projects the many-body state onto a noninteracting
state. Open circles correspond to nðkÞ obtained using atom
photoemission spectroscopy measurements. Stars correspond to
the contact obtained from rf spectroscopy. The values obtained
with these different methods show good agreement. The contact
is nearly zero for a weakly interacting Fermi gas with attractive
interactions (left hand side of plot) and then increases as the
interaction strength increases to the unitarity regime where
ðkFaÞ#1 ¼ 0. The line is a theory curve obtained from Ref. [5].

PRL 104, 235301 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
11 JUNE 2010

235301-2

ν = ℏ(ω − ω0)
EF

light for the imaging propagates along the axial direction
of the trap, and thus we measure the radial momentum
distribution. Assuming the momentum distribution is
spherically symmetric, we obtain nðkÞ with an inverse
Abel transform.

Figure 1(a) shows an example nðkÞ for a strongly inter-
acting gas with a dimensionless interaction strength
ðkFaÞ#1 of #0:08$ 0:04. The measured nðkÞ exhibits a
1=k4 tail at large k, and we extractC from the average value
of k4nðkÞ for k > kC, where we use kC ¼ 1:85 for
ðkFaÞ#1 >#0:5 and kC ¼ 1:55 for ðkFaÞ#1 <#0:5.
These values for kC are chosen empirically such that for
k & kC, the momentum distributions are in the asymptotic
limit to within our statistical measurement uncertainties.
One issue for this measurement is whether or not the
interactions are switched off sufficiently quickly to accu-
rately measure nðkÞ. The data in Fig. 1(a) were taken using
a magnetic-field sweep rate of _B ¼ 1:2 G

!s to turn off the

interactions for the expansion. In the inset to Fig. 1a, we
show the dependence of the measured C on _B. Using an
empirical exponential fit [line in Fig. 1(a) inset], we esti-
mate that for our typical _B of 1.2 to 1:4 G

!s , C is system-

atically low by about 10%. We have therefore scaled C
measured with this method by 1:1.

The contact is also manifest in rf spectroscopy, where
one applies a pulsed rf field and counts the number of
atoms that are transferred from one of the two original
spin states into a third, previously unoccupied, spin state
[11]. We transfer atoms from the j9=2;#7=2i state to the
j9=2;#5=2i state. It is predicted that the number of atoms
transferred as a function of the rf frequency, ", scales as
"#3=2 for large ", and that the amplitude of this high
frequency tail is C

23=2#2 [12–14]. Here, " ¼ 0 is the single-

particle spin-flip resonance, and " is given in units of
EF=h. This prediction requires that atoms transferred to
the third spin-state have only weak interactions with the
other atoms so that ‘‘final-state effects’’ are small [14–21],
as is the case for 40K atoms. In Fig. 1(b), we plot a
measured rf spectrum, !ð"Þ, multiplied by 23=2#2"3=2.
The rf spectrum is normalized so that its integral equals
0:5. We observe the predicted 1="3=2 behavior for large ",
and obtain C by averaging 23=2#2"3=2!ð"Þ for "> "C,
where we use "C ¼ 5 for ðkFaÞ#1 >#0:5 and "C ¼ 3
for ðkFaÞ#1 <#0:5. These values for "C are chosen such
that for " & "C, !ð"Þ is in its asymptotic limit.
The connection between !ð"Þ and the high-k tail of nðkÞ

can be seen in the Fermi spectral function, which can be
probed using photoemission spectroscopy for ultra cold
atoms [8]. Recent photoemission spectroscopy results on
a strongly interacting Fermi gas [22] revealed a weak,
negatively dispersing feature at high k that persists to
temperatures well above TF. This feature was attributed
to the effect of interactions, or the contact, consistent with
a recent prediction [23]. Atom photoemission spectros-
copy, which is based upon momentum-resolved rf spec-
troscopy, also provides a method for measuring nðkÞ. By
integrating over the energy axis, or equivalently, summing
data taken for different rf frequencies, we obtain nðkÞ. This
alternative method for measuring nðkÞ yields results similar
to the ballistic expansion technique, but avoids the issue of
magnetic-field sweep rates.
In Fig. 2, we show the measured contact for different

values of 1=kFa. We restrict the data to values of 1=kFa
where our magnetic-field sweeps are adiabatic [24].
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FIG. 1. Extracting the contact from the momentum distribution
and rf line shape. (a) Measured momentum distribution for a
Fermi gas at 1

kFa
¼ #0:08$ 0:04. Here, the wave number k is

given in units of kF, and we plot the normalized nðkÞ multiplied
by k4. The dashed line corresponds to 2:2, which is the average
of k4nðkÞ for k > 1:85. (Inset) The measured value for C depends
on the rate of the magnetic-field sweep that turns off the
interactions before time-of-flight expansion. (b) rf line shape
measured for a Fermi gas at 1

kFa
¼ #0:03$ 0:04. Here, " is the

rf detuning from the single-particle Zeeman resonance, given in
units of EF=h. We plot the normalized rf line shape multiplied by
23=2#2"3=2, which is predicted to asymptote to C for large ".
Here, the dashed line corresponds to 2:1, from an average of the
data for "> 5.
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FIG. 2. The contact. We measure the contact, C, as a function
of ðkFaÞ#1 using three different methods. Filled circles corre-
spond to direct measurements of the fermion momentum distri-
bution nðkÞ using a ballistic expansion, in which a fast magnetic-
field sweep projects the many-body state onto a noninteracting
state. Open circles correspond to nðkÞ obtained using atom
photoemission spectroscopy measurements. Stars correspond to
the contact obtained from rf spectroscopy. The values obtained
with these different methods show good agreement. The contact
is nearly zero for a weakly interacting Fermi gas with attractive
interactions (left hand side of plot) and then increases as the
interaction strength increases to the unitarity regime where
ðkFaÞ#1 ¼ 0. The line is a theory curve obtained from Ref. [5].
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Figure 4. Variation of ν3/2 Γ(ν), where Γ(ν) is the rate of transfer from | ↑〉 to
|e〉 by a radio frequency detuned by ν from resonance, ν being expressed here in
units of EF/2π~. The plateau observed for large values of ν allows to determine
the contact for the chosen value of a [(kFa)−1 = −0.03 for these data].Figure
extracted from Stewart, Gaebler, et al. (2010).

ω − ω0 is shown in figure 4. We see that this rate varies as expected as
(ω − ω0)−3/2 at large detunings, and the proportionality coefficient thus
provides another determination of the contact.

Figure 5 combines the two datasets for the contact obtained by Stew-
art, Gaebler, et al. (2010) from the momentum distribution and from radio
frequency spectroscopy. A third dataset was obtained with the photoemis-
sion spectroscopy technique which we will not describe here. All these
data are compatible with each other and their variation with 1/a is in good
agreement with the qualitative discussion in the previous chapter.

Recently, the MIT group led by M. Zwierlein has further investigated
the contact at the unitary point a = ±∞ using radio frequency spec-
troscopy (Mukherjee, Patel, et al. 2019). The MIT researchers varied the
temperature of the gas to study the behavior of the contact when cross-
ing the transition between the superfluid and normal states (Tc ≈ 0.17TF).
These measurements, plotted in figure 6 (top), were performed in a uni-
form gas, confined in a box-like potential, which avoids the broadening of
the spectrum that occurs in a harmonic trap because of the spatial density
variations. The obtained spectra provide a lot of information about the

Figure 5. Summary of the values obtained for the contact (in units of NkF) by
measuring the momentum distribution (black dots) and by radio frequency spec-
troscopy (stars). The third data set uses photoemission spectroscopy (PES). The
solid curve is the theoretical prediction of Werner, Tarruell, et al. (2009). Figure
taken from Stewart, Gaebler, et al. (2010).

physics involved. For example, the shift of the line maximum gives access
to the energy of the Cooper pairs whose formation becomes energetically
favorable for T . 0.5TF. For the spectrum obtained at the lowest temper-
ature, we clearly see a (ω− ω0)−3/2 wing (figure 6, bottom), with a slightly
faster decay for very large detunings, related to the non-zero interactions
between the e atoms and the ↓ atoms [see the discussion after equation
(53)].

The contact deduced from the wing analysis of the radio frequency
spectrum by the MIT group is shown in figure 7, along with results ob-
tained simultaneously by the Swinburne group using the measurement of
the dynamical structure factor S(q, ω). The results of both groups are in
excellent agreement and provide in particular the value in the zero tem-
perature limit C/NkF ≈ 3.
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contact [48]. A recent advance has been the creation of
uniform box potentials [49–51]. These are ideal for rf
spectroscopy and precision measurements of the contact:
since the entire cloud is at a constant density, global probes
such as rf address all atoms, andbenefit froma stronger signal.
In this Letter, we report on rf spectroscopy of the

homogeneous unitary Fermi gas in a box potential. A
single peak is observed for all temperatures from the
superfluid regime into the high temperature Boltzmann
gas. The tails of the rf spectra reveal the contact, which
shows a rapid rise as the temperature is reduced below Tc.
We prepare 6Li atoms in two of the three lowest hyper-

fine states j↓i ¼ j1i and j↑i ¼ j3i at a magnetic field of
690 G, where interspin interactions are resonant. A uniform
optical box potential with cylindrical symmetry is loaded
with N ∼ 106 atoms per spin state (with Fermi energies
EF ∼ h × 10 kHz), creating spin-balanced homogeneous
gases at temperatures ranging from T=TF ¼ 0.10 to 3.0
[50]. A square rf pulse transfers atoms from state j↓i
into state jfi ¼ j2i. Final state interactions between
atoms in state jfi and atoms in states j↑i and j↓i are
small (kFaf ≲ 0.2, where af is the scattering length
characterizing collisions between atoms in the final and
initial states, and ℏkF ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
2mEF

p
is the Fermi momentum)

[26]. After the rf pulse, we measure the atom numbers
N↓ and Nf in the initial and final states. Within linear
response, according to Fermi’s golden rule, Nf is propor-
tional to the pulse time TPulse, the square of the single-
particle Rabi frequencyΩR, and an energy density of states.
Thus, we define a normalized, dimensionless rf spectrum as
IðωÞ ¼ ½NfðωÞ=N↓%ðEF=ℏΩ2

RTPulseÞ [52,57]. Because of
the scale invariance of the balanced unitary Fermi gas,
this dimensionless function can only depend on T=TF
and ℏω=EF.
For thermometry, we release the cloud from the uniform

potential into a harmonic trap along one direction [57].
Since the cloud expands isoenergetically, the resulting
spatial profile after thermalization provides the energy
per particle, which can be related to the reduced temper-
ature, T=TF, using a virial relation and the measured
equation of state [14]. To clearly identify the superfluid
transition, we measure the pair momentum distribution by
a rapid ramp of the magnetic field to the molecular side of
the Feshbach resonance before releasing the gas into a
harmonic trap for a quarter period [50,52].
Initially, we focus on changes in the line shape for rf

frequencies within ∼EF=ℏ of the bare (single-particle)
resonance [see Fig. 1(a)], and follow the changes in

(a) (b)

(c)

FIG. 1. (a) Thermal evolution of rf spectra. The Rabi frequency is ΩR ¼ 2π × 0.5 kHz and the pulse duration is TPulse ¼ 1 ms. The
solid lines are guides to the eye. (b) Frequency of the peak (Ep ¼ −ℏω) of the rf spectra as a function of temperature shown as white dots
on an intensity plot of the rf response. The grey solid line is a solution to the Cooper problem at nonzero temperature [52]. (c) The full
width at half maximum Γ of the rf peak as a function of T=TF. The black dotted-dashed line Γ=EF ¼ 1.2

ffiffiffiffiffiffiffiffiffiffiffiffi
TF=T

p
shows the temperature

dependence of the width due to scattering in the high-temperature gas [32,60]. The grey triangles are the corresponding width
measurements of a highly spin-imbalanced gas [57]. The horizontal black dotted line represents the Fourier broadening of 0.1EF [52].
The vertical dashed red line in both (b) and (c) marks the superfluid transition [14].
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the peak position Ep [shown in Fig. 1(b)]. As the hot spin-
balanced Fermi gas is cooled below the Fermi temperature,
the peak shift decreases from roughly zero for temperatures
T ≳ TF, to Ep ≈ −0.8EF for temperatures below the super-
fluid transition temperature [see Fig. 1(b)]. At high temper-
atures, one might naïvely expect a shift on the order of
Ep ∼ ℏnλT=m due to unitarity-limited interactions in the
gas. However, there exists both an attractive and a repulsive
energy branch, which are symmetric about zero at unitarity
[58], and when T ≫ TF, their contributions to the shift
cancel [32,59,60]. As to the interpretation of the peak shift at
degenerate temperatures, a solution to the Cooper problem in
the presence of a T > 0 Fermi sea shows that it is
energetically favorable to form pairs when T ≲ 0.5TF
[52], and the resulting pair energy agrees qualitatively
with the observed shifts [grey line in Fig. 1(b)]. However,
it is known that fluctuations suppress the onset of pair
condensation and superfluidity to 0.167ð13ÞTF [5,11,14,61].
In a zero-temperature superfluid, BCS theory would
predict a peak shift given by the pair binding energy
EB ¼ Δ2=2EF, where Δ is the pairing gap [3]. Including
Hartree terms is found to result in an additional shift of the
peak [27,47].
Now, we turn to the widths, Γ, defined as the full width at

half maximum of the rf spectra [see Fig. 1(c)]. As the gas is
cooled from the Boltzmann regime, the width gradually
increases, and attains a maximum of Γ ¼ 1.35ð5ÞEF near
T ¼ 0.44ð4ÞTF. For temperatures much higher than TF,
the system is a Boltzmann gas of atoms scattering with a
unitarity limited cross section σ ∼ λ2T . Transport properties
and short-range pair correlations are governed by the scatter-
ing rate Γ ¼ n↓σhvreli ∼ ℏn↓λT=m and a mean-free path
l ¼ ðn↓σÞ−1 ∼ ðn↓λ2TÞ−1, where n↓ is the density of atoms in
j↓i, and hvreli ∼ ℏ=mλT is the thermally averaged relative
velocity. This leads to a width that scales as Γ ∝ 1=

ffiffiffiffi
T

p
,

shown as the dotted-dashed line in Fig. 1(c) [32].
As the cloud is cooled below T ≈ 0.5TF, the width

decreases linearly with temperature to Γ ∼ 0.52EF=ℏ in the
coldest gases measured [T ¼ 0.10ð1ÞTF]. For temperatures
below Tc, we expect the gas to consist of pairs of size ξ.
The rf spectrum will be broadened by the distribution of
momenta ∼ℏ=ξ inside each pair, leading to a spread of
possible final kinetic energies ℏ2k2=m ∼ ℏ2=mξ2 and a
corresponding spectral width ℏ=mξ2. At unitarity and at
T ¼ 0, the pair size is set by the interparticle spacing λF
[3,5,26]. Thus, the rf width at low temperatures
is Γ ∼ ℏnλF=m.
For temperatures above Tc, it has been suggested that

the normal fluid can be described as a Fermi liquid
[15,62]. This would imply a quadratic relation between
the peak width and the temperature [63], as observed in the
widths of the rf spectra of Fermi polarons at unitarity [57].
However, the measured width of the spin-balanced Fermi
gas changes linearly in temperature, implying non-Fermi

liquid behavior in the normal fluid. In addition, Γ > EF=ℏ
for 0.3≲ T=TF ≲ 1.2, indicating a breakdown of well-
defined quasiparticles over a large range of temperatures
near the quantum critical regime [10,12,13].
We now consider the rf spectrum at frequencies much

larger than EF=ℏ, where the rf-coupled high-momentum
tails reveal information about the short-range pair correla-
tions between atoms. In a gas with contact interactions,
the pair correlation function at short distances is
limr→0hn↑ðr0 þ r=2Þn↓ðr0 − r=2Þi ¼ C=ð4πrÞ2. The con-
tact C connects a number of fundamental relations, inde-
pendent of the details of the short-range interaction
potential [28]. In particular, the contact governs the
momentum distribution at large momenta: limk→∞nðkÞ ¼
C=k4. For rf spectroscopy, the density of final states scales
as

ffiffiffiffi
ω

p
, and the energy cost to flip a spin at high momenta is

limk→∞ℏω ¼ ℏ2k2=m. Thus, the number of atoms trans-
ferred by the rf pulse at high frequencies in linear response
is ∝ C=ω3=2 [5,27]. Including final state interactions, the
general expression for the rf transfer rate in a gas with
unitarity-limited initial state interactions is [64]
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ω→∞
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FIG. 2. Rf spectrum at high frequencies. Here, the temperature
of the gas is T=TF ¼ 0.10ð1Þ, the pulse duration is TPulse ¼ 1 ms,
and the Rabi frequencies are 2π × 536 Hz (light blue circles),
2π × 1.20 kHz (medium blue triangles), and 2π × 3.04 kHz
(dark blue squares). The black solid line shows a fit of Eq. (1)
to the data, while the grey dashed line shows the fit neglecting
final state interactions. The contact can be directly obtained from
the transfer rate at a fixed detuning of 60 kHz (ℏω=EF ∼ 7.1)
(dotted-dashed vertical line). Inset: we vary the pulse time at this
fixed detuning, and extract the initial slope (dashed line) of the
exponential saturating fit (solid line). The rf transfer rate obtained
from the initial linear slope is shown as the red diamond in the
main plot. Here, ΩR ¼ 2π × 1.18 kHz.
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contact [48]. A recent advance has been the creation of
uniform box potentials [49–51]. These are ideal for rf
spectroscopy and precision measurements of the contact:
since the entire cloud is at a constant density, global probes
such as rf address all atoms, andbenefit froma stronger signal.
In this Letter, we report on rf spectroscopy of the

homogeneous unitary Fermi gas in a box potential. A
single peak is observed for all temperatures from the
superfluid regime into the high temperature Boltzmann
gas. The tails of the rf spectra reveal the contact, which
shows a rapid rise as the temperature is reduced below Tc.
We prepare 6Li atoms in two of the three lowest hyper-

fine states j↓i ¼ j1i and j↑i ¼ j3i at a magnetic field of
690 G, where interspin interactions are resonant. A uniform
optical box potential with cylindrical symmetry is loaded
with N ∼ 106 atoms per spin state (with Fermi energies
EF ∼ h × 10 kHz), creating spin-balanced homogeneous
gases at temperatures ranging from T=TF ¼ 0.10 to 3.0
[50]. A square rf pulse transfers atoms from state j↓i
into state jfi ¼ j2i. Final state interactions between
atoms in state jfi and atoms in states j↑i and j↓i are
small (kFaf ≲ 0.2, where af is the scattering length
characterizing collisions between atoms in the final and
initial states, and ℏkF ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
2mEF

p
is the Fermi momentum)

[26]. After the rf pulse, we measure the atom numbers
N↓ and Nf in the initial and final states. Within linear
response, according to Fermi’s golden rule, Nf is propor-
tional to the pulse time TPulse, the square of the single-
particle Rabi frequencyΩR, and an energy density of states.
Thus, we define a normalized, dimensionless rf spectrum as
IðωÞ ¼ ½NfðωÞ=N↓%ðEF=ℏΩ2

RTPulseÞ [52,57]. Because of
the scale invariance of the balanced unitary Fermi gas,
this dimensionless function can only depend on T=TF
and ℏω=EF.
For thermometry, we release the cloud from the uniform

potential into a harmonic trap along one direction [57].
Since the cloud expands isoenergetically, the resulting
spatial profile after thermalization provides the energy
per particle, which can be related to the reduced temper-
ature, T=TF, using a virial relation and the measured
equation of state [14]. To clearly identify the superfluid
transition, we measure the pair momentum distribution by
a rapid ramp of the magnetic field to the molecular side of
the Feshbach resonance before releasing the gas into a
harmonic trap for a quarter period [50,52].
Initially, we focus on changes in the line shape for rf

frequencies within ∼EF=ℏ of the bare (single-particle)
resonance [see Fig. 1(a)], and follow the changes in

(a) (b)

(c)

FIG. 1. (a) Thermal evolution of rf spectra. The Rabi frequency is ΩR ¼ 2π × 0.5 kHz and the pulse duration is TPulse ¼ 1 ms. The
solid lines are guides to the eye. (b) Frequency of the peak (Ep ¼ −ℏω) of the rf spectra as a function of temperature shown as white dots
on an intensity plot of the rf response. The grey solid line is a solution to the Cooper problem at nonzero temperature [52]. (c) The full
width at half maximum Γ of the rf peak as a function of T=TF. The black dotted-dashed line Γ=EF ¼ 1.2

ffiffiffiffiffiffiffiffiffiffiffiffi
TF=T

p
shows the temperature

dependence of the width due to scattering in the high-temperature gas [32,60]. The grey triangles are the corresponding width
measurements of a highly spin-imbalanced gas [57]. The horizontal black dotted line represents the Fourier broadening of 0.1EF [52].
The vertical dashed red line in both (b) and (c) marks the superfluid transition [14].
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the peak position Ep [shown in Fig. 1(b)]. As the hot spin-
balanced Fermi gas is cooled below the Fermi temperature,
the peak shift decreases from roughly zero for temperatures
T ≳ TF, to Ep ≈ −0.8EF for temperatures below the super-
fluid transition temperature [see Fig. 1(b)]. At high temper-
atures, one might naïvely expect a shift on the order of
Ep ∼ ℏnλT=m due to unitarity-limited interactions in the
gas. However, there exists both an attractive and a repulsive
energy branch, which are symmetric about zero at unitarity
[58], and when T ≫ TF, their contributions to the shift
cancel [32,59,60]. As to the interpretation of the peak shift at
degenerate temperatures, a solution to the Cooper problem in
the presence of a T > 0 Fermi sea shows that it is
energetically favorable to form pairs when T ≲ 0.5TF
[52], and the resulting pair energy agrees qualitatively
with the observed shifts [grey line in Fig. 1(b)]. However,
it is known that fluctuations suppress the onset of pair
condensation and superfluidity to 0.167ð13ÞTF [5,11,14,61].
In a zero-temperature superfluid, BCS theory would
predict a peak shift given by the pair binding energy
EB ¼ Δ2=2EF, where Δ is the pairing gap [3]. Including
Hartree terms is found to result in an additional shift of the
peak [27,47].
Now, we turn to the widths, Γ, defined as the full width at

half maximum of the rf spectra [see Fig. 1(c)]. As the gas is
cooled from the Boltzmann regime, the width gradually
increases, and attains a maximum of Γ ¼ 1.35ð5ÞEF near
T ¼ 0.44ð4ÞTF. For temperatures much higher than TF,
the system is a Boltzmann gas of atoms scattering with a
unitarity limited cross section σ ∼ λ2T . Transport properties
and short-range pair correlations are governed by the scatter-
ing rate Γ ¼ n↓σhvreli ∼ ℏn↓λT=m and a mean-free path
l ¼ ðn↓σÞ−1 ∼ ðn↓λ2TÞ−1, where n↓ is the density of atoms in
j↓i, and hvreli ∼ ℏ=mλT is the thermally averaged relative
velocity. This leads to a width that scales as Γ ∝ 1=

ffiffiffiffi
T

p
,

shown as the dotted-dashed line in Fig. 1(c) [32].
As the cloud is cooled below T ≈ 0.5TF, the width

decreases linearly with temperature to Γ ∼ 0.52EF=ℏ in the
coldest gases measured [T ¼ 0.10ð1ÞTF]. For temperatures
below Tc, we expect the gas to consist of pairs of size ξ.
The rf spectrum will be broadened by the distribution of
momenta ∼ℏ=ξ inside each pair, leading to a spread of
possible final kinetic energies ℏ2k2=m ∼ ℏ2=mξ2 and a
corresponding spectral width ℏ=mξ2. At unitarity and at
T ¼ 0, the pair size is set by the interparticle spacing λF
[3,5,26]. Thus, the rf width at low temperatures
is Γ ∼ ℏnλF=m.
For temperatures above Tc, it has been suggested that

the normal fluid can be described as a Fermi liquid
[15,62]. This would imply a quadratic relation between
the peak width and the temperature [63], as observed in the
widths of the rf spectra of Fermi polarons at unitarity [57].
However, the measured width of the spin-balanced Fermi
gas changes linearly in temperature, implying non-Fermi

liquid behavior in the normal fluid. In addition, Γ > EF=ℏ
for 0.3≲ T=TF ≲ 1.2, indicating a breakdown of well-
defined quasiparticles over a large range of temperatures
near the quantum critical regime [10,12,13].
We now consider the rf spectrum at frequencies much

larger than EF=ℏ, where the rf-coupled high-momentum
tails reveal information about the short-range pair correla-
tions between atoms. In a gas with contact interactions,
the pair correlation function at short distances is
limr→0hn↑ðr0 þ r=2Þn↓ðr0 − r=2Þi ¼ C=ð4πrÞ2. The con-
tact C connects a number of fundamental relations, inde-
pendent of the details of the short-range interaction
potential [28]. In particular, the contact governs the
momentum distribution at large momenta: limk→∞nðkÞ ¼
C=k4. For rf spectroscopy, the density of final states scales
as

ffiffiffiffi
ω

p
, and the energy cost to flip a spin at high momenta is

limk→∞ℏω ¼ ℏ2k2=m. Thus, the number of atoms trans-
ferred by the rf pulse at high frequencies in linear response
is ∝ C=ω3=2 [5,27]. Including final state interactions, the
general expression for the rf transfer rate in a gas with
unitarity-limited initial state interactions is [64]
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FIG. 2. Rf spectrum at high frequencies. Here, the temperature
of the gas is T=TF ¼ 0.10ð1Þ, the pulse duration is TPulse ¼ 1 ms,
and the Rabi frequencies are 2π × 536 Hz (light blue circles),
2π × 1.20 kHz (medium blue triangles), and 2π × 3.04 kHz
(dark blue squares). The black solid line shows a fit of Eq. (1)
to the data, while the grey dashed line shows the fit neglecting
final state interactions. The contact can be directly obtained from
the transfer rate at a fixed detuning of 60 kHz (ℏω=EF ∼ 7.1)
(dotted-dashed vertical line). Inset: we vary the pulse time at this
fixed detuning, and extract the initial slope (dashed line) of the
exponential saturating fit (solid line). The rf transfer rate obtained
from the initial linear slope is shown as the red diamond in the
main plot. Here, ΩR ¼ 2π × 1.18 kHz.
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Figure 6. Top: series of radio frequency spectra measured on a unitary Fermi
gas (|a| = +∞) for different temperatures. Bottom : spectrum measured at low
temperature with the wing in (ω − ω0)−3/2, and corrections related to residual
interactions between e and ↓. The analysis of these data gives C = 3.07 (6).
Figures taken from Mukherjee, Patel, et al. (2019).
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where N ¼ N↑ þ N↓ is the total number of atoms, and the
final state molecular binding energy is Eb ¼ ℏ2=ma2f ≈
h × 433 kHz ≈ 40EF. Figure 2 shows a typical rf spectrum
at T=TF ¼ 0.10, with a fit of Eq. (1) to data with detunings
ℏω > 3EF, using the dimensionless contact C̃ ¼ C=NkF as
the only free parameter. At detunings larger than about
10 EF, the data deviate from a typical ω−3=2 tail, and are
better described by the full expression Eq. (1) including
final state interactions. Here, the Rabi frequency was varied
across the plot to ensure small transfers near the peak and a
high signal-to-noise ratio at detunings up to ℏω=EF ¼ 31.
The fit of Eq. (1) to the data gives a low-temperature
contact of C̃ ¼ 3.07ð6Þ, consistent with a quantum
Monte Carlo result C̃ ¼ 2.95ð10Þ [65], the Luttinger-
Ward (LW) calculation C̃ ¼ 3.02 [27], as well as previous
measurements using losses C̃ ¼ 3.1ð3Þ [66] and Bragg
spectroscopy C̃ ¼ 3.06ð8Þ [46].
For a more efficient measurement of the contact

across a range of temperatures, we vary the pulse time
at a fixed detuning of 60 kHz (ℏω=EF ≳ 6) that is large
compared to the Fermi energy and temperature. [52].
Deviations from linear response are observed for transfers
as small as 5% (see inset of Fig. 2). We fit the transfers to an
exponentially saturating function A½1 − expð−TPulse=τÞ&,
and find the initial linear slope A=τ in order to extract
the contact for each temperature using Eq. (1). This ensures
that every measurement is taken in the linear response
regime.
In Fig. 3(a), we show the temperature dependence of the

contact. As the gas is cooled, the contact shows a gradual
increase down to the superfluid transition Tc. Entering the
superfluid transition, the contact rapidly rises by approx-
imately 15%. The changes in the contact reveal the
temperature dependence of short-range pair correlations
in the spin-balanced Fermi gas. At temperatures far above
TF, the contact reflects the inverse mean free path in the gas
1=l ∼ 1=T. At lower temperatures, the behavior of the
contact is better described by a third-order virial expansion
[see inset of 3(a)] [36]. Near Tc, predictions of the contact
vary considerably. In the quantum critical regime, a
leading-order 1=N calculation (equivalent to a Gaussian
pair fluctuation or Nozières–Schmitt-Rink method) results
in a prediction C̃ðμ ¼ 0; T ≈ 0.68TFÞ ¼ 2.34 [10], which
is consistent with our measurement of C̃½T¼0.65ð4ÞTF&¼
2.29ð13Þ. For temperatures above the superfluid transition,
our data agree well with both a bold diagrammatic
Monte Carlo calculation [38], and, especially near Tc,
the LW calculation [32]. The contact rises as the temper-
ature is decreased below Tc, a feature captured by the LW
formalism, in which the contact is directly sensitive to
pairing: C̃ ∼ ðΔ=EFÞ2 [27,33]. While short-range pair
correlations do not necessarily signify pairing [35], the
rapid rise of the contact below Tc is strongly indicative of
an additional contribution from fermion pairs, as predicted

by LW. At temperatures T ≪ Tc, below the reach of our
experiment, phonons are likely the only remaining excita-
tions in the unitary Fermi gas, and are expected to contribute
to the contact by an amount that scales as T4 [67].
In conclusion, rf spectroscopy of the homogeneous

unitary Fermi gas reveals strong attractive interactions,
the non-Fermi-liquid nature of excitations in the gas across
the quantum critical regime, and a rapid increase in short-
range pair correlations upon entering the superfluid regime.
The strong variation with temperature of the position
of the spectral peak may serve as a local thermometer in
future studies of heat transport in ultracold Fermi gases.
Furthermore, these measurements of the contact provide
a benchmark for many-body theories of the unitary
Fermi gas. The uniform trap enables direct access to
homogeneous measurements of thermodynamic quantities,

(a)

(b)

FIG. 3. The dimensionless contact C=NkF (a) and condensate
fraction N0=N (b) of the unitary Fermi gas as a function of the
reduced temperature T=TF. Our measurements of the contact
(red points) are compared with a number of theoretical estimates:
bold-diagrammatic Monte Carlo (BDMC) [38], quantum
Monte Carlo (QMC) [37], Luttinger-Ward (LW) [32], large N
[10], and Gaussian pair fluctuations (GPF) [36]. Also shown is
the homogeneous contact obtained from the equation of state at
the École normale supérieure (ENS-EOS) [62], from loss rate
measurements (ENS-L) [66], and from rf spectroscopy by the
JILA group [18] across a range of temperatures. The vertical
blue dotted lines and light blue shaded vertical regions mark
Tc=TF ¼ 0.167ð13Þ [14]. The inset of (a) shows the contact over
a wider range of temperatures and marks the high-temperature
agreement with the third order virial expansion. The error bars
account for the statistical uncertainties in the data.
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temperatures, the fitted amplitudes, aðexÞ, generally lie
below the values derived from the measured contact (see
below), Eq. (4), aðCÞ ≡ ð16

ffiffiffi
2

p
=45π2ÞðC=nkÞ, dashed-

dotted lines in Fig. 2(b). Nonetheless, this approximate
Z−7=2 dependence suggests universal short-range correla-
tions begin to appear in this energy range.
Energy-weighted moments of the dynamic structure

factor

mi ¼ ℏiþ1

Z
∞

−∞
ωiSðk;ωÞdω; ð5Þ

provide additional constraints on the bulk properties of
the gas through sum rules [46]. We utilize the zeroth, first,
and second moments, that define the static structure factor,
f-sum rule, and kinetic sum rule, respectively. For frequen-
cies higher than 2.5ωr the Bragg response falls below
our measurement sensitivity; however, for higher order
moments (i ≥ 1) the tail can carry significant weight.
To include this, we assume Sðk;ωÞ ¼ aðexÞ=Z7=2 for
2ωr < ω < ∞ in Eq. (5).
The f-sum rule, m1 ¼ nϵr, valid for all k [46,50], allows

a convenient normalization of the Bragg spectra yielding
the dynamic structure factor in units of nϵr, as in Fig. 2(a)
[18]. In the large-k limit, the static structure factor can be
used to determine the contact [13,16]

m0
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¼ SðkÞ
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4
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Using the ratio of the moments, we obtain the dimension-
less contact, C=ðnkFÞ ¼ 4ðk=kFÞ½ϵrðm0=m1Þ − 1&, for all of
our Bragg spectra, as shown in Fig. 3 (blue circles). Also
plotted are various theoretical calculations using a t-matrix
approach [21], self-consistent Luttinger-Ward (LW) theory
[22], Gaussian pair-fluctuation theory (GPF) [23], quantum
Monte Carlo (QMC) [24,25], and bold-diagrammatic
Monte Carlo (BDMC) simulations [26]. Also shown are
previous experimental measurements [32–34] of the homo-
geneous contact. Our data show a clear trend; in the
superfluid phase, the dimensionless contact density
C=ðnkFÞ starts off near 3 at low T and then drops abruptly
to around 2.5 near the critical temperature. Above Tc, the
contact appears to be relatively stable, decreasing slowly up
to T=TF ≈ 1. The error bars on our data are dominated by
systematic uncertainties in the determination of the density
(based on the inverse Abel transform [45]). As such, we
expect the qualitative shape of this curve to be robust and
relatively insensitive to these systematics. Our results are in
reasonable agreement with previous measurements [32–34]
and have a similar shape to the Luttinger-Ward calculation
[22]. At high temperature, our data approach the virial
expansion result (solid dark blue line) [23], albeit with a
relatively large error bar.
At unitarity, a high-k result for the kinetic sum rule was

recently derived in terms of the energy density, E ≡ E=V,
where E is the internal energy and V is the volume [16]
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FIG. 2. (a) Bragg spectra showing the dynamic structure factor
Sðk;ωÞ for a selection of temperatures above and below the
superfluid transition temperature. Relative temperature (T=TF)
and Bragg wave vector (k=kF) for each spectrum are shown in the
inset. (b) The high-frequency tails of the spectra in (a) multiplied
by jω − ωrj−7=2. Solid lines are fits to the tails (filled data points)
and dashed-dotted lines indicate the predicted tail, Eq. (4),
according to the measured contact (displayed in Fig. 3). Dotted
lines show a modified fit to the tail, Eq. (8), that enforces the
expected ω → ∞ behavior, as described in the text.
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FIG. 3. Temperature dependence of the contact parameter
C=ðnkFÞ in a Fermi gas at unitarity. Blue filled circles are our
experimental data, the orange square is obtained from the pressure
equation of state (EOS) [32], grey stars are previous rf spectros-
copy measurements [33], and the light green circle is obtained
from the inelastic loss rate due to impurity scattering (Imp) [34].
Also shown are various theoretical calculations [21–26] (see text
for details).
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Figure 7. Contact values for an equilibrium Fermi gas in the unitary regime as
a function of temperature. Left figure taken from Mukherjee, Patel, et al. (2019).
Right figure taken from Carcy, Hoinka, et al. (2019). Theoretical BDMC (bold-
diagrammatic Monte Carlo) data were obtained by Rossi, Ohgoe, et al. (2018). The
value of Laurent, Pierce, et al. (2017) discussed in § 3-2 is indicated by an orange
square (green dot) on the left (right) plot.

3-2 Measurement of contact by atom loss

Laurent, Pierce, et al. (2017) have developed an original approach to mea-
sure the contact in a 6Li gas of spin 1/2 confined in an optical trap, by in-
serting a few 7Li atoms playing the role of impurities (see also see Spiegel-
halder, Trenkwalder, et al. (2009b) and Khramov, Hansen, et al. (2012)).
The principle of the measurement is to study how impurities promote the
formation of 6Li2 dimers. We are therefore interested in the three-body
process:

6Li ↑ + 6Li ↓ + 7Li −→ 6Li2 + 7Li. (54)

The presence of the impurity allows for the conservation of energy and
momentum in this process.

Since the dimer that is formed has a small extension (b ∼ RvdW), the
rate at which this process occurs gives information about the probability
density for having the two 6Li atoms close together, at a distance of ∼ b
from each other: this is precisely the quantity to which the contact gives
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Impuretés et pertes d’atomes
Laurent et al., PRL 113, 220601

Paris, 2017 : gaz de 6Li à résonance + une faible fraction de 7Li 

Un atome de 7Li peut favoriser la formation d’un dimère 6Li2 : il emporte l’énergie libérée lors de cette formation

1
2
7Li

Energie de liaison du dimère     avec comme toujours ∼ − ℏ2

mb2 b ≈ RvdW

• L’étude de ce processus renseigne sur la probabilité d’avoir   et   à une distance de l’ordre de ↑ ↓ b

• Après la formation du dimère, l’impureté a une grande vitesse : elle s’échappe du piège 

Figure 8. The impurity assisted dimer formation process. At the end of the process,
the energy released is converted into kinetic energy. This energy is large enough
for the impurity to escape from the trap confining the particles.

access. As the 7Li atom has a large kinetic energy after the dimer formation,
it escapes from the trap. The loss rate of the 7Li atoms thus allows to infer
the value of the contact in the 6Li gas.

For a quantitative treatment of the problem, we introduce the three-
body operator:
∫∫∫

g(ri, r↑, r↓) Ψ̂†d

(
r↑ + r↓

2

)
Ψ̂†i (ri) Ψ̂i(ri) Ψ̂↑(r↑) Ψ̂↓(r↓) d3ri d3r↑ d3r↓.

(55)
We see appearing in this operator the density of impurities in ri, n̂i(ri) =

ψ̂†i (ri)ψ̂i(ri); moreover, the dimer is created in the middle of the segment
joining the two fermions ↑ and ↓ initially present. The function g, which de-
pends on the details of the interaction potentials between the three atoms,
takes significant values only when the three atoms are in the same volume
of extension ∼ b.

To calculate the rate of dimer production (and thus impurity loss), one
can use an approach based on Fermi’s golden rule. The treatment is de-
tailed in the Supplemental Material of Laurent, Pierce, et al. (2017) and it is
close to what we have developed for the calculation of the radio frequency
spectrum. The result can be written

Ṅi = −γ(C/L3) Ni, (56)

where the coefficient γ involves the coupling function g entering (55), but
does not depend on the value of the scattering length a for the fermion gas.

The strategy adopted by Laurent, Pierce, et al. (2017) was to first cal-
ibrate the γ coefficient by making measurements of the loss rate Ṅi in a

Figure 9. Variation of 7Li impurity loss rate as a function of the density of the 6Li
fermion gas. These data were taken at resonance (a = ∞ for the ↑ and ↓ fermion
interaction) and the solid red line indicates the expected n4/3 variation law. Figure
extracted from Laurent, Pierce, et al. (2017).

regime where the contact is well known. In practice, these calibration mea-
surements were made for a small and positive, favoring a dimer gas. The
temperature was chosen well above the degeneracy temperature, so that
the gas distribution in the trap was well described by a simple Boltzmann
law.

Once the γ coefficient was known, Laurent, Pierce, et al. (2017) placed
their 6Li gas at resonance (a = ∞) to study the contact in a strong interac-
tion regime at a temperature as low as possible, in practice T/TF ≈ 0.1. We
have seen above [see for example figure 7] that in the unitary regime, we
expect for the contact the following law

C

L3
= 2πη kFn ∝ n4/3. (57)

According to (56), this same law in n4/3 is expected for the impurity loss
rate. We check on figure 9 that this is indeed the case. The fit of the exper-
imental data provides the value 2πη ≈ 3.1(4) for the coefficient in (57), in
good agreement with the results shown in figure 7.
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Le contact en onde p

Développement en ondes partielles de l’amplitude de diffusion à deux corps

f(k, θ) = ∑
ℓ
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Figure 10. Resonance for a ` 6= 0 channel due to the presence of a quasi-bound
state.

3-3 The p wave contact

In this chapter we have been interested so far in s-wave interactions, char-
acterized by a scattering length a, and we have introduced the contact
as the thermodynamic quantity conjugate of a (or more precisely 1/a), to
within a multiplicative factor. This interest in s-wave interactions is jus-
tified: whether one takes a gas of polarized bosons or a gas of spin 1/2
fermions, the momentum channel ` = 0 is generally dominant over all oth-
ers at low temperature. Recall that this is due to the centrifugal barrier
~2`(` + 1)/mr2 which exists in all ` 6= 0 channels. This barrier is notably
larger than the energy of the particles, so that the scattering in these chan-
nels is generally negligible.

Nevertheless, there are situations where scattering in a channel other
than the s-wave can play an important role. Consider for example a po-
larized Fermi gas, so that there are no s-wave collisions. Suppose further
that there exists a scattering resonance for the p-wave channel ` = 1. Such
a resonance can occur if there is a near zero energy quasi-bound state in
the well formed by the attractive van der Waals potential and the repul-
sive centrifugal barrier (see figure 10): this is called a shape resonance. This
resonance can also be induced by a coupling between two collision chan-
nels, one open, the other closed, according to the usual scheme of Fano–

Feshbach resonances.

We discussed in the 2021 lecture series the main characteristics of a p-
wave scattering process:

• In the region b . r � 1/k, the expected form for the radial part χ(r) of
the wave function ψ(r, θ, ϕ) = χ(r)Y`,m(θ, ϕ) is a linear combination
of r−2 and r1 (compare to the combination of r−1 and r0 for the s
wave). We introduce the scattering volume v to fix the relative weight
of these two terms (it plays a similar role to that of the scattering length
a for the s wave):

b� r � 1/k : χ(r) ∝ 1

r2
− r

3v
. (58)

• The p-wave scattering amplitude is given by f(k, θ) = 3 cos(θ) f1(k)
with:

p wave :
1

f1(k)
= − 1

k2v
+
ke
2
− ik + . . . (59)

The dominant term also involves the scattering volume v. The next
term ke/2 is an effective range term and the last term written here, the
pure imaginary −ik, is a consequence of the unitarity of the scattering
process (optical theorem).

Note that the situation is notably different from the case of the s wave
scattering:

s wave :
1

f0(k)
= −1

a
− ik +

1

2
rek

2 + . . . (60)

where the effective range term was a priori small in front of−ik, itself small
in front of the scattering length contribution. For a p-wave interacting sys-
tem, it is preferable to keep the two independent parameters v and ke to
obtain a faithful characterization of the scattering process. Let us also note
that for a Fano–Feshbach resonance induced by an external magnetic field
B, this field breaks the rotational invariance of the problem; it is then nec-
essary to introduce vm and ke,m with m = −1, 0,+1 corresponding to the
three possible orientations of the angular momentum relative to B.

The variation in 1/r2 of the relative wave function (58) suggests
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• that the two-body correlation function will be dominated at short dis-
tances (while respecting b . r) by a term varying as 1/r4;

• that the probability amplitude to find the momentum k will be pro-
portional to the Fourier transform of 1/r2, i.e. 1/k, leading to a mo-
mentum probability distribution varying as 1/k2.

Detailed analyses conducted by Yoshida & Ueda (2015), Yu, Thywissen,
et al. (2015), and Yu, Thywissen, et al. (2016) confirm this intuition. By
introducing the variable conjugate to the scattering volume

Cv,m = −8πm

~2

(
∂E

∂(1/vm)

)

S,N,V,ke

(61)

we then find for the distribution of pairs at short distance3:

ρ2(r1, r2) =
1

4πL3

1

r4

∑

m

|Y1,m(r̂)|2Cv,m, (63)

where the function Y1,m(r̂) is the spherical harmonic depending on the
angular variables (θ, ϕ) marking the direction of the unit vector aligned
with r = r1 − r2. Similarly, we find for the momentum distribution

n(k) =
4π

k2

∑

m

|Y1,m(k̂)|2Cv,m. (64)

Yu, Thywissen, et al. (2015) further discuss the introduction of the contact
Cke related to the effective range term ke, which for example adds a r−2

component to the pair distribution function and a k−4 component to the
momentum distribution [see also Yu, Thywissen, et al. (2016)].

Note that the momentum distribution (64) is not normalizable, the de-
crease in k−2 at infinity being too slow. Setting a cutoff in k is therefore
essential to make sense of this distribution. As explained by Yoshida &
Ueda (2015), this divergence is related to the fact that unlike the s-wave

3In the case where the three contacts Cm are equal, the following relation on the spherical
harmonics is useful: ∑

m

|Y1,m(u)|2 =
3

4π
. (62)
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Figure 2 | Observation of the p-wave contacts. a, The rf transfer rate e� versus frequency e! at �Bxy =+0.10(2) G and t= 160 µs shows a pronounced tail at
e!> 1 to which a fit can be made to determine Cv and CR. Each point here corresponds to three repetitions of the time sequence shown as an inset. The
transfer fraction is determined from an absorption image after Stern–Gerlach separation of states. b,c, At the same �Bxy and t as used in panel a, the
momentum distributionen() also has a visible  > 1 (that is, k>kF) tail that is not present for a non-interacting gas (red line in c). The black line in c (where
the vertical axis is rescaled by ) corresponds to the best-fit asymptote, Cv,mkF/N=0.028(6) and CR,m=0.00. The distribution shown is the average of
forty images. d, A comparison of contacts determined by e� (e!) and byen(). Circular markers are Cv,mkF/N and square markers are CR,m/kFN; blue markers
have m=xy and red markers have m=z. Values determined at �Bxy =+0.10 are additionally outlined in black. The shaded region shows 1 s.d. uncertainty of
the best-fit line, 0.96(7), and the dashed line has a slope of 1. Error bars in a–d are statistical.

where ! is the detuning of the probe frequency from resonance,
Cv ⌘

P
mCv,m, and CR ⌘

P
mCR,m.

E. Fraction of the closed-channel molecules fc,m. Close to
the Feshbach resonance, where vm � vbg

m , fc,m is proportional
to Cv,m:

fc,m =`�1
c,mCv,m/2N (5)

where `c,m =M�µ vbg
m �m/~2 (ref. 24). In this aspect, Cv,m is similar

to the s-wave contact4,5. In contrast, CR,m is an energy-weighted
quantity that, in the two-channel model, also involves atom–dimer
interactions (see Supplementary Information).

Observation of the p-wave contacts
The primary impediment to the exploration of p-wave many-body
physics in trapped quantum gases has been atom loss that is faster
or comparable to trap-wide equilibration35,41–43. Our experimental
approach is to study the gas after a ‘quench’ that quickly initiates
enhanced p-wave interactions, accomplished with rf pulses. Before
each pulse sequence, 40K atoms are confined in a crossed-beam
optical dipole trap, spin-polarized in the lowest hyperfine-Zeeman
state |1i and cooled to T ⇡250 nK, which is ⇠0.2EF/kB, above the
superfluid critical temperature23,44,45. A uniform magnetic field is
stabilized at B= B0,m + �Bm, in the vicinity of a p-wave Feshbach
resonance for state |2i. A resonant 40-µs ⇡-pulse transfers all atoms
to |2i, initiating tunable p-wave interactions. After a variable hold
time t , the gas is characterized either with rf spectroscopy or with
time-of-flight (TOF) imaging, allowing contacts to be measured
through relations (4) or (3) respectively, as shown in Fig. 2. Losses
restrict t to be short compared to thermalization times of low-
energy or long-wavelength degrees of freedom. However, we find
that spectra reach a quasi-steady-state, which probably reflects a
local equilibrium.

Radiofrequency spectroscopy probes the gas by transferring a
fraction of atoms in |2i to the third-lowest energy state |3i, which

(like |1i) does not have resonantly enhanced interactions. The
fractional transfer to |3i, N3/(N2 +N3) ⌘N3/N , is measured by
state-selective absorption imaging, after a magnetic field jump that
dissociates any Feshbach dimers. Figure 2a shows an rf spectrum
taken at �Bxy = +0.10(2)G. The transfer to |3i is given as a
rescaled rate e� (e!)= (EF/~)(⇡⌦2trf)�1(N3/N ), where e!=~!/EF is
the probe frequency rescaled by EF, ~�/2 is the transition matrix
element and �trf is the pulse area. The latter is chosen to be small
enough to probe the transition in the linear regime for e!�1, where
e� (e!)/ I(e!). The high-frequency tail fits well to equation (4), and
is used to determine Cv and CR (see Methods and Supplementary
Information for details).

Themomentum distribution is measured by resonant absorption
imaging of the cloud after a 5.5ms time-of-flight expansion. For
these measurements, no rf pulse is applied at t ; instead, the field
is rapidly jumped away from the p-wave resonance, preserving
the interacting momentum distribution, which determines the
ballistic flight after release from the trap. Figure 2b shows the
normalized distribution en() observed at �Bxy =+0.10(2)G versus
 = (k2x +k2y)

1/2
/kF, after azimuthal averaging in the image plane.

Inherent to imaging is also a line-of-sight integration of n(k), so that
the high-momentum scaling of en() is /�1 for the Cv,m term and
/�3 for the CR,m term (Methods). Figure 2c shows that the leading
order appears as an asymptotic plateau in  ⇥en(). A full fit with
both terms is used to determine Cv and CR.

Figure 2d compares the p-wave contacts determined from e� (e!)
anden(), across a range of magnetic field values. The dimensionless
CvkF/N and CR/kFN are scaled by kF calculated using the peak
density of a non-interacting gas, but results should be understood as
an average over an inhomogeneous trapped ensemble46. Because the
contacts are revealed only in the asymptotic part of the distribution,
analysis involves a low-energy cuto�, the systematic e�ect of which
is studied in the Supplementary Information. Our analysis also
assumes bothCv andCR are nonnegative, but the possibility ofCR <0
is also discussed in the Supplementary Information.
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Figure 11. Momentum distribution of a polarized Fermi gas (40K) in the vicinity
of a p-wave Feshbach resonance for vm=±1 (B = 198.3 G). This distribution is
measured by time of flight, with integration along the imaging z axis (chosen par-
allel to the magnetic field). The expected 1/k2 law translates here into a variation
in 1/κ, with κ ∝

(
k2
x + k2

y

)1/2, because of the integration along the imaging beam
axis. Figure extracted from Luciuk, Trotzky, et al. (2016).

case, there is no physical limit of a zero range potential leading to a p-wave
resonant interaction (see also Pricoupenko (2006)).

The evidence of a k−2 component in the momentum distribution was
provided by the Toronto group led by J. Thywissen (Luciuk, Trotzky, et
al. 2016) and the result is shown in figure 11. The set of data of Luciuk,
Trotzky, et al. (2016), obtained both by radio-frequency spectroscopy and
by the measurement of n(k), is plotted in figure 12 for the two contacts Cv
and Cke . As expected, we see that these contacts take significant values in
the regime where a quasi-bound state is close to the characteristic energy
of the atoms, i.e. the Fermi energy.
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Etudes des contacts en onde p
Luciuk et al., Nature Physics 12, 599 (2016)

ψ(r, θ, φ) = χ(r) Yℓ,m(θ, φ) b ≲ r ≪ 1/k : χ(r) ∝ 1
r2 − r

3v
+ …
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Figure 3 | The p-wave contacts near two Feshbach resonances. CvkF/N (a) and CR/kFN (b) versus magnetic field �Bm (lower axes) or dimer energy Ed,m/EF
(upper axes). Data are shown from both the m=xy (blue) and m=z (red) resonances, from rf spectra (filled) and momentum distributions (open).
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asymptotes from fits to dynamical data (see Fig. 4) are also shown as smaller filled points. c, Numerical integration of the measured Cv gives the shift of
free energy 1F=F�Fbg due to near-resonant interactions (see Methods for the details of the numerical integration). Data is referenced to Fbg =F(Bmax)
for �Bm>0 and to Fbg =F(Bmin) for �Bm<0. Illustrations depict the dimer energy, compared to the range of collision energies available in the Fermi sea.
Error bars are statistical; see text for a discussion of systematic uncertainty.

The correlation between the two observables is 0.96(7), as
determined by the slope of a best-fit line with no o�set. This
agreement, in addition to the observation of the predicted
asymptotic scaling of equations (3) and (4), is strong evidence that
the p-wave contact relations are valid.

Field dependence of the p-wave contacts
Figure 3a,b shows the p-wave contacts versus �Bm near both
the m=xy and the m= z resonances. The data include contacts
determined at t = 160µs from e� , at t = 160µs from en, and
asymptotic values from e� versus t . The variable-t data (discussed
in more detail below) also identifies a loss-dominated regime
for 0.00(2)G�Bm 0.04(2)G, outside of which contacts reach a
steady-state value despite atom loss of up to 20%. We observe a
pronounced asymmetry about each Feshbach resonance: significant
contacts are only observed for �Bm > 0. Cv is largest close to
resonance, decreases with �Bm, and vanishes beyond �Bm ⇡ 0.3G,
where Ed,m/EF ⇡2. CR instead peaks at �Bm ⇡0.3G, before abruptly
falling to zero for larger fields.

Some of these salient features can be explained by a simple
model, in which Nd =

P
m Nd,m non-interacting closed-channel

dimers are in equilibrium with Nf free fermions. Each dimer
has Cv,m =2Rm and CR,m = �2R2

m/vm, but free fermions make
no contribution to the contacts. Because the m = xy and
m=z resonances are well separated, CvkF/N ⇡ 2kFRm(Nd/N )
and CR/(kFN )⇡2kFRm(Ed,m/EF)(Nd/N ). The assumption of
equilibrium gives Nd = (N/2)(1� (Ed,m/2EF)

3) in a harmonic trap
at zero temperature45. This model would predict that both Cv and
CR are the same near the xy and the z resonances, that Cv ! 0
and CR ! 0 as Ed,m ! 2EF, and that a fully dimerized gas would
have CvkF/N ⇡0.04, because kFRm ⇡0.04 in typical conditions. The

additional factor of (Ed,m/EF) in CR gives CR =0 at resonance and a
peak value CR/(kFN )⇡0.06 at Ed,m/EF ⇡1.6.

Although this model does explain the peak value of Cv and the
range of �Bm at which significant contacts are seen, it does not
explain the peak value or location of CR. A more realistic model
would include finite temperature, and interactions between dimers,
between atoms, and/or between atoms and dimers. For instance,
resonant enhancement of atom–dimer interactions have been seen
in a three-body calculation21,30.

Independent of any particular microscopic model, but assuming
adiabaticity, we can understand the thermodynamic implications of
the observed contacts using equation (1). The change in free energy
F versus �Bm is given by the integral of Cv over v�1

m , assuming all
other variables are constant. The contribution ofCR is not significant
(Methods). The inferred 1F is shown in Fig. 3c. The values shown
have several possible systematic errors. First, some of the other
variables that determine F are varied by �Bm: N decreases owing
to loss, and T increases by ⇠0.05EF/kB near resonance. A second
and more significant error may lie in the calibration of number and
rf power, which combine to give a 30% systematic uncertainty in
1F ⌘ F � Fbg. Finally, equilibration is likely to be only local, and
not trap-wide. Despite these uncertainties, the integrated data is
su�cient to demonstrate several qualitative regimes:

In regime (i), below resonance (Ed < 0), the gas is weakly re-
pulsive, with 01F ⌧EF. Here, resonant scattering is inaccessible
to free particles, and the gas remains on the ‘upper branch’47,48.
Few or no dimers are formed, because energy-conserving two-body
collisions cannot produce a dimer with a finite binding energy.
Instead, the gas has weakly repulsive p-wave interactions.

In regime (ii), at resonance, we do not extract a value for F ,
because a steady-state in CvkF/N is not achieved, as discussed in the
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The correlation between the two observables is 0.96(7), as
determined by the slope of a best-fit line with no o�set. This
agreement, in addition to the observation of the predicted
asymptotic scaling of equations (3) and (4), is strong evidence that
the p-wave contact relations are valid.

Field dependence of the p-wave contacts
Figure 3a,b shows the p-wave contacts versus �Bm near both
the m=xy and the m= z resonances. The data include contacts
determined at t = 160µs from e� , at t = 160µs from en, and
asymptotic values from e� versus t . The variable-t data (discussed
in more detail below) also identifies a loss-dominated regime
for 0.00(2)G�Bm 0.04(2)G, outside of which contacts reach a
steady-state value despite atom loss of up to 20%. We observe a
pronounced asymmetry about each Feshbach resonance: significant
contacts are only observed for �Bm > 0. Cv is largest close to
resonance, decreases with �Bm, and vanishes beyond �Bm ⇡ 0.3G,
where Ed,m/EF ⇡2. CR instead peaks at �Bm ⇡0.3G, before abruptly
falling to zero for larger fields.

Some of these salient features can be explained by a simple
model, in which Nd =

P
m Nd,m non-interacting closed-channel

dimers are in equilibrium with Nf free fermions. Each dimer
has Cv,m =2Rm and CR,m = �2R2

m/vm, but free fermions make
no contribution to the contacts. Because the m = xy and
m=z resonances are well separated, CvkF/N ⇡ 2kFRm(Nd/N )
and CR/(kFN )⇡2kFRm(Ed,m/EF)(Nd/N ). The assumption of
equilibrium gives Nd = (N/2)(1� (Ed,m/2EF)

3) in a harmonic trap
at zero temperature45. This model would predict that both Cv and
CR are the same near the xy and the z resonances, that Cv ! 0
and CR ! 0 as Ed,m ! 2EF, and that a fully dimerized gas would
have CvkF/N ⇡0.04, because kFRm ⇡0.04 in typical conditions. The

additional factor of (Ed,m/EF) in CR gives CR =0 at resonance and a
peak value CR/(kFN )⇡0.06 at Ed,m/EF ⇡1.6.

Although this model does explain the peak value of Cv and the
range of �Bm at which significant contacts are seen, it does not
explain the peak value or location of CR. A more realistic model
would include finite temperature, and interactions between dimers,
between atoms, and/or between atoms and dimers. For instance,
resonant enhancement of atom–dimer interactions have been seen
in a three-body calculation21,30.

Independent of any particular microscopic model, but assuming
adiabaticity, we can understand the thermodynamic implications of
the observed contacts using equation (1). The change in free energy
F versus �Bm is given by the integral of Cv over v�1

m , assuming all
other variables are constant. The contribution ofCR is not significant
(Methods). The inferred 1F is shown in Fig. 3c. The values shown
have several possible systematic errors. First, some of the other
variables that determine F are varied by �Bm: N decreases owing
to loss, and T increases by ⇠0.05EF/kB near resonance. A second
and more significant error may lie in the calibration of number and
rf power, which combine to give a 30% systematic uncertainty in
1F ⌘ F � Fbg. Finally, equilibration is likely to be only local, and
not trap-wide. Despite these uncertainties, the integrated data is
su�cient to demonstrate several qualitative regimes:

In regime (i), below resonance (Ed < 0), the gas is weakly re-
pulsive, with 01F ⌧EF. Here, resonant scattering is inaccessible
to free particles, and the gas remains on the ‘upper branch’47,48.
Few or no dimers are formed, because energy-conserving two-body
collisions cannot produce a dimer with a finite binding energy.
Instead, the gas has weakly repulsive p-wave interactions.

In regime (ii), at resonance, we do not extract a value for F ,
because a steady-state in CvkF/N is not achieved, as discussed in the
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The correlation between the two observables is 0.96(7), as
determined by the slope of a best-fit line with no o�set. This
agreement, in addition to the observation of the predicted
asymptotic scaling of equations (3) and (4), is strong evidence that
the p-wave contact relations are valid.

Field dependence of the p-wave contacts
Figure 3a,b shows the p-wave contacts versus �Bm near both
the m=xy and the m= z resonances. The data include contacts
determined at t = 160µs from e� , at t = 160µs from en, and
asymptotic values from e� versus t . The variable-t data (discussed
in more detail below) also identifies a loss-dominated regime
for 0.00(2)G�Bm 0.04(2)G, outside of which contacts reach a
steady-state value despite atom loss of up to 20%. We observe a
pronounced asymmetry about each Feshbach resonance: significant
contacts are only observed for �Bm > 0. Cv is largest close to
resonance, decreases with �Bm, and vanishes beyond �Bm ⇡ 0.3G,
where Ed,m/EF ⇡2. CR instead peaks at �Bm ⇡0.3G, before abruptly
falling to zero for larger fields.

Some of these salient features can be explained by a simple
model, in which Nd =

P
m Nd,m non-interacting closed-channel

dimers are in equilibrium with Nf free fermions. Each dimer
has Cv,m =2Rm and CR,m = �2R2

m/vm, but free fermions make
no contribution to the contacts. Because the m = xy and
m=z resonances are well separated, CvkF/N ⇡ 2kFRm(Nd/N )
and CR/(kFN )⇡2kFRm(Ed,m/EF)(Nd/N ). The assumption of
equilibrium gives Nd = (N/2)(1� (Ed,m/2EF)

3) in a harmonic trap
at zero temperature45. This model would predict that both Cv and
CR are the same near the xy and the z resonances, that Cv ! 0
and CR ! 0 as Ed,m ! 2EF, and that a fully dimerized gas would
have CvkF/N ⇡0.04, because kFRm ⇡0.04 in typical conditions. The

additional factor of (Ed,m/EF) in CR gives CR =0 at resonance and a
peak value CR/(kFN )⇡0.06 at Ed,m/EF ⇡1.6.

Although this model does explain the peak value of Cv and the
range of �Bm at which significant contacts are seen, it does not
explain the peak value or location of CR. A more realistic model
would include finite temperature, and interactions between dimers,
between atoms, and/or between atoms and dimers. For instance,
resonant enhancement of atom–dimer interactions have been seen
in a three-body calculation21,30.

Independent of any particular microscopic model, but assuming
adiabaticity, we can understand the thermodynamic implications of
the observed contacts using equation (1). The change in free energy
F versus �Bm is given by the integral of Cv over v�1

m , assuming all
other variables are constant. The contribution ofCR is not significant
(Methods). The inferred 1F is shown in Fig. 3c. The values shown
have several possible systematic errors. First, some of the other
variables that determine F are varied by �Bm: N decreases owing
to loss, and T increases by ⇠0.05EF/kB near resonance. A second
and more significant error may lie in the calibration of number and
rf power, which combine to give a 30% systematic uncertainty in
1F ⌘ F � Fbg. Finally, equilibration is likely to be only local, and
not trap-wide. Despite these uncertainties, the integrated data is
su�cient to demonstrate several qualitative regimes:

In regime (i), below resonance (Ed < 0), the gas is weakly re-
pulsive, with 01F ⌧EF. Here, resonant scattering is inaccessible
to free particles, and the gas remains on the ‘upper branch’47,48.
Few or no dimers are formed, because energy-conserving two-body
collisions cannot produce a dimer with a finite binding energy.
Instead, the gas has weakly repulsive p-wave interactions.

In regime (ii), at resonance, we do not extract a value for F ,
because a steady-state in CvkF/N is not achieved, as discussed in the
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The correlation between the two observables is 0.96(7), as
determined by the slope of a best-fit line with no o�set. This
agreement, in addition to the observation of the predicted
asymptotic scaling of equations (3) and (4), is strong evidence that
the p-wave contact relations are valid.

Field dependence of the p-wave contacts
Figure 3a,b shows the p-wave contacts versus �Bm near both
the m=xy and the m= z resonances. The data include contacts
determined at t = 160µs from e� , at t = 160µs from en, and
asymptotic values from e� versus t . The variable-t data (discussed
in more detail below) also identifies a loss-dominated regime
for 0.00(2)G�Bm 0.04(2)G, outside of which contacts reach a
steady-state value despite atom loss of up to 20%. We observe a
pronounced asymmetry about each Feshbach resonance: significant
contacts are only observed for �Bm > 0. Cv is largest close to
resonance, decreases with �Bm, and vanishes beyond �Bm ⇡ 0.3G,
where Ed,m/EF ⇡2. CR instead peaks at �Bm ⇡0.3G, before abruptly
falling to zero for larger fields.

Some of these salient features can be explained by a simple
model, in which Nd =

P
m Nd,m non-interacting closed-channel

dimers are in equilibrium with Nf free fermions. Each dimer
has Cv,m =2Rm and CR,m = �2R2

m/vm, but free fermions make
no contribution to the contacts. Because the m = xy and
m=z resonances are well separated, CvkF/N ⇡ 2kFRm(Nd/N )
and CR/(kFN )⇡2kFRm(Ed,m/EF)(Nd/N ). The assumption of
equilibrium gives Nd = (N/2)(1� (Ed,m/2EF)

3) in a harmonic trap
at zero temperature45. This model would predict that both Cv and
CR are the same near the xy and the z resonances, that Cv ! 0
and CR ! 0 as Ed,m ! 2EF, and that a fully dimerized gas would
have CvkF/N ⇡0.04, because kFRm ⇡0.04 in typical conditions. The

additional factor of (Ed,m/EF) in CR gives CR =0 at resonance and a
peak value CR/(kFN )⇡0.06 at Ed,m/EF ⇡1.6.

Although this model does explain the peak value of Cv and the
range of �Bm at which significant contacts are seen, it does not
explain the peak value or location of CR. A more realistic model
would include finite temperature, and interactions between dimers,
between atoms, and/or between atoms and dimers. For instance,
resonant enhancement of atom–dimer interactions have been seen
in a three-body calculation21,30.

Independent of any particular microscopic model, but assuming
adiabaticity, we can understand the thermodynamic implications of
the observed contacts using equation (1). The change in free energy
F versus �Bm is given by the integral of Cv over v�1

m , assuming all
other variables are constant. The contribution ofCR is not significant
(Methods). The inferred 1F is shown in Fig. 3c. The values shown
have several possible systematic errors. First, some of the other
variables that determine F are varied by �Bm: N decreases owing
to loss, and T increases by ⇠0.05EF/kB near resonance. A second
and more significant error may lie in the calibration of number and
rf power, which combine to give a 30% systematic uncertainty in
1F ⌘ F � Fbg. Finally, equilibration is likely to be only local, and
not trap-wide. Despite these uncertainties, the integrated data is
su�cient to demonstrate several qualitative regimes:

In regime (i), below resonance (Ed < 0), the gas is weakly re-
pulsive, with 01F ⌧EF. Here, resonant scattering is inaccessible
to free particles, and the gas remains on the ‘upper branch’47,48.
Few or no dimers are formed, because energy-conserving two-body
collisions cannot produce a dimer with a finite binding energy.
Instead, the gas has weakly repulsive p-wave interactions.

In regime (ii), at resonance, we do not extract a value for F ,
because a steady-state in CvkF/N is not achieved, as discussed in the
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The correlation between the two observables is 0.96(7), as
determined by the slope of a best-fit line with no o�set. This
agreement, in addition to the observation of the predicted
asymptotic scaling of equations (3) and (4), is strong evidence that
the p-wave contact relations are valid.

Field dependence of the p-wave contacts
Figure 3a,b shows the p-wave contacts versus �Bm near both
the m=xy and the m= z resonances. The data include contacts
determined at t = 160µs from e� , at t = 160µs from en, and
asymptotic values from e� versus t . The variable-t data (discussed
in more detail below) also identifies a loss-dominated regime
for 0.00(2)G�Bm 0.04(2)G, outside of which contacts reach a
steady-state value despite atom loss of up to 20%. We observe a
pronounced asymmetry about each Feshbach resonance: significant
contacts are only observed for �Bm > 0. Cv is largest close to
resonance, decreases with �Bm, and vanishes beyond �Bm ⇡ 0.3G,
where Ed,m/EF ⇡2. CR instead peaks at �Bm ⇡0.3G, before abruptly
falling to zero for larger fields.

Some of these salient features can be explained by a simple
model, in which Nd =

P
m Nd,m non-interacting closed-channel

dimers are in equilibrium with Nf free fermions. Each dimer
has Cv,m =2Rm and CR,m = �2R2

m/vm, but free fermions make
no contribution to the contacts. Because the m = xy and
m=z resonances are well separated, CvkF/N ⇡ 2kFRm(Nd/N )
and CR/(kFN )⇡2kFRm(Ed,m/EF)(Nd/N ). The assumption of
equilibrium gives Nd = (N/2)(1� (Ed,m/2EF)

3) in a harmonic trap
at zero temperature45. This model would predict that both Cv and
CR are the same near the xy and the z resonances, that Cv ! 0
and CR ! 0 as Ed,m ! 2EF, and that a fully dimerized gas would
have CvkF/N ⇡0.04, because kFRm ⇡0.04 in typical conditions. The

additional factor of (Ed,m/EF) in CR gives CR =0 at resonance and a
peak value CR/(kFN )⇡0.06 at Ed,m/EF ⇡1.6.

Although this model does explain the peak value of Cv and the
range of �Bm at which significant contacts are seen, it does not
explain the peak value or location of CR. A more realistic model
would include finite temperature, and interactions between dimers,
between atoms, and/or between atoms and dimers. For instance,
resonant enhancement of atom–dimer interactions have been seen
in a three-body calculation21,30.

Independent of any particular microscopic model, but assuming
adiabaticity, we can understand the thermodynamic implications of
the observed contacts using equation (1). The change in free energy
F versus �Bm is given by the integral of Cv over v�1

m , assuming all
other variables are constant. The contribution ofCR is not significant
(Methods). The inferred 1F is shown in Fig. 3c. The values shown
have several possible systematic errors. First, some of the other
variables that determine F are varied by �Bm: N decreases owing
to loss, and T increases by ⇠0.05EF/kB near resonance. A second
and more significant error may lie in the calibration of number and
rf power, which combine to give a 30% systematic uncertainty in
1F ⌘ F � Fbg. Finally, equilibration is likely to be only local, and
not trap-wide. Despite these uncertainties, the integrated data is
su�cient to demonstrate several qualitative regimes:

In regime (i), below resonance (Ed < 0), the gas is weakly re-
pulsive, with 01F ⌧EF. Here, resonant scattering is inaccessible
to free particles, and the gas remains on the ‘upper branch’47,48.
Few or no dimers are formed, because energy-conserving two-body
collisions cannot produce a dimer with a finite binding energy.
Instead, the gas has weakly repulsive p-wave interactions.

In regime (ii), at resonance, we do not extract a value for F ,
because a steady-state in CvkF/N is not achieved, as discussed in the
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The correlation between the two observables is 0.96(7), as
determined by the slope of a best-fit line with no o�set. This
agreement, in addition to the observation of the predicted
asymptotic scaling of equations (3) and (4), is strong evidence that
the p-wave contact relations are valid.

Field dependence of the p-wave contacts
Figure 3a,b shows the p-wave contacts versus �Bm near both
the m=xy and the m= z resonances. The data include contacts
determined at t = 160µs from e� , at t = 160µs from en, and
asymptotic values from e� versus t . The variable-t data (discussed
in more detail below) also identifies a loss-dominated regime
for 0.00(2)G�Bm 0.04(2)G, outside of which contacts reach a
steady-state value despite atom loss of up to 20%. We observe a
pronounced asymmetry about each Feshbach resonance: significant
contacts are only observed for �Bm > 0. Cv is largest close to
resonance, decreases with �Bm, and vanishes beyond �Bm ⇡ 0.3G,
where Ed,m/EF ⇡2. CR instead peaks at �Bm ⇡0.3G, before abruptly
falling to zero for larger fields.

Some of these salient features can be explained by a simple
model, in which Nd =

P
m Nd,m non-interacting closed-channel

dimers are in equilibrium with Nf free fermions. Each dimer
has Cv,m =2Rm and CR,m = �2R2

m/vm, but free fermions make
no contribution to the contacts. Because the m = xy and
m=z resonances are well separated, CvkF/N ⇡ 2kFRm(Nd/N )
and CR/(kFN )⇡2kFRm(Ed,m/EF)(Nd/N ). The assumption of
equilibrium gives Nd = (N/2)(1� (Ed,m/2EF)

3) in a harmonic trap
at zero temperature45. This model would predict that both Cv and
CR are the same near the xy and the z resonances, that Cv ! 0
and CR ! 0 as Ed,m ! 2EF, and that a fully dimerized gas would
have CvkF/N ⇡0.04, because kFRm ⇡0.04 in typical conditions. The

additional factor of (Ed,m/EF) in CR gives CR =0 at resonance and a
peak value CR/(kFN )⇡0.06 at Ed,m/EF ⇡1.6.

Although this model does explain the peak value of Cv and the
range of �Bm at which significant contacts are seen, it does not
explain the peak value or location of CR. A more realistic model
would include finite temperature, and interactions between dimers,
between atoms, and/or between atoms and dimers. For instance,
resonant enhancement of atom–dimer interactions have been seen
in a three-body calculation21,30.

Independent of any particular microscopic model, but assuming
adiabaticity, we can understand the thermodynamic implications of
the observed contacts using equation (1). The change in free energy
F versus �Bm is given by the integral of Cv over v�1

m , assuming all
other variables are constant. The contribution ofCR is not significant
(Methods). The inferred 1F is shown in Fig. 3c. The values shown
have several possible systematic errors. First, some of the other
variables that determine F are varied by �Bm: N decreases owing
to loss, and T increases by ⇠0.05EF/kB near resonance. A second
and more significant error may lie in the calibration of number and
rf power, which combine to give a 30% systematic uncertainty in
1F ⌘ F � Fbg. Finally, equilibration is likely to be only local, and
not trap-wide. Despite these uncertainties, the integrated data is
su�cient to demonstrate several qualitative regimes:

In regime (i), below resonance (Ed < 0), the gas is weakly re-
pulsive, with 01F ⌧EF. Here, resonant scattering is inaccessible
to free particles, and the gas remains on the ‘upper branch’47,48.
Few or no dimers are formed, because energy-conserving two-body
collisions cannot produce a dimer with a finite binding energy.
Instead, the gas has weakly repulsive p-wave interactions.

In regime (ii), at resonance, we do not extract a value for F ,
because a steady-state in CvkF/N is not achieved, as discussed in the

602

© 2016 Macmillan Publishers Limited. All rights reserved

NATURE PHYSICS | VOL 12 | JUNE 2016 | www.nature.com/naturephysics

E(S, L3, N, v, Rm)

Mesures faites sur un gaz de 40K avec des fermions polarisés

Distribution en impulsion avec une composante en  et une autre en 
1
k2

1
k4

Spectre radio-fréquence avec une composante en  et une autre en 
1

(ω − ω0)1/2
1

(ω − ω0)3/2

29

Etudes des contacts en onde p
Luciuk et al., Nature Physics 12, 599 (2016)

ψ(r, θ, φ) = χ(r) Yℓ,m(θ, φ) b ≲ r ≪ 1/k : χ(r) ∝ 1
r2 − r

3v
+ …

ARTICLES NATURE PHYSICS DOI: 10.1038/NPHYS3670

rr
2EF 2EF 2EF

r

Ed/EF

Ed/EF

C R
/k

FN
C v
k F

/N

0.00

0.03

0.02

0.01

0.00

0.03

0.02

0.01

0.04

0.05

0.0

0

0.40.30.20.1

321−1

Ed/EF

0 321−1

−0.1−0.2

0.0 0.40.30.20.1−0.1−0.2

a

b

0.04

0−1 1 2 3

0.0

−0.5

−1.0

∆F
/E

FN

(i) Weakly
repulsive

(iii) Strongly
attractive

(iv) Weakly
attractive

(ii) Loss-
dominated

Thermodynamicrelation
c

m = xy m = z

m = xy m = z

( )Γ ω

dyn.

Ed

Ed

Ed

n( )κ

n( )κ
( )Γ ω

Bm (G)δ

Bm (G)δ

Figure 3 | The p-wave contacts near two Feshbach resonances. CvkF/N (a) and CR/kFN (b) versus magnetic field �Bm (lower axes) or dimer energy Ed,m/EF
(upper axes). Data are shown from both the m=xy (blue) and m=z (red) resonances, from rf spectra (filled) and momentum distributions (open).
Momentum spectroscopy is shown for a smaller range of �Bm, owing to limited signal-to-noise. Most data is taken at t= 160 µs; however, long-time
asymptotes from fits to dynamical data (see Fig. 4) are also shown as smaller filled points. c, Numerical integration of the measured Cv gives the shift of
free energy 1F=F�Fbg due to near-resonant interactions (see Methods for the details of the numerical integration). Data is referenced to Fbg =F(Bmax)
for �Bm>0 and to Fbg =F(Bmin) for �Bm<0. Illustrations depict the dimer energy, compared to the range of collision energies available in the Fermi sea.
Error bars are statistical; see text for a discussion of systematic uncertainty.

The correlation between the two observables is 0.96(7), as
determined by the slope of a best-fit line with no o�set. This
agreement, in addition to the observation of the predicted
asymptotic scaling of equations (3) and (4), is strong evidence that
the p-wave contact relations are valid.

Field dependence of the p-wave contacts
Figure 3a,b shows the p-wave contacts versus �Bm near both
the m=xy and the m= z resonances. The data include contacts
determined at t = 160µs from e� , at t = 160µs from en, and
asymptotic values from e� versus t . The variable-t data (discussed
in more detail below) also identifies a loss-dominated regime
for 0.00(2)G�Bm 0.04(2)G, outside of which contacts reach a
steady-state value despite atom loss of up to 20%. We observe a
pronounced asymmetry about each Feshbach resonance: significant
contacts are only observed for �Bm > 0. Cv is largest close to
resonance, decreases with �Bm, and vanishes beyond �Bm ⇡ 0.3G,
where Ed,m/EF ⇡2. CR instead peaks at �Bm ⇡0.3G, before abruptly
falling to zero for larger fields.

Some of these salient features can be explained by a simple
model, in which Nd =

P
m Nd,m non-interacting closed-channel

dimers are in equilibrium with Nf free fermions. Each dimer
has Cv,m =2Rm and CR,m = �2R2

m/vm, but free fermions make
no contribution to the contacts. Because the m = xy and
m=z resonances are well separated, CvkF/N ⇡ 2kFRm(Nd/N )
and CR/(kFN )⇡2kFRm(Ed,m/EF)(Nd/N ). The assumption of
equilibrium gives Nd = (N/2)(1� (Ed,m/2EF)

3) in a harmonic trap
at zero temperature45. This model would predict that both Cv and
CR are the same near the xy and the z resonances, that Cv ! 0
and CR ! 0 as Ed,m ! 2EF, and that a fully dimerized gas would
have CvkF/N ⇡0.04, because kFRm ⇡0.04 in typical conditions. The

additional factor of (Ed,m/EF) in CR gives CR =0 at resonance and a
peak value CR/(kFN )⇡0.06 at Ed,m/EF ⇡1.6.

Although this model does explain the peak value of Cv and the
range of �Bm at which significant contacts are seen, it does not
explain the peak value or location of CR. A more realistic model
would include finite temperature, and interactions between dimers,
between atoms, and/or between atoms and dimers. For instance,
resonant enhancement of atom–dimer interactions have been seen
in a three-body calculation21,30.

Independent of any particular microscopic model, but assuming
adiabaticity, we can understand the thermodynamic implications of
the observed contacts using equation (1). The change in free energy
F versus �Bm is given by the integral of Cv over v�1

m , assuming all
other variables are constant. The contribution ofCR is not significant
(Methods). The inferred 1F is shown in Fig. 3c. The values shown
have several possible systematic errors. First, some of the other
variables that determine F are varied by �Bm: N decreases owing
to loss, and T increases by ⇠0.05EF/kB near resonance. A second
and more significant error may lie in the calibration of number and
rf power, which combine to give a 30% systematic uncertainty in
1F ⌘ F � Fbg. Finally, equilibration is likely to be only local, and
not trap-wide. Despite these uncertainties, the integrated data is
su�cient to demonstrate several qualitative regimes:

In regime (i), below resonance (Ed < 0), the gas is weakly re-
pulsive, with 01F ⌧EF. Here, resonant scattering is inaccessible
to free particles, and the gas remains on the ‘upper branch’47,48.
Few or no dimers are formed, because energy-conserving two-body
collisions cannot produce a dimer with a finite binding energy.
Instead, the gas has weakly repulsive p-wave interactions.

In regime (ii), at resonance, we do not extract a value for F ,
because a steady-state in CvkF/N is not achieved, as discussed in the
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The correlation between the two observables is 0.96(7), as
determined by the slope of a best-fit line with no o�set. This
agreement, in addition to the observation of the predicted
asymptotic scaling of equations (3) and (4), is strong evidence that
the p-wave contact relations are valid.

Field dependence of the p-wave contacts
Figure 3a,b shows the p-wave contacts versus �Bm near both
the m=xy and the m= z resonances. The data include contacts
determined at t = 160µs from e� , at t = 160µs from en, and
asymptotic values from e� versus t . The variable-t data (discussed
in more detail below) also identifies a loss-dominated regime
for 0.00(2)G�Bm 0.04(2)G, outside of which contacts reach a
steady-state value despite atom loss of up to 20%. We observe a
pronounced asymmetry about each Feshbach resonance: significant
contacts are only observed for �Bm > 0. Cv is largest close to
resonance, decreases with �Bm, and vanishes beyond �Bm ⇡ 0.3G,
where Ed,m/EF ⇡2. CR instead peaks at �Bm ⇡0.3G, before abruptly
falling to zero for larger fields.

Some of these salient features can be explained by a simple
model, in which Nd =

P
m Nd,m non-interacting closed-channel

dimers are in equilibrium with Nf free fermions. Each dimer
has Cv,m =2Rm and CR,m = �2R2

m/vm, but free fermions make
no contribution to the contacts. Because the m = xy and
m=z resonances are well separated, CvkF/N ⇡ 2kFRm(Nd/N )
and CR/(kFN )⇡2kFRm(Ed,m/EF)(Nd/N ). The assumption of
equilibrium gives Nd = (N/2)(1� (Ed,m/2EF)

3) in a harmonic trap
at zero temperature45. This model would predict that both Cv and
CR are the same near the xy and the z resonances, that Cv ! 0
and CR ! 0 as Ed,m ! 2EF, and that a fully dimerized gas would
have CvkF/N ⇡0.04, because kFRm ⇡0.04 in typical conditions. The

additional factor of (Ed,m/EF) in CR gives CR =0 at resonance and a
peak value CR/(kFN )⇡0.06 at Ed,m/EF ⇡1.6.

Although this model does explain the peak value of Cv and the
range of �Bm at which significant contacts are seen, it does not
explain the peak value or location of CR. A more realistic model
would include finite temperature, and interactions between dimers,
between atoms, and/or between atoms and dimers. For instance,
resonant enhancement of atom–dimer interactions have been seen
in a three-body calculation21,30.

Independent of any particular microscopic model, but assuming
adiabaticity, we can understand the thermodynamic implications of
the observed contacts using equation (1). The change in free energy
F versus �Bm is given by the integral of Cv over v�1

m , assuming all
other variables are constant. The contribution ofCR is not significant
(Methods). The inferred 1F is shown in Fig. 3c. The values shown
have several possible systematic errors. First, some of the other
variables that determine F are varied by �Bm: N decreases owing
to loss, and T increases by ⇠0.05EF/kB near resonance. A second
and more significant error may lie in the calibration of number and
rf power, which combine to give a 30% systematic uncertainty in
1F ⌘ F � Fbg. Finally, equilibration is likely to be only local, and
not trap-wide. Despite these uncertainties, the integrated data is
su�cient to demonstrate several qualitative regimes:

In regime (i), below resonance (Ed < 0), the gas is weakly re-
pulsive, with 01F ⌧EF. Here, resonant scattering is inaccessible
to free particles, and the gas remains on the ‘upper branch’47,48.
Few or no dimers are formed, because energy-conserving two-body
collisions cannot produce a dimer with a finite binding energy.
Instead, the gas has weakly repulsive p-wave interactions.

In regime (ii), at resonance, we do not extract a value for F ,
because a steady-state in CvkF/N is not achieved, as discussed in the

602

© 2016 Macmillan Publishers Limited. All rights reserved

NATURE PHYSICS | VOL 12 | JUNE 2016 | www.nature.com/naturephysics

ARTICLES NATURE PHYSICS DOI: 10.1038/NPHYS3670

rr
2EF 2EF 2EF

r

Ed/EF

Ed/EF

C R
/k

FN
C v
k F

/N

0.00

0.03

0.02

0.01

0.00

0.03

0.02

0.01

0.04

0.05

0.0

0

0.40.30.20.1

321−1

Ed/EF

0 321−1

−0.1−0.2

0.0 0.40.30.20.1−0.1−0.2

a

b

0.04

0−1 1 2 3

0.0

−0.5

−1.0

∆F
/E

FN

(i) Weakly
repulsive

(iii) Strongly
attractive

(iv) Weakly
attractive

(ii) Loss-
dominated

Thermodynamicrelation
c

m = xy m = z

m = xy m = z

( )Γ ω

dyn.

Ed

Ed

Ed

n( )κ

n( )κ
( )Γ ω

Bm (G)δ

Bm (G)δ

Figure 3 | The p-wave contacts near two Feshbach resonances. CvkF/N (a) and CR/kFN (b) versus magnetic field �Bm (lower axes) or dimer energy Ed,m/EF
(upper axes). Data are shown from both the m=xy (blue) and m=z (red) resonances, from rf spectra (filled) and momentum distributions (open).
Momentum spectroscopy is shown for a smaller range of �Bm, owing to limited signal-to-noise. Most data is taken at t= 160 µs; however, long-time
asymptotes from fits to dynamical data (see Fig. 4) are also shown as smaller filled points. c, Numerical integration of the measured Cv gives the shift of
free energy 1F=F�Fbg due to near-resonant interactions (see Methods for the details of the numerical integration). Data is referenced to Fbg =F(Bmax)
for �Bm>0 and to Fbg =F(Bmin) for �Bm<0. Illustrations depict the dimer energy, compared to the range of collision energies available in the Fermi sea.
Error bars are statistical; see text for a discussion of systematic uncertainty.

The correlation between the two observables is 0.96(7), as
determined by the slope of a best-fit line with no o�set. This
agreement, in addition to the observation of the predicted
asymptotic scaling of equations (3) and (4), is strong evidence that
the p-wave contact relations are valid.

Field dependence of the p-wave contacts
Figure 3a,b shows the p-wave contacts versus �Bm near both
the m=xy and the m= z resonances. The data include contacts
determined at t = 160µs from e� , at t = 160µs from en, and
asymptotic values from e� versus t . The variable-t data (discussed
in more detail below) also identifies a loss-dominated regime
for 0.00(2)G�Bm 0.04(2)G, outside of which contacts reach a
steady-state value despite atom loss of up to 20%. We observe a
pronounced asymmetry about each Feshbach resonance: significant
contacts are only observed for �Bm > 0. Cv is largest close to
resonance, decreases with �Bm, and vanishes beyond �Bm ⇡ 0.3G,
where Ed,m/EF ⇡2. CR instead peaks at �Bm ⇡0.3G, before abruptly
falling to zero for larger fields.

Some of these salient features can be explained by a simple
model, in which Nd =
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m Nd,m non-interacting closed-channel

dimers are in equilibrium with Nf free fermions. Each dimer
has Cv,m =2Rm and CR,m = �2R2

m/vm, but free fermions make
no contribution to the contacts. Because the m = xy and
m=z resonances are well separated, CvkF/N ⇡ 2kFRm(Nd/N )
and CR/(kFN )⇡2kFRm(Ed,m/EF)(Nd/N ). The assumption of
equilibrium gives Nd = (N/2)(1� (Ed,m/2EF)

3) in a harmonic trap
at zero temperature45. This model would predict that both Cv and
CR are the same near the xy and the z resonances, that Cv ! 0
and CR ! 0 as Ed,m ! 2EF, and that a fully dimerized gas would
have CvkF/N ⇡0.04, because kFRm ⇡0.04 in typical conditions. The

additional factor of (Ed,m/EF) in CR gives CR =0 at resonance and a
peak value CR/(kFN )⇡0.06 at Ed,m/EF ⇡1.6.

Although this model does explain the peak value of Cv and the
range of �Bm at which significant contacts are seen, it does not
explain the peak value or location of CR. A more realistic model
would include finite temperature, and interactions between dimers,
between atoms, and/or between atoms and dimers. For instance,
resonant enhancement of atom–dimer interactions have been seen
in a three-body calculation21,30.

Independent of any particular microscopic model, but assuming
adiabaticity, we can understand the thermodynamic implications of
the observed contacts using equation (1). The change in free energy
F versus �Bm is given by the integral of Cv over v�1

m , assuming all
other variables are constant. The contribution ofCR is not significant
(Methods). The inferred 1F is shown in Fig. 3c. The values shown
have several possible systematic errors. First, some of the other
variables that determine F are varied by �Bm: N decreases owing
to loss, and T increases by ⇠0.05EF/kB near resonance. A second
and more significant error may lie in the calibration of number and
rf power, which combine to give a 30% systematic uncertainty in
1F ⌘ F � Fbg. Finally, equilibration is likely to be only local, and
not trap-wide. Despite these uncertainties, the integrated data is
su�cient to demonstrate several qualitative regimes:

In regime (i), below resonance (Ed < 0), the gas is weakly re-
pulsive, with 01F ⌧EF. Here, resonant scattering is inaccessible
to free particles, and the gas remains on the ‘upper branch’47,48.
Few or no dimers are formed, because energy-conserving two-body
collisions cannot produce a dimer with a finite binding energy.
Instead, the gas has weakly repulsive p-wave interactions.

In regime (ii), at resonance, we do not extract a value for F ,
because a steady-state in CvkF/N is not achieved, as discussed in the
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is noted here CR), and inferred from radio-frequency spectroscopy and from the
momentum distribution. Figure extracted from Luciuk, Trotzky, et al. (2016).

4 Two-body contact for Bose gases

4-1 The various regimes for Bose gases

We are interested here in the case of a gas of spinless or polarized bosons,
with s-wave interactions characterized by the scattering length a. As al-
ways for this course, we assume that the gas is dilute so that nb3 � 1,
where b is the range of the potential. The extension of Tan’s results to the
case of bosons was carried out as early as the late 2000s by Combescot,
Alzetto, et al. (2009) (who neglected the three-body effects), and then by
Braaten, Kang, et al. (2011), Werner & Castin (2012a), and Smith, Braaten,

et al. (2014) (who have taken them into account). The first Bose gas ex-
periments were conducted in the Boulder group by Wild, Makotyn, et al.
(2012) and will be described in § 4-3.

We will start by summarizing the different possible situations:

• The case of a gas in weak interaction, na3 � 1 with a > 0. At low
temperature, this case can be described by the Bogoliubov approxi-
mation; at higher temperature, the Hartree-Fock method or the virial
expansion can be used.

On the theoretical level, if the interaction potential between atoms is
completely repulsive, with a range b ∼ a (this is the case for a hard
sphere potential for example), no instability is to be feared. On a
practical level however, there are always bound states in the inter-
atomic potential for the species used in the laboratory, which can in-
duce losses4 of atoms escaping from the trap as diatomic molecules.
These molecules are formed in a three-body collision, in which two
partners form the bound state and the third carries away the energy
released in the creation of the dimer. We recall that these losses are
absent for a spin 1/2 Fermi gas because the Pauli principle forbids to
have three fermions close to each other if only two spin states ↑ and ↓
are available.

Fortunately, as explained in Chapter 3 (§ 1.1), the condition na3 � 1
guarantees that there is a time range during which the gas has reached
its equilibrium state without the losses mentioned above playing an
appreciable role.

• The case of a weak interaction (n|a|3 � 1) with a < 0. At low temper-
ature and in three dimensions, the use of the mean field theory leads
to a dynamical instability of the gas and to its collapse.

• The strong interaction regime, n|a|3 & 1, with a positive or nega-
tive. In this case, which requires |a| � b, a series of weakly bound
three-body states can appear. The number of these states is infinite for

4In fact, these losses are themselves an interesting process, as they may exhibit a universal
character, as shown theoretically by Braaten & Hammer (2013a) and Laurent, Leyronas, et al.
(2014), and studied experimentally by Rem, Grier, et al. (2013), Fletcher, Gaunt, et al. (2013),
and Eismann, Khaykovich, et al. (2016). Furthermore, these losses can lead to a violation of
Tan relations, as shown in the one-dimensional case by Bouchoule & Dubail (2021).
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a = ±∞: this is the well-known Efimov (1971) effect [see Naidon &
Endo (2017) for a review]. These states can have a large extension and
it is easy to form them during collisions in the gas. Therefore, the con-
tribution of these states must be taken into account in determining the
thermodynamic equilibrium of the system.

To characterize the thermodynamics of the system, it is then necessary
to introduce, in addition to the two-body contact, another parame-
ter called the three-body contact (Braaten, Kang, et al. 2011; Werner &
Castin 2012a; Smith, Braaten, et al. 2014). The first experimental mea-
surement of this three-body contact was made by Fletcher, Lopes, et
al. (2017). We will not discuss these experiments here because their
explanation requires the development of a specific formalism, which
we defer to a future lecture series.

Moreover, in this regime, the formation of dimers mentioned above
becomes problematic. In the regime close to T = 0, the gas does not
have time to reach its equilibrium state before having lost a significant
fraction of its constituents. The study of the thermodynamic equilib-
rium of a strongly interacting Bose gas can therefore only be done in
the non-degenerate regime (Li & Ho 2012; Fletcher, Gaunt, et al. 2013;
Rem, Grier, et al. 2013; Chevy & Salomon 2016).

4-2 Predictions for the two-body contact

We have plotted in table 1 the expected values for the two-body contact of
a Bose gas in the regimes mentioned above. In the non resonant case and
at T = 0, we are dealing with an "ordinary" Bose–Einstein condensate. The
value of the contact is directly deduced from the mean field prediction for
the energy of the condensate:

Em.f. =
1

2
gnN with g =

4π~2a

m
⇒ C = (4πa)2nN. (65)

Let’s stay in the non resonant case and go to the non degenerate case. Using
the virial expansion, we saw in chapter 1, § 2.3, that the interaction energy
is simply doubled compared to the value (65). The contact is therefore
also doubled, this increase being simply a signature of the bunching effect
discovered by Hanbury-Brown & Twiss (1956).

T = 0 Non degenerate nλ3 � 1

Off resonance (4πna)2 2× (4πna)2

On resonance ∼ n4/3 32π(nλ)2

Table 1. Predicted values for the two-body contact per unit volume C/L3 of a
Bose gas.

Let us now turn to the resonant case. The zero temperature value is
given here as a mere scaling law∼ n4/3 (Diederix, Heijst, et al. 2011; Sykes,
Corson, et al. 2014; Smith, Braaten, et al. 2014), but is difficult to test it
experimentally. Indeed, as explained in § 4-1, it is not possible to produce a
Bose gas at equilibrium in this regime, given the large three-body loss rate.
In contrast, the prediction in the last box of the table, corresponding to a
non degenerate gas with resonant interactions, is experimentally testable
(Fletcher, Lopes, et al. 2017). We now briefly explain how to arrive at this
value.

We use the virial expansion, already discussed in chapter 1 of this lec-
ture series, which gives the expansion of the grand potential Ω in powers
of the fugacity z = exp(µ/kBT ):

Ω = −PV = −kBTV

λ3

∞∑

j=1

bj(T )zj (66)

which we truncate to order 2. We use the thermodynamic definition of
contact (recall that b1(T ) = 1 for any temperature):

C =
8πa2m

~2

(
∂Ω

∂a

)

T,V,µ

= −16π2nNλa2

(
∂b2
∂a

)

T

(67)

where we used z = nλ3 at this order of the calculation.

Let us now take the part of b2(T ) related to the interactions and calcu-
lated in chapter 1:

b
(int)
2 =

23/2

π

∫ +∞

0

dδ0
dk

e−~
2k2/mkBT dk + Θ(a) 23/2e−Elie/kBT . (68)

Recall that the first contribution comes from the continuum formed by the
scattering states; it involves the phase shift δ0(k) of an s wave collision,
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given by:
dδ0
dk

=
−a

1 + k2a2
. (69)

The second contribution, due to the possible bound state intervening in
the resonance, of energy Ebound = −~2/ma2, is present only in the domain
a > 0, hence the Heaviside function Θ(a).

The calculation consists in taking the derivative of b2 with respect to
a, then considering the limit a = ±∞. It does not present any difficult
step, even if it is a bit long [see for example Braaten & Hammer (2013b)].
We arrive at the same value in both limits a → −∞ (no bound state) and
a→ +∞ (the bound state contributes). This value is given in table 1. Note
that although the contact C(a) itself is continuous and finite in 1/a = 0, its
left and right derivatives do not coincide due to the singularity introduced
by the function Θ(a). The curve C(a) thus exhibits a cusp at resonance.

4-3 Two-body contact and rf spectroscopy

The first experimental determination of the contact for bosons was carried
out by Wild, Makotyn, et al. (2012) on a condensed gas of 85Rb. Using
a Feshbach resonance (B = 155 G), the scattering length was varied be-
tween 300 a0 and 1300 a0, i.e. from 3 to 13 times the range b ∼ RvdW of the
van der Waals potential. This determination was based on radio-frequency
spectroscopy, similar to that described for fermions in § 2, with the search
for a (ω − ω0)−3/2 component in the wing of the r.f. spectrum [cf. § 2-3]. A
typical result is shown in figure 13 (left).

Wild, Makotyn, et al. (2012) then studied (still in the zero temperature
limit) the variation of the contact with the scattering length a. Using the
link between the contact and ∂E/∂a, one deduces from the result of Lee,
Huang, et al. (1957) the expected value for C:

C = (4πa)2nN0

(
1 +

64

3
√
π

√
na3

)
. (70)

The experimental result is plotted in figure 13 (right). The mean field pre-
diction (only the "1" in the parenthesis above) is plotted as a solid line. The
dashed line shows the prediction including the

√
na3 correction. For these

1

present a measurement of the three-body parameter for
85Rb using trap loss rates for a noncondensed gas, and
look for many-body effects manifested in a three-body
contact for a BEC, C3 [18,28].

The two-body contact, C2, is an extensive thermody-
namic variable that is connected to the derivative of the
total energy of the system, E, with respect to a [8,20,21].

dE

da
¼ @2

8!ma2
C2: (1)

Combining this with the energy density of a BEC in the
perturbative beyond-mean-field regime, the predicted con-
tact for a condensate is

C2 ¼ 16!2na2
!
1þ 5

2

128

15
ffiffiffiffi
!

p
ffiffiffiffiffiffiffiffi
na3

p
þ . . .

#
N0; (2)

where n is the atom number density, m is the atomic mass,
and N0 is the number of atoms in the BEC. Equation (2)
gives the mean-field contribution followed by the first
order correction derived by Lee, Huang, and Yang
(LHY) [29].

To measure C2 using rf spectroscopy [17,30,31], an rf
pulse drives a Zeeman transition and transfers a small
fraction of spin-polarized bosonic atoms into another
spin state. Interactions give rise to an asymmetric tail in
the rf spectrum, which can be thought as rf ‘‘dissociation’’
of pairs of atoms that happen to be very close to each other.
Ignoring C3, and assuming that the measurement is done in
the linear regime, the rate for transferring atoms to the final
spin state in this tail is given by [32]
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where
R1
%1 !ð!Þd! ¼ !"2N, " is the Rabi frequency,

and N is the total number of atoms. In Eq. (3), "ðaÞ=#ð!Þ
describe final-state effects; the a-dependent part is "ðaÞ ¼
ða0=a% 1Þ2, where a0 is the scattering length for inter-
actions between atoms in the final spin state and atoms in
the initial spin state, while the frequency-dependent part is
#ð!Þ ¼ 1þ @j!j=E0, where E0 ¼ @2=ma02.

Our experiments probe 4–8& 104 Bose-condensed 85Rb
atoms in a gas with a 60% condensate fraction. The atoms
are in the jF ¼ 2; mF ¼ %2i state, where F is the total
atomic spin and mF is the spin projection. They are con-
fined magnetically in a 10 Hz spherical harmonic trap with
a variable magnetic bias field. We work at magnetic-field
values near a Feshbach resonance at 155.04 G [33], and
during the final stages of evaporation, the field is set to give
a' 100 a0. After evaporation, we ramp the bias field in
order to change a on a time scale that is fast compared to
the trap period, but adiabatic with respect to two-body time
scales, with _a=a never reaching more than 0:01@=ðma2Þ
( _a being the time derivative of a) [34].

An example of rf contact spectroscopy at a ¼ 497( 5
a0, where a0 is the Bohr radius, is shown in Fig. 1(a).

Roughly 1 ms after the magnetic-field ramps, we probe the
BEC using a Gaussian envelope rf pulse to drive the
j2;%2i to j2;%1i transition. We determine !ð!Þ from
the number of atoms transferred to the j2;%1i spin state
divided by the rf pulse duration. We then define our signal,
Sð!Þ, as !ð!Þ normalized by the integrated line shape. We
fit Sð!Þ to a Gaussian line shape [dashed black line in
Fig. 1(a)] and take the center to be the single-particle
transition frequency !0. The center of the rf line shape
will be shifted due to mean-field interactions by an amount
typically less than 2!& 0:5 kHz. For the main line shape,
we use short rf pulses with a Gaussian rms width for the
field amplitude, $, of 5 %s; this sets the observed width of
the line shape. At larger detunings, we use longer pulses,
with an rms width of 25 to 200 %s, and an increased rf
power, "2, such that we outcouple 1%–2% of the gas. We
normalize the signal for the different $ and "2, making
small (5%) corrections for measured nonlinearity in "2$.
For our experiment, the rf drives a transition to a lower

energy spin state and one expects the 1=j!j3=2 interaction-
induced tail on the low frequency side of the line shape.
Consistent with this expectation, we observe a tail for large
negative detunings, while for similar detunings on the
positive side, we find that the signal is consistent with
zero. The solid line in Fig. 1(a) shows a fit to the expected
frequency dependence from Eq. (3), while the dotted line
shows a fit to 1=j!j3=2. For our system, the final-state
effects are characterized by a0 ¼ %565 a0 [35] and
E0=h ¼ 133 kHz.

FIG. 1. Example of rf contact spectroscopy. (a) rf line shape,
Sð!Þ, normalized so that

R1
%1 Sð!Þd! ¼ 1 s%1. The data at

large detunings (circles) are multiplied by a factor of 300 to
make the tail visible. Here the mean BEC density is hni ¼ 4:9&
1012 cm%3. (b) Additional release energy of the outcoupled atom
cloud. We calculate the energy from the width of the expanded

cloud, &, using E ¼ 3
2m

&2%&2
0

#t2
, where #t is the time between the

middle of the rf pulse and the absorption image (4.5 ms) and &0

is the size of the expanded cloud measured at ! ¼ 0. The solid
line is 1

2
j!j
2! .
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present a measurement of the three-body parameter for
85Rb using trap loss rates for a noncondensed gas, and
look for many-body effects manifested in a three-body
contact for a BEC, C3 [18,28].

The two-body contact, C2, is an extensive thermody-
namic variable that is connected to the derivative of the
total energy of the system, E, with respect to a [8,20,21].
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Combining this with the energy density of a BEC in the
perturbative beyond-mean-field regime, the predicted con-
tact for a condensate is
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where n is the atom number density, m is the atomic mass,
and N0 is the number of atoms in the BEC. Equation (2)
gives the mean-field contribution followed by the first
order correction derived by Lee, Huang, and Yang
(LHY) [29].

To measure C2 using rf spectroscopy [17,30,31], an rf
pulse drives a Zeeman transition and transfers a small
fraction of spin-polarized bosonic atoms into another
spin state. Interactions give rise to an asymmetric tail in
the rf spectrum, which can be thought as rf ‘‘dissociation’’
of pairs of atoms that happen to be very close to each other.
Ignoring C3, and assuming that the measurement is done in
the linear regime, the rate for transferring atoms to the final
spin state in this tail is given by [32]
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and N is the total number of atoms. In Eq. (3), "ðaÞ=#ð!Þ
describe final-state effects; the a-dependent part is "ðaÞ ¼
ða0=a% 1Þ2, where a0 is the scattering length for inter-
actions between atoms in the final spin state and atoms in
the initial spin state, while the frequency-dependent part is
#ð!Þ ¼ 1þ @j!j=E0, where E0 ¼ @2=ma02.

Our experiments probe 4–8& 104 Bose-condensed 85Rb
atoms in a gas with a 60% condensate fraction. The atoms
are in the jF ¼ 2; mF ¼ %2i state, where F is the total
atomic spin and mF is the spin projection. They are con-
fined magnetically in a 10 Hz spherical harmonic trap with
a variable magnetic bias field. We work at magnetic-field
values near a Feshbach resonance at 155.04 G [33], and
during the final stages of evaporation, the field is set to give
a' 100 a0. After evaporation, we ramp the bias field in
order to change a on a time scale that is fast compared to
the trap period, but adiabatic with respect to two-body time
scales, with _a=a never reaching more than 0:01@=ðma2Þ
( _a being the time derivative of a) [34].

An example of rf contact spectroscopy at a ¼ 497( 5
a0, where a0 is the Bohr radius, is shown in Fig. 1(a).

Roughly 1 ms after the magnetic-field ramps, we probe the
BEC using a Gaussian envelope rf pulse to drive the
j2;%2i to j2;%1i transition. We determine !ð!Þ from
the number of atoms transferred to the j2;%1i spin state
divided by the rf pulse duration. We then define our signal,
Sð!Þ, as !ð!Þ normalized by the integrated line shape. We
fit Sð!Þ to a Gaussian line shape [dashed black line in
Fig. 1(a)] and take the center to be the single-particle
transition frequency !0. The center of the rf line shape
will be shifted due to mean-field interactions by an amount
typically less than 2!& 0:5 kHz. For the main line shape,
we use short rf pulses with a Gaussian rms width for the
field amplitude, $, of 5 %s; this sets the observed width of
the line shape. At larger detunings, we use longer pulses,
with an rms width of 25 to 200 %s, and an increased rf
power, "2, such that we outcouple 1%–2% of the gas. We
normalize the signal for the different $ and "2, making
small (5%) corrections for measured nonlinearity in "2$.
For our experiment, the rf drives a transition to a lower

energy spin state and one expects the 1=j!j3=2 interaction-
induced tail on the low frequency side of the line shape.
Consistent with this expectation, we observe a tail for large
negative detunings, while for similar detunings on the
positive side, we find that the signal is consistent with
zero. The solid line in Fig. 1(a) shows a fit to the expected
frequency dependence from Eq. (3), while the dotted line
shows a fit to 1=j!j3=2. For our system, the final-state
effects are characterized by a0 ¼ %565 a0 [35] and
E0=h ¼ 133 kHz.

FIG. 1. Example of rf contact spectroscopy. (a) rf line shape,
Sð!Þ, normalized so that

R1
%1 Sð!Þd! ¼ 1 s%1. The data at

large detunings (circles) are multiplied by a factor of 300 to
make the tail visible. Here the mean BEC density is hni ¼ 4:9&
1012 cm%3. (b) Additional release energy of the outcoupled atom
cloud. We calculate the energy from the width of the expanded

cloud, &, using E ¼ 3
2m

&2%&2
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, where #t is the time between the

middle of the rf pulse and the absorption image (4.5 ms) and &0

is the size of the expanded cloud measured at ! ¼ 0. The solid
line is 1
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The 1=j!j3=2 tail, due to the contact, corresponds to an
expected 1=k4 tail in the momentum distribution nðkÞ
[17,32]. In Fig. 1(b), we show the expansion energy of
the outcoupled atoms, measured by releasing the gas from
the trap and imaging the cloud after 3 ms of expansion.
In the region of the observed tail our data show good
agreement with the prediction [line in Fig. 1(b)] that the
additional release energy should be 1

2 @j!j, where the factor
of 1

2 comes from the assumption that the excess energy of
the rf photon is shared between two pairwise interacting
atoms [36].

The strength of the rf tail is shown as a function of a in
Fig. 2. As expected, we see the strength of the rf tail
increase as a increases. In comparison with theory, our
contact measurements are larger than the mean-field pre-
diction (solid line in Fig. 2), but not as large as the
prediction including the next-order LHY term given in
Eq. (2) (dashed line in Fig. 2). While beyond-mean-field
physics is evident in the contact data shown here, we see
evidence that the measured strength of the rf tail depends
on the speed of the magnetic-field ramp to increase a, with
C2 increasing for slower ramps. We plan to carefully
explore this intriguing dependence on ramp speed in order
to probe experimentally local microscopic dynamics in the
beyond mean-field regime.

We now turn our attention to C3, which is connected to
the derivative of E with respect to a three-body interaction
parameter !# [18,28]

dE

d!#
¼ % 2@2

m!#
C3: (4)

Three-body short-range correlations contribute a predicted
additional term to the rf tail at large detunings that should
be added to the right-hand side of Eq. (3) [18]:@!2

2m

GRFð!Þ
!2 C3: (5)

Here, GRFð!Þ is a log-periodic function rooted in Efimov
physics:

GRFð!Þ ¼ 9:23% 13:6 sin½s0 lnðmj!j=@!2
#Þ þ 2:66(: (6)

Efimov physics predicts an infinite series of successively
more weakly bound trimers whose binding energies at

unitarity (a ! 1) are given by @2!2
#

m ðe%2"=s0Þl, where l is
an integer and s0 is 1.006 24 for identical bosons [37]. We
note that there is as yet no prediction for final-state effects
on the C3 contribution to the rf tail.
In order to determine !# for

85Rb atoms, we performed
measurements of loss rates as a function of a. With these
measurements, we locate an Efimov resonance, which is
shown in Fig. 3. For these measurements, we make non-
condensed clouds of 1:5) 105 atoms at a temperature T ¼
80 nK. After ramping the magnetic field to realize the
desired a on the a < 0 side of the Feshbach resonance,
we use absorption imaging to measure the number of atoms
and cloud size as a function of hold time. We then extract
the three-body event rate constant K3, which is defined by
d
dt N ¼ %3K3hn2iN when all three atoms are lost per event.
In extracting K3, we assume that all of the measured loss is
due to three-body processes and we account for the
observed heating of the gas, which causes an additional
decrease in n in time. We fit the measured K3 vs a to the
expected form for an Efimov resonance for noncondensed
atoms [37],

K3 ¼
4590 sinhð2#Þ

sin2½s0 lnða=a%Þ( þ sinh2#

@a4
m

; (7)

where # parametrizes the decay rate into deeply bound
molecules and the resonance location, a%, is related to !#

FIG. 2. The contact vs a, measured at j!j ¼ 2") 40 kHz.
(a) The contact per BEC atom C2

N0
. (b) The raw signal before

final-state corrections. The solid lines in (a) and (b) show the
mean-field predictions. The dashed line includes the next-order
LHY correction. For this data, hni is typically 5:8) 1012 cm%3,
with ðna3Þ1=2 reaching a maximum of 0.043. We linearly scale
the points to account for *10% variation in density. The final-
state effects shift the solid line from a parabola centered about
a ¼ 0 in (a) to one centered about a0 ¼ %565 a0 in (b), which
enhances the raw signal at small a.

FIG. 3. A three-body loss resonance for 85Rb. We plot the
three-body event constant K3 vs a. From fitting Eq. (7) to the
solid points, for which a < 1=kthermal, we extract a% ¼
%759ð6Þa0 and # ¼ 0:057ð2Þ.
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The 1=j!j3=2 tail, due to the contact, corresponds to an
expected 1=k4 tail in the momentum distribution nðkÞ
[17,32]. In Fig. 1(b), we show the expansion energy of
the outcoupled atoms, measured by releasing the gas from
the trap and imaging the cloud after 3 ms of expansion.
In the region of the observed tail our data show good
agreement with the prediction [line in Fig. 1(b)] that the
additional release energy should be 1

2 @j!j, where the factor
of 1

2 comes from the assumption that the excess energy of
the rf photon is shared between two pairwise interacting
atoms [36].

The strength of the rf tail is shown as a function of a in
Fig. 2. As expected, we see the strength of the rf tail
increase as a increases. In comparison with theory, our
contact measurements are larger than the mean-field pre-
diction (solid line in Fig. 2), but not as large as the
prediction including the next-order LHY term given in
Eq. (2) (dashed line in Fig. 2). While beyond-mean-field
physics is evident in the contact data shown here, we see
evidence that the measured strength of the rf tail depends
on the speed of the magnetic-field ramp to increase a, with
C2 increasing for slower ramps. We plan to carefully
explore this intriguing dependence on ramp speed in order
to probe experimentally local microscopic dynamics in the
beyond mean-field regime.

We now turn our attention to C3, which is connected to
the derivative of E with respect to a three-body interaction
parameter !# [18,28]

dE

d!#
¼ % 2@2

m!#
C3: (4)

Three-body short-range correlations contribute a predicted
additional term to the rf tail at large detunings that should
be added to the right-hand side of Eq. (3) [18]:@!2
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GRFð!Þ
!2 C3: (5)

Here, GRFð!Þ is a log-periodic function rooted in Efimov
physics:

GRFð!Þ ¼ 9:23% 13:6 sin½s0 lnðmj!j=@!2
#Þ þ 2:66(: (6)

Efimov physics predicts an infinite series of successively
more weakly bound trimers whose binding energies at

unitarity (a ! 1) are given by @2!2
#

m ðe%2"=s0Þl, where l is
an integer and s0 is 1.006 24 for identical bosons [37]. We
note that there is as yet no prediction for final-state effects
on the C3 contribution to the rf tail.
In order to determine !# for

85Rb atoms, we performed
measurements of loss rates as a function of a. With these
measurements, we locate an Efimov resonance, which is
shown in Fig. 3. For these measurements, we make non-
condensed clouds of 1:5) 105 atoms at a temperature T ¼
80 nK. After ramping the magnetic field to realize the
desired a on the a < 0 side of the Feshbach resonance,
we use absorption imaging to measure the number of atoms
and cloud size as a function of hold time. We then extract
the three-body event rate constant K3, which is defined by
d
dt N ¼ %3K3hn2iN when all three atoms are lost per event.
In extracting K3, we assume that all of the measured loss is
due to three-body processes and we account for the
observed heating of the gas, which causes an additional
decrease in n in time. We fit the measured K3 vs a to the
expected form for an Efimov resonance for noncondensed
atoms [37],

K3 ¼
4590 sinhð2#Þ

sin2½s0 lnða=a%Þ( þ sinh2#

@a4
m

; (7)

where # parametrizes the decay rate into deeply bound
molecules and the resonance location, a%, is related to !#

FIG. 2. The contact vs a, measured at j!j ¼ 2") 40 kHz.
(a) The contact per BEC atom C2

N0
. (b) The raw signal before

final-state corrections. The solid lines in (a) and (b) show the
mean-field predictions. The dashed line includes the next-order
LHY correction. For this data, hni is typically 5:8) 1012 cm%3,
with ðna3Þ1=2 reaching a maximum of 0.043. We linearly scale
the points to account for *10% variation in density. The final-
state effects shift the solid line from a parabola centered about
a ¼ 0 in (a) to one centered about a0 ¼ %565 a0 in (b), which
enhances the raw signal at small a.

FIG. 3. A three-body loss resonance for 85Rb. We plot the
three-body event constant K3 vs a. From fitting Eq. (7) to the
solid points, for which a < 1=kthermal, we extract a% ¼
%759ð6Þa0 and # ¼ 0:057ð2Þ.
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present a measurement of the three-body parameter for
85Rb using trap loss rates for a noncondensed gas, and
look for many-body effects manifested in a three-body
contact for a BEC, C3 [18,28].

The two-body contact, C2, is an extensive thermody-
namic variable that is connected to the derivative of the
total energy of the system, E, with respect to a [8,20,21].
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C2: (1)

Combining this with the energy density of a BEC in the
perturbative beyond-mean-field regime, the predicted con-
tact for a condensate is
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where n is the atom number density, m is the atomic mass,
and N0 is the number of atoms in the BEC. Equation (2)
gives the mean-field contribution followed by the first
order correction derived by Lee, Huang, and Yang
(LHY) [29].

To measure C2 using rf spectroscopy [17,30,31], an rf
pulse drives a Zeeman transition and transfers a small
fraction of spin-polarized bosonic atoms into another
spin state. Interactions give rise to an asymmetric tail in
the rf spectrum, which can be thought as rf ‘‘dissociation’’
of pairs of atoms that happen to be very close to each other.
Ignoring C3, and assuming that the measurement is done in
the linear regime, the rate for transferring atoms to the final
spin state in this tail is given by [32]
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where
R1
%1 !ð!Þd! ¼ !"2N, " is the Rabi frequency,

and N is the total number of atoms. In Eq. (3), "ðaÞ=#ð!Þ
describe final-state effects; the a-dependent part is "ðaÞ ¼
ða0=a% 1Þ2, where a0 is the scattering length for inter-
actions between atoms in the final spin state and atoms in
the initial spin state, while the frequency-dependent part is
#ð!Þ ¼ 1þ @j!j=E0, where E0 ¼ @2=ma02.

Our experiments probe 4–8& 104 Bose-condensed 85Rb
atoms in a gas with a 60% condensate fraction. The atoms
are in the jF ¼ 2; mF ¼ %2i state, where F is the total
atomic spin and mF is the spin projection. They are con-
fined magnetically in a 10 Hz spherical harmonic trap with
a variable magnetic bias field. We work at magnetic-field
values near a Feshbach resonance at 155.04 G [33], and
during the final stages of evaporation, the field is set to give
a' 100 a0. After evaporation, we ramp the bias field in
order to change a on a time scale that is fast compared to
the trap period, but adiabatic with respect to two-body time
scales, with _a=a never reaching more than 0:01@=ðma2Þ
( _a being the time derivative of a) [34].

An example of rf contact spectroscopy at a ¼ 497( 5
a0, where a0 is the Bohr radius, is shown in Fig. 1(a).

Roughly 1 ms after the magnetic-field ramps, we probe the
BEC using a Gaussian envelope rf pulse to drive the
j2;%2i to j2;%1i transition. We determine !ð!Þ from
the number of atoms transferred to the j2;%1i spin state
divided by the rf pulse duration. We then define our signal,
Sð!Þ, as !ð!Þ normalized by the integrated line shape. We
fit Sð!Þ to a Gaussian line shape [dashed black line in
Fig. 1(a)] and take the center to be the single-particle
transition frequency !0. The center of the rf line shape
will be shifted due to mean-field interactions by an amount
typically less than 2!& 0:5 kHz. For the main line shape,
we use short rf pulses with a Gaussian rms width for the
field amplitude, $, of 5 %s; this sets the observed width of
the line shape. At larger detunings, we use longer pulses,
with an rms width of 25 to 200 %s, and an increased rf
power, "2, such that we outcouple 1%–2% of the gas. We
normalize the signal for the different $ and "2, making
small (5%) corrections for measured nonlinearity in "2$.
For our experiment, the rf drives a transition to a lower

energy spin state and one expects the 1=j!j3=2 interaction-
induced tail on the low frequency side of the line shape.
Consistent with this expectation, we observe a tail for large
negative detunings, while for similar detunings on the
positive side, we find that the signal is consistent with
zero. The solid line in Fig. 1(a) shows a fit to the expected
frequency dependence from Eq. (3), while the dotted line
shows a fit to 1=j!j3=2. For our system, the final-state
effects are characterized by a0 ¼ %565 a0 [35] and
E0=h ¼ 133 kHz.

FIG. 1. Example of rf contact spectroscopy. (a) rf line shape,
Sð!Þ, normalized so that

R1
%1 Sð!Þd! ¼ 1 s%1. The data at

large detunings (circles) are multiplied by a factor of 300 to
make the tail visible. Here the mean BEC density is hni ¼ 4:9&
1012 cm%3. (b) Additional release energy of the outcoupled atom
cloud. We calculate the energy from the width of the expanded

cloud, &, using E ¼ 3
2m

&2%&2
0

#t2
, where #t is the time between the

middle of the rf pulse and the absorption image (4.5 ms) and &0

is the size of the expanded cloud measured at ! ¼ 0. The solid
line is 1
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present a measurement of the three-body parameter for
85Rb using trap loss rates for a noncondensed gas, and
look for many-body effects manifested in a three-body
contact for a BEC, C3 [18,28].

The two-body contact, C2, is an extensive thermody-
namic variable that is connected to the derivative of the
total energy of the system, E, with respect to a [8,20,21].
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Combining this with the energy density of a BEC in the
perturbative beyond-mean-field regime, the predicted con-
tact for a condensate is
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where n is the atom number density, m is the atomic mass,
and N0 is the number of atoms in the BEC. Equation (2)
gives the mean-field contribution followed by the first
order correction derived by Lee, Huang, and Yang
(LHY) [29].

To measure C2 using rf spectroscopy [17,30,31], an rf
pulse drives a Zeeman transition and transfers a small
fraction of spin-polarized bosonic atoms into another
spin state. Interactions give rise to an asymmetric tail in
the rf spectrum, which can be thought as rf ‘‘dissociation’’
of pairs of atoms that happen to be very close to each other.
Ignoring C3, and assuming that the measurement is done in
the linear regime, the rate for transferring atoms to the final
spin state in this tail is given by [32]

lim
!!1

!ð!Þ ¼ "2

4!

ffiffiffiffi@
m

s
"ðaÞ
#ð!Þ

C2

!3=2
; (3)

where
R1
%1 !ð!Þd! ¼ !"2N, " is the Rabi frequency,

and N is the total number of atoms. In Eq. (3), "ðaÞ=#ð!Þ
describe final-state effects; the a-dependent part is "ðaÞ ¼
ða0=a% 1Þ2, where a0 is the scattering length for inter-
actions between atoms in the final spin state and atoms in
the initial spin state, while the frequency-dependent part is
#ð!Þ ¼ 1þ @j!j=E0, where E0 ¼ @2=ma02.

Our experiments probe 4–8& 104 Bose-condensed 85Rb
atoms in a gas with a 60% condensate fraction. The atoms
are in the jF ¼ 2; mF ¼ %2i state, where F is the total
atomic spin and mF is the spin projection. They are con-
fined magnetically in a 10 Hz spherical harmonic trap with
a variable magnetic bias field. We work at magnetic-field
values near a Feshbach resonance at 155.04 G [33], and
during the final stages of evaporation, the field is set to give
a' 100 a0. After evaporation, we ramp the bias field in
order to change a on a time scale that is fast compared to
the trap period, but adiabatic with respect to two-body time
scales, with _a=a never reaching more than 0:01@=ðma2Þ
( _a being the time derivative of a) [34].

An example of rf contact spectroscopy at a ¼ 497( 5
a0, where a0 is the Bohr radius, is shown in Fig. 1(a).

Roughly 1 ms after the magnetic-field ramps, we probe the
BEC using a Gaussian envelope rf pulse to drive the
j2;%2i to j2;%1i transition. We determine !ð!Þ from
the number of atoms transferred to the j2;%1i spin state
divided by the rf pulse duration. We then define our signal,
Sð!Þ, as !ð!Þ normalized by the integrated line shape. We
fit Sð!Þ to a Gaussian line shape [dashed black line in
Fig. 1(a)] and take the center to be the single-particle
transition frequency !0. The center of the rf line shape
will be shifted due to mean-field interactions by an amount
typically less than 2!& 0:5 kHz. For the main line shape,
we use short rf pulses with a Gaussian rms width for the
field amplitude, $, of 5 %s; this sets the observed width of
the line shape. At larger detunings, we use longer pulses,
with an rms width of 25 to 200 %s, and an increased rf
power, "2, such that we outcouple 1%–2% of the gas. We
normalize the signal for the different $ and "2, making
small (5%) corrections for measured nonlinearity in "2$.
For our experiment, the rf drives a transition to a lower

energy spin state and one expects the 1=j!j3=2 interaction-
induced tail on the low frequency side of the line shape.
Consistent with this expectation, we observe a tail for large
negative detunings, while for similar detunings on the
positive side, we find that the signal is consistent with
zero. The solid line in Fig. 1(a) shows a fit to the expected
frequency dependence from Eq. (3), while the dotted line
shows a fit to 1=j!j3=2. For our system, the final-state
effects are characterized by a0 ¼ %565 a0 [35] and
E0=h ¼ 133 kHz.

FIG. 1. Example of rf contact spectroscopy. (a) rf line shape,
Sð!Þ, normalized so that

R1
%1 Sð!Þd! ¼ 1 s%1. The data at

large detunings (circles) are multiplied by a factor of 300 to
make the tail visible. Here the mean BEC density is hni ¼ 4:9&
1012 cm%3. (b) Additional release energy of the outcoupled atom
cloud. We calculate the energy from the width of the expanded

cloud, &, using E ¼ 3
2m

&2%&2
0

#t2
, where #t is the time between the

middle of the rf pulse and the absorption image (4.5 ms) and &0

is the size of the expanded cloud measured at ! ¼ 0. The solid
line is 1

2
j!j
2! .
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The 1=j!j3=2 tail, due to the contact, corresponds to an
expected 1=k4 tail in the momentum distribution nðkÞ
[17,32]. In Fig. 1(b), we show the expansion energy of
the outcoupled atoms, measured by releasing the gas from
the trap and imaging the cloud after 3 ms of expansion.
In the region of the observed tail our data show good
agreement with the prediction [line in Fig. 1(b)] that the
additional release energy should be 1

2 @j!j, where the factor
of 1

2 comes from the assumption that the excess energy of
the rf photon is shared between two pairwise interacting
atoms [36].

The strength of the rf tail is shown as a function of a in
Fig. 2. As expected, we see the strength of the rf tail
increase as a increases. In comparison with theory, our
contact measurements are larger than the mean-field pre-
diction (solid line in Fig. 2), but not as large as the
prediction including the next-order LHY term given in
Eq. (2) (dashed line in Fig. 2). While beyond-mean-field
physics is evident in the contact data shown here, we see
evidence that the measured strength of the rf tail depends
on the speed of the magnetic-field ramp to increase a, with
C2 increasing for slower ramps. We plan to carefully
explore this intriguing dependence on ramp speed in order
to probe experimentally local microscopic dynamics in the
beyond mean-field regime.

We now turn our attention to C3, which is connected to
the derivative of E with respect to a three-body interaction
parameter !# [18,28]

dE

d!#
¼ % 2@2

m!#
C3: (4)

Three-body short-range correlations contribute a predicted
additional term to the rf tail at large detunings that should
be added to the right-hand side of Eq. (3) [18]:@!2

2m

GRFð!Þ
!2 C3: (5)

Here, GRFð!Þ is a log-periodic function rooted in Efimov
physics:

GRFð!Þ ¼ 9:23% 13:6 sin½s0 lnðmj!j=@!2
#Þ þ 2:66(: (6)

Efimov physics predicts an infinite series of successively
more weakly bound trimers whose binding energies at

unitarity (a ! 1) are given by @2!2
#

m ðe%2"=s0Þl, where l is
an integer and s0 is 1.006 24 for identical bosons [37]. We
note that there is as yet no prediction for final-state effects
on the C3 contribution to the rf tail.
In order to determine !# for

85Rb atoms, we performed
measurements of loss rates as a function of a. With these
measurements, we locate an Efimov resonance, which is
shown in Fig. 3. For these measurements, we make non-
condensed clouds of 1:5) 105 atoms at a temperature T ¼
80 nK. After ramping the magnetic field to realize the
desired a on the a < 0 side of the Feshbach resonance,
we use absorption imaging to measure the number of atoms
and cloud size as a function of hold time. We then extract
the three-body event rate constant K3, which is defined by
d
dt N ¼ %3K3hn2iN when all three atoms are lost per event.
In extracting K3, we assume that all of the measured loss is
due to three-body processes and we account for the
observed heating of the gas, which causes an additional
decrease in n in time. We fit the measured K3 vs a to the
expected form for an Efimov resonance for noncondensed
atoms [37],

K3 ¼
4590 sinhð2#Þ

sin2½s0 lnða=a%Þ( þ sinh2#

@a4
m

; (7)

where # parametrizes the decay rate into deeply bound
molecules and the resonance location, a%, is related to !#

FIG. 2. The contact vs a, measured at j!j ¼ 2") 40 kHz.
(a) The contact per BEC atom C2

N0
. (b) The raw signal before

final-state corrections. The solid lines in (a) and (b) show the
mean-field predictions. The dashed line includes the next-order
LHY correction. For this data, hni is typically 5:8) 1012 cm%3,
with ðna3Þ1=2 reaching a maximum of 0.043. We linearly scale
the points to account for *10% variation in density. The final-
state effects shift the solid line from a parabola centered about
a ¼ 0 in (a) to one centered about a0 ¼ %565 a0 in (b), which
enhances the raw signal at small a.

FIG. 3. A three-body loss resonance for 85Rb. We plot the
three-body event constant K3 vs a. From fitting Eq. (7) to the
solid points, for which a < 1=kthermal, we extract a% ¼
%759ð6Þa0 and # ¼ 0:057ð2Þ.

PRL 108, 145305 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
6 APRIL 2012

145305-3

The 1=j!j3=2 tail, due to the contact, corresponds to an
expected 1=k4 tail in the momentum distribution nðkÞ
[17,32]. In Fig. 1(b), we show the expansion energy of
the outcoupled atoms, measured by releasing the gas from
the trap and imaging the cloud after 3 ms of expansion.
In the region of the observed tail our data show good
agreement with the prediction [line in Fig. 1(b)] that the
additional release energy should be 1

2 @j!j, where the factor
of 1

2 comes from the assumption that the excess energy of
the rf photon is shared between two pairwise interacting
atoms [36].

The strength of the rf tail is shown as a function of a in
Fig. 2. As expected, we see the strength of the rf tail
increase as a increases. In comparison with theory, our
contact measurements are larger than the mean-field pre-
diction (solid line in Fig. 2), but not as large as the
prediction including the next-order LHY term given in
Eq. (2) (dashed line in Fig. 2). While beyond-mean-field
physics is evident in the contact data shown here, we see
evidence that the measured strength of the rf tail depends
on the speed of the magnetic-field ramp to increase a, with
C2 increasing for slower ramps. We plan to carefully
explore this intriguing dependence on ramp speed in order
to probe experimentally local microscopic dynamics in the
beyond mean-field regime.

We now turn our attention to C3, which is connected to
the derivative of E with respect to a three-body interaction
parameter !# [18,28]

dE

d!#
¼ % 2@2

m!#
C3: (4)

Three-body short-range correlations contribute a predicted
additional term to the rf tail at large detunings that should
be added to the right-hand side of Eq. (3) [18]:@!2

2m

GRFð!Þ
!2 C3: (5)

Here, GRFð!Þ is a log-periodic function rooted in Efimov
physics:

GRFð!Þ ¼ 9:23% 13:6 sin½s0 lnðmj!j=@!2
#Þ þ 2:66(: (6)

Efimov physics predicts an infinite series of successively
more weakly bound trimers whose binding energies at

unitarity (a ! 1) are given by @2!2
#

m ðe%2"=s0Þl, where l is
an integer and s0 is 1.006 24 for identical bosons [37]. We
note that there is as yet no prediction for final-state effects
on the C3 contribution to the rf tail.
In order to determine !# for

85Rb atoms, we performed
measurements of loss rates as a function of a. With these
measurements, we locate an Efimov resonance, which is
shown in Fig. 3. For these measurements, we make non-
condensed clouds of 1:5) 105 atoms at a temperature T ¼
80 nK. After ramping the magnetic field to realize the
desired a on the a < 0 side of the Feshbach resonance,
we use absorption imaging to measure the number of atoms
and cloud size as a function of hold time. We then extract
the three-body event rate constant K3, which is defined by
d
dt N ¼ %3K3hn2iN when all three atoms are lost per event.
In extracting K3, we assume that all of the measured loss is
due to three-body processes and we account for the
observed heating of the gas, which causes an additional
decrease in n in time. We fit the measured K3 vs a to the
expected form for an Efimov resonance for noncondensed
atoms [37],

K3 ¼
4590 sinhð2#Þ

sin2½s0 lnða=a%Þ( þ sinh2#

@a4
m

; (7)

where # parametrizes the decay rate into deeply bound
molecules and the resonance location, a%, is related to !#

FIG. 2. The contact vs a, measured at j!j ¼ 2") 40 kHz.
(a) The contact per BEC atom C2

N0
. (b) The raw signal before

final-state corrections. The solid lines in (a) and (b) show the
mean-field predictions. The dashed line includes the next-order
LHY correction. For this data, hni is typically 5:8) 1012 cm%3,
with ðna3Þ1=2 reaching a maximum of 0.043. We linearly scale
the points to account for *10% variation in density. The final-
state effects shift the solid line from a parabola centered about
a ¼ 0 in (a) to one centered about a0 ¼ %565 a0 in (b), which
enhances the raw signal at small a.

FIG. 3. A three-body loss resonance for 85Rb. We plot the
three-body event constant K3 vs a. From fitting Eq. (7) to the
solid points, for which a < 1=kthermal, we extract a% ¼
%759ð6Þa0 and # ¼ 0:057ð2Þ.
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Figure 13. Left: radio-frequency spectrum measured on a 85Rb condensate. One
deduces the value of the contact from the wing of the spectrum, fitted by a (ω −
ω0)−3/2 law. Right: variation of the contact with the scattering length a. Figure
extracted from Wild, Makotyn, et al. (2012).

data, the average density was ∼ 6 × 1012 cm−3 and the maximum value
of
√
na3 was ∼ 0.04. The precise origin of the discrepancy between the

experimental data and the prediction (70) is not known, but Wild, Mako-
tyn, et al. (2012) mention the dependence of the measured value for C with
Ḃ. The quantity Ḃ designates here the speed with which the magnetic
field is brought to its final value to fix the value of the scattering length.
One can therefore suspect that slight non-equilibrium effects have affected
these measurements.

Wild, Makotyn, et al. (2012) also looked for a signature of the three-body
contact in their data. The contribution of this contact was expected to be a
wing of the r.f. spectrum varying as G(ω)/ω2, where G(ω) is a log-periodic
function depending on the three-body parameter. However, no measur-
able contribution of this three-body physics was observed in the Boulder
experiment, in contrast with the subsequent experiment of Fletcher, Lopes,
et al. (2017).

4-4 Measurement of the contact by Ramsey spectroscopy

Zou, Bakkali-Hassani, et al. (2021) have carried out a measurement of the
contact of a Bose gas in the non-resonant case, sweeping a wide range of
temperatures from the quasi-non-degenerate regime (phase-space density
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CHAPITRE VI. THE DIFFERENT FACETS OF THE TWO-BODY CONTACT § 4. Two-body contact for Bose gases

5

ℓz

   3D collisionsℓz ≫ a :
  2D thermodynamicsℓz ≪ λ, ξ :

Figure 14. Quasi- two-dimensional gas used for two-body contact measurement
by Zou, Bakkali-Hassani, et al. (2021).

D ∼ 2) to the case of a practically pure condensate (D ∼ 70). This measure-
ment has been carried out in a quasi-bidimensional configuration (figure
14): the gas thickness along the "frozen" dimension is small in front of the
thermal wavelength and the healing length, but it remains large in front
of the scattering length a, so that the 3D modeling of a collision process
adopted so far continues to be relevant.

The experimental procedure takes advantage of the fact that the scat-
tering lengths describing the interactions between atoms in a 87Rb gas are
all close to each other for the different possible internal states compos-
ing the ground electronic level. Starting from a gas in the internal state
|1〉 = |F = 1,m = 0〉 (a11 = 100.9 a0), Zou, Bakkali-Hassani, et al. (2021)
have measured the energy ∆E to be supplied to the gas5 for achieving a
full transfer of the atoms to the state |2〉 = |F = 2,m = 0〉 (a22 = 94.9 a0)
[cf. figure 15]. The contact is then deduced directly from its thermodynamic
definition:

C =
8πma2

~2

(
∂E

∂a

)

N,V,S

≈ 8πma2

~2

∆E

∆a
(71)

with ∆a = a2 − a1. The transition takes place (approximately) at constant
entropy because of the small variation of a.

The transfer from |1〉 to |2〉 is done by a Ramsey method, with two short
π/2 microwave pulses separated by a waiting time of duration τ = 10 ms.
We scan the frequency ν of the microwave inducing the transfer and we
look for which value of ν the transfer is optimal. An example of Ramsey
signal is shown in figure 16, left. We can verify that at the top of the central
fringe (whose position depends on the gas density), the transfer from |1〉

5after subtraction of the energy Nhν0, where hν0 is the internal energy change for an
isolated atom.

34

Transition entre régime non dégénéré et condensat

Gaz de Bose uniforme de 87Rb dans un géométrie quasi-2D

ℓz

   collisions 3Dℓz ≫ a :
   thermodynamique 2Dℓz ≪ λ, ξ :

On implémente la définition C = 8πma2

ℏ2
∂E
∂a

= 8πma2

ℏ2
δE
δa

Mesure de l’énergie  à fournir pour changer  
la longueur de diffusion de la quantité 

δE
δa

|F = 1,m = 0⟩

|F = 2,m = 0⟩

a1 = 5.34 nm a2 = 5.02 nm

Zou, Bakkali-Hassani, Maury et al.,  
Nature Commun.12,760 (2021)

Figure 15. Transfer between two internal states of 87Rb to determine the value of
the two-body contact.

to |2〉 is indeed total.

The link with the contact6 is obtained thanks to (71) and the result is
shown in figure 16, right. The results of Zou, Bakkali-Hassani, et al. (2021)
are in good agreement with the existing theories in the two limiting cases
of a non-degenerate gas (virial expansion) and a strongly degenerate gas
(classical field method or Bogoliubov approximation). In the critical zone
where the superfluid transition occurs (phase-space density ∼ 8), there
is to our knowledge no theory that has reproduced quantitatively these
experimental results.

6To apply the result (71), it is important that the three scattering lengths a11, a12, a22 are
close to each other, i.e. close to the SU(2) symmetry for this two-state system. The constraint
on a12 comes from the fact that during the waiting time τ between the two pulses, the two
states |1〉 and |2〉 are simultaneously present in the trap [see Zou, Bakkali-Hassani, et al. (2021)
for a detailed description of the evolution of the gas during this phase].
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Figure 16. Left: Ramsey spectroscopy signal, allowing to determine the energy to
be supplied to a 87Rb gas to make its internal state switch from |F = 1,m = 0〉
to |F = 2,m = 0〉 and thus change its scattering length by the amount ∆a =
a22 − a11. Right: Value of the contact deduced from (71), plotted in units of the
contact C0 for the Bogoliubov regime. The dashed curve gives the result of the
virial expansion (Ren 2004). The dotted curve corresponds to the predictions of a
classical field theory (Prokof’ev & Svistunov 2002). Figure extracted from Zou,
Bakkali-Hassani, et al. (2021).
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