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What is biological information? (II) 

• Flux d’énergie: dynamique (hors d’équilibre) 
• Flux d’information: organisation

Thomas LECUIT   2025-2026

• Organisation et dynamique

• Flux de matière «  Un courant de matières (…) traverse continuellement l’organisme et le renouvelle dans 
sa substance en le maintenant dans sa forme. Ce mouvement, qu’on a appelé le tourbillon 
vital, (…) est la condition et la cause immédiate de toutes les autres manifestations vitales. 
(…) L’universalité d’un tel phénomène, la constance qu’il présente, sa nécessité, en font le 
caractère fondamental de l’être vivant, le signe plus général de la vie.”

 C. Bernard 1875, Définition
de la vie, partie III.
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Scaling Up Digital Circuit
Computation with DNA Strand
Displacement Cascades
Lulu Qian1 and Erik Winfree1,2,3*

To construct sophisticated biochemical circuits from scratch, one needs to understand how
simple the building blocks can be and how robustly such circuits can scale up. Using a simple
DNA reaction mechanism based on a reversible strand displacement process, we experimentally
demonstrated several digital logic circuits, culminating in a four-bit square-root circuit that
comprises 130 DNA strands. These multilayer circuits include thresholding and catalysis within
every logical operation to perform digital signal restoration, which enables fast and reliable
function in large circuits with roughly constant switching time and linear signal propagation
delays. The design naturally incorporates other crucial elements for large-scale circuitry, such
as general debugging tools, parallel circuit preparation, and an abstraction hierarchy supported by
an automated circuit compiler.

The power and mystery of life is entangled
within the information processing at the
heart of all cellular machinery. Engineering

molecular information processing systems may
allow us to tap into that power and elucidate prin-
ciples that will help us to understand and appre-

ciate themystery. DNA is an excellent engineering
material for biochemical circuits because its bio-
logical nature supports technological applications
in vivo, its easy chemical synthesis facilitates prac-
tical experiments in vitro, its combinatorial struc-
ture provides sufficient sequence design space, and
the Watson-Crick complementarity principle en-
ables predictable molecular behavior.

DNA has been used as a computing sub-
strate since the first demonstration of solving
a seven-city Hamiltonian path problem in 1994
(1) and has evolved away from competing with
silicon to embedding control within molecular
systems. Although DNA automata can be built

with deoxyribozymes (2, 3) or with restriction
enzymes (4), the introduction of toehold-mediated
DNA strand displacement enabled enzyme-free
DNA machinery that is automated by hybrid-
ization alone (5–8). A DNA strand can serve as
a signal when it is free, but is inhibited when it
is bound to a complementary strand. A single-
stranded DNA signal can first bind to a partially
double-stranded complex by a single-stranded
domain called a toehold, then release the orig-
inally bound strand after branch migration has
occurred. Thus, an output signal can be acti-
vated upon the arrival of an input signal, and the
reaction rate can be controlled by the length of
the toehold. This principle has inspired the de-
velopment of a rich theory (9, 10) and practice
(11–13) of DNA strand displacement circuits,
resulting in a wide range of applications such as
medical therapeutics in vivo (14), molecular
instruments in situ (15), and biomedical diag-
nostics in vitro (16). To date, the largest digital
circuit built with DNA strand displacement cas-
cades involved 12 initial DNA species (11).
However, their logic gates were constructed with
multistranded DNA complexes, challenging se-
quence design constraints were required, and
signal restoration occurred only at the circuit
output, perhaps explaining why the performance
decayed surprisingly with scale.

To create a scalable DNA circuit architecture,
we proposed (17) a simple DNA gate motif—a
“seesaw” gate—that makes use of a reversible
strand displacement reaction based on the prin-
ciple of toehold exchange (8, 12). In this context,
seesawing is the reversible reaction that exchanges

1Bioengineering, California Institute of Technology, Pasadena,
CA 91125, USA. 2Computer Science, California Institute of
Technology, Pasadena, CA 91125, USA. 3Computation and
Neural Systems, California Institute of Technology, Pasadena,
CA 91125, USA.

*To whom correspondence should be addressed. E-mail:
winfree@caltech.edu
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Topology, Vol. 8, pp. 313-335. Pergamon Press. 1969. Printed in Great Britain 

TOPOLOGICAL MODELS IN BIOLOGY? 

R. THOM 
(Received 28 June 1968) 

INTRODUCTION 

THE PROBLEM of Morphogenesis-broadly understood as the origin and evolution of biolo- 
gical structures-is one of the outstanding questions in present day Biology. Many experi- 
mental attempts have been made to elucidate the cause of morphogeneticprocesses in Embry- 
ology, Development, Regeneration, etc. Some of them have been partially successful. For 
instance, as a typical example, let us consider the well-known fact of orientation of a plant 
toward light (positive phototropism); here, the physiologists have been able to characterise 
a chemical substance, an auxin, which inhibits the growth of the stem when under light. In 
such a case, the immediate causative agent and a satisfactory local explanation have been 
found. But, in most cases, when one tries to get beyond the first causative factor, the experi- 
mentalist gets lost in the seemingly infinite multiplicity of possible causes, and the bewilder- 
ing variety of intermingled reactions which have to be considered. Most people-in this 
situation-satisfy themselves by vague appeals to differential action of genes, decoding of 
genie DNA . . . and so on. 

There is little doubt, in fact, that the problem is essentially of a theoretical, conceptual 
nature. Granted that all local morphological or physical phenomena inside a living being 
occur according to a local biochemical determinism, the problem is to explain the stability 
and the reproduction of the global spatio-temporal structure in terms of the organization 
of the structure itself: There appears to be a striking analogy between this fundamental 
problem of theoretical Biology and the main problem considered by the mathematical theory 
of Topology, which is to reconstruct a global form, a topological space, out of all its local 
properties. More precisely, a new mathematical theory, the theory of Structural stability- 
inspired from Qualitative Dynamics and Differential Topology-seems to offer far reaching 
possibilities to attack the problem of the stability of self-reproducing structures, like the 
living beings. But-at least in the author’s opinion-the validity of this type of dynamic 
description exceeds by far the biological realm, and may be applied to all morphological 
processes-whether animate or inanimate-where discontinuities prohibit the use of classi- 
cal quantitative models. It should be noted, in that respect, that any morphological process 
involves by definition some discontinuity of the phenomenological properties of the medium 

t This article is to be published (with minor modifications) in a book of theoretical biology: Towards a 
Theoretical Biology III, editor C. H. WADDINGTON, Edinburgh University Press. Permission to publish the 
article in Topology is gratefully acknowledged. 
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• Theory of communication: probabilistic definition of 
information based on ignorance/knowledge. 

• The content of information (semantic) is irrelevant.   
• Information as entropy is a quantity: 

1. Codes, Information encoding, decoding, recoding 
2. Communication/transmission 
3. Capacity of a channel. 

• Chemical encoding and decoding of space and time:  
• New look at embryonic patterning and cell signalling 

INFORMATION
SOURCE

MESSAGE

TRANSMITTER

SIGNAL RECEIVED
SIGNAL

RECEIVER

MESSAGE

DESTINATION

NOISE
SOURCE

Fig. 1—Schematic diagram of a general communication system.

a decimal digit is about 3 13 bits. A digit wheel on a desk computing machine has ten stable positions and
therefore has a storage capacity of one decimal digit. In analytical work where integration and differentiation
are involved the base e is sometimes useful. The resulting units of information will be called natural units.
Change from the base a to base b merely requires multiplication by logb a.

By a communication system we will mean a system of the type indicated schematically in Fig. 1. It
consists of essentially five parts:

1. An information sourcewhich produces a message or sequence of messages to be communicated to the
receiving terminal. The message may be of various types: (a) A sequence of letters as in a telegraph
of teletype system; (b) A single function of time f t as in radio or telephony; (c) A function of
time and other variables as in black and white television — here the message may be thought of as a
function f x y t of two space coordinates and time, the light intensity at point x y and time t on a
pickup tube plate; (d) Two or more functions of time, say f t , g t , h t — this is the case in “three-
dimensional” sound transmission or if the system is intended to service several individual channels in
multiplex; (e) Several functions of several variables— in color television the message consists of three
functions f x y t , g x y t , h x y t defined in a three-dimensional continuum— we may also think
of these three functions as components of a vector field defined in the region — similarly, several
black and white television sources would produce “messages” consisting of a number of functions
of three variables; (f) Various combinations also occur, for example in television with an associated
audio channel.

2. A transmitter which operates on the message in some way to produce a signal suitable for trans-
mission over the channel. In telephony this operation consists merely of changing sound pressure
into a proportional electrical current. In telegraphy we have an encoding operation which produces
a sequence of dots, dashes and spaces on the channel corresponding to the message. In a multiplex
PCM system the different speech functions must be sampled, compressed, quantized and encoded,
and finally interleaved properly to construct the signal. Vocoder systems, television and frequency
modulation are other examples of complex operations applied to the message to obtain the signal.

3. The channel is merely the medium used to transmit the signal from transmitter to receiver. It may be
a pair of wires, a coaxial cable, a band of radio frequencies, a beam of light, etc.

4. The receiver ordinarily performs the inverse operation of that done by the transmitter, reconstructing
the message from the signal.

5. The destination is the person (or thing) for whom the message is intended.

We wish to consider certain general problems involving communication systems. To do this it is first
necessary to represent the various elements involved as mathematical entities, suitably idealized from their

2

Encoding Decoding

Input X Output  Y

• But there are other forms of information: Mechanical, and Structural information.  
It is not clear how to account for this.  

• Learning and memory. 

When the production of molecular species is coupled 
to their diffusion, striking spatial–temporal molecular 
patterns can emerge. Reaction–diffusion systems such 
as Turing instabilities21 produce patterns with length 
scales that depend on the details of activator–inhibitor 
interactions22 (BOX 2). Excitable systems manifest charac-
teristic temporal dynamics, in which, for instance, trigger 
wave velocities depend on diffusion and positive feedback 
timescales23. Concentration gradients of molecules where 
the local concentration depends on the production–
degradation rates and on the diffusion/transport  

constants24, define time and length scales of morphogenetic  
fields. The emergent biochemical patterns are read 
and interpreted by cells via cell signalling and direct a 
sequence of downstream cellular decisions. For instance, 
the concentration-dependent activity of morphogens 
transforms a homogeneous field of cells into discrete 
regions of defined length, each with its own morpho-
genetic and differentiation programmes driven by the 
induction of specific changes in gene expression25,26. 
As another example, Turing instabilities control pal-
ate ridges27 and digit number in growing limbs28 in the 

λ = √D/k 
τ = λ2/D 
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Fig. 1 | Programme versus self-organization in the flow of morphogenetic 
information. a | Length and timescales of morphogenetic information can 
be defined by biochemical (in red on the left) or mechanical (in blue on the 
right) interactions occurring within the given geometry of the tissue (in grey). 
On the left: the constant of effective diffusion (D) of a molecular species (red 
star) from a spatially restricted production zone and its rate of degradation 
(k) define the local concentration and thus the length scale (λ) and timescale 
(τ) of the cellular and tissue level processes driving shape changes. These 
length and timescales can be quantitatively estimated by measuring D and 
k (equations in the yellow quadrant). The graph on the left illustrates the 
spatial decay of the concentration of a molecular species following an 
exponential decay with length scale λ. On the right: the propagation of 
deformation due to an applied stress can define the length scale (λ) and 
timescale (τ) of morphogenetic events in a tissue. Strain propagation 
depends on the elastic modulus (stiffness) E, the viscosity η and the friction 
coefficient γ . The length (λ) and timescales (τ) are defined quantitatively as 
in the yellow quadrant at the bottom left. The graph illustrates how the 
viscosity of a material impacts on the timescale of deformation following an 
applied stress. A fully elastic material has a coefficient of viscosity equal to 0 
and never dissipates the elastic energy due to the applied stresses (that is, 
they can return to their initial configuration when the stress is released) while 

a viscoelastic material dissipates the elastic energy (that is, it cannot return 
to the initial configuration upon stress release) when the stress is applied for 
long enough beyond a certain timescale. The applied stress is indicated by σ 
and the induced strain by ε. Of note, biochemical interactions and cell and 
tissue mechanics can regulate each other. For instance, biochemical 
signalling can regulate the stiffness/viscosity of the actin cortex or may 
activate force-generating molecular motors. Mechanics can regulate local 
protein concentrations by advection or elicit biochemical signalling via 
mechanotransduction. b | Idealized information flows illustrating how 
morphogenesis could be executed as a programme (middle) or emerge in a 
self-organized fashion (right). Biochemistry, mechanics and geometry are the 
key modules of morphogenesis (as illustrated in part a). In programmed 
morphogenesis the information is fully encapsulated in the initial patterning 
(that is, biochemistry) and geometry of the tissue. This determines fully the 
execution of cell and tissue mechanical operations and the final outcome  
of morphogenesis. The strict hierarchy and the unidirectional flow of 
information are represented by single-headed arrows. In the case of self- 
organized morphogenesis biochemistry, mechanics and geometry  
can regulate each other as a result of multiple feedbacks and thus  
the information emerges and is continuously modulated during the 
morphogenetic process.

Strain
A measure of deformation  
of an object with respect to  
a reference length upon 
application of a mechanical 
stress. This is a dimensionless 
parameter
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Why study information?

• Chemical characterisation of living processes 
• Mechanical description as well 
• These allow bottom up models of organisation and dynamics 

1. Information provides a framework to decipher the meaningfulness of processes
Intimately linked to functions.

• Molecules have a context dependent meaning for a system.  
Information is not absolute but contextual. 

What is an efficient and relevant encoding? One that has meaning (ie. functional)

• Information as meaning is fundamentally orthogonal to what Shannon proposed. 
But meaning matters in biology. There is a need to address this.
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1. Information provides a framework to decipher the meaningfulness of processes

2. Information provides a language to decipher the logic of living systems

Intimately linked to functions.

In what sense can it be said that living systems compute? 
Consider the machine metaphor.  
This is nothing but a metaphor. There are many reasons to say 
that living organisms are not mere complex machines:  

Not exposed to a finite list of instructions. Exposed rather to open 
environment, including novelty.  
Responses are not invariant. Context dependency.  
Robust to perturbations. Machines are brittle 

But this is a useful metaphor

Why study information?
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This year

Information provides a language to address the meaning and logic in living systems

Use Computational metaphor to account for: 
• Purpose/function 
• Rules & Logic

Biological processes can be usefully described as information processing: they 
involve the manipulation of symbolic representations according to formal rules to 
achieve a functional outcome.  

This perspective shifts the focus from the specific chemical substrates (e.g., DNA, 
proteins) to the logical and algorithmic principles governing the system.



Thomas LECUIT   2025-2026

Link between logic and meaning: prediction

JJ. Hopfield. Journal of Theoretical Biology 171 (1), 53-60 
Physics, computation, and why biology looks so different

Computation as prediction

John J. Hopfield 
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Living systems as computing machines

• Historical perspective

• Descartes (1662) 
• Living organisms are deterministic 

machines akin to clockworks 
• Source of motion is heat and mechanics

« Je ne reconnais aucune différence entre les machines que 
font les artisans et les divers corps que la nature seule 
compose. (…). Et il est certain que toutes les règles des 
Mécaniques appartiennent à la Physique, en sorte que toutes 
les choses qui sont artificielles, sont avec cela naturelles. Car, 
par exemple, lorsqu'une montre marque les heures par le 
moyen des roues dont elle est faite, cela ne lui est pas moins 
naturel qu'il est à un arbre… de produire ses fruits. »

Descartes, Principes de la Philosophie , 1644. 

• Leibniz (1666) 
• Logic and rationality: calculus ratiocinator 

using the characteristica universalis 

"The history of the modern computing 
machine goes back to Leibniz and Pascal. 
Indeed, the general idea of a computing 
machine is nothing but a mechanization of 
Leibniz's calculus ratiocinator. »

Norbert Wiener (1948)
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Living systems as computing machines

• Historical perspective 

The General and Logical Theory of Automata John von Neumann (1903-1957)

• The cell is a self-replicating machine 
• It contains and processes information
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Living systems as computing machines

• Historical perspective 
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Communication, Information, Codes in Humans

1. Encoded 
2. Sent (sender) 
3. Transmitted (via electric signals) 
4. Interpreted (receiver)

• Information is:

My name is Samuel 
Morse

encoding

decoding

transmission
• A code is used as an intermediate between two 

forms of information 
• A code transforms an information into another.  
• In other words, a code changes a 

representation into another one. 

Thomas LECUIT   2025-2026
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• Symbols are used as representations for « things » 
• Input Data are transformed into Output Data 
• Input Symbols are translated into output Symbols 

Computation as Translation of symbols

My name is 
Samuel Morse

26 CHAPTER 1. WHY: BIOLOGY BY THE NUMBERS
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Figure 1.4: Genetic code. In this schematic representation, the first nucleotide
in a coding triplet is shown at the center of the ring, the second nucleotide in the
middle colored ring and the third nucleotide in the outer colored ring. In this
representation of the genetic code, the four bases are adenine (A), cytosine (C),
guanine (G) and uracil (U). Uracil is structurally very similar to thymine (T),
and is used instead of thymine in messenger RNA. The amino acids correspond-
ing to each group of triplets are illustrated with their names (outer ring) and
atomic structures. Two amino acids, tryptophan and methionine, are encoded
by only a single triplet, whereas others including serine, leucine, and arginine
are encoded by up to six. Three codons do not code for any amino acid and are
recognized as stop signals. The unique codon for methionine, AUG, is typically
used to initiate protein synthesis.



Thomas LECUIT   2025-2026

What is a computational machine?

• Computational process:  
A formally defined, step-by-step transformation of information (or state) 
according to a set of precise, unambiguous rules.

1. Transformation of Information/State: It takes an input (data, a 
symbol, a representation of a problem) and produces an output. 
Eg. calculating a sum, sorting a list, rendering an image etc 

2.   Step-by-Step: Computation is a sequence of discrete, individual 
steps that happen one after the other (or sometimes in parallel).  

3.  Formally Defined & Unambiguous Rules: the rules governing 
each step must be so precise that they can be automatised by a 
machine. This set of rules is called an algorithm.
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What is a computational machine?

• Computational process:  
A formally defined, step-by-step transformation of information (or state) according to a 
set of precise, unambiguous rules.

Turing, A. M. Proc. Lond. Math. Soc. s2–42, 230–265 (1936).

Tape (infinite) 
Reading/writing Head 
State register: variable configuration 
Transition table: rules

• Requirements (eg. Turing machine):

1. Representation of information (Tape) 

2. Transformation (Head) : read, write, and change system’s state (according to algorithm). 

3. Control (Program/Rules): sequence operations

NB: It doesn’t matter how it is instantiated (gears, transistors, etc)

◦ IF the device is in State X AND it reads Symbol Y,

◦ THEN it should write Symbol Z, change to State W, and move the 

read/write mechanism (e.g., move left or right).
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1. Means of Representation (the "Tape"): Information is stored in biological structures. 

◦Symbols: Nucleotides (A, T, C, G) in DNA, amino acids in proteins, ions (Ca²⁺), or the firing states 
(spike/not spike) of neurons. 
◦Memory Medium: DNA (long-term storage), RNA (short-term/temporary storage), concentrations 

of specific proteins or chemicals inside a cell. 
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Figure 1.3: The chemical
structure of nucleotides and DNA.
(A) In DNA, the four distinct
subunits or bases are
abbreviated: A (adenine),
T (thymine), G (guanine), and
C (cytosine). In these diagrams,
carbon is represented by C,
oxygen by O, nitrogen by N and
hydrogen by H. The letter R
indicates attachment to a larger
chemical group (the rest of the
molecule); for nucleotides, the
R group consists of the pentose
sugar deoxyribose attached to
phosphate. A single line
connecting two atoms indicates
a single covalent bond and a
double line indicates a double
covalent bond. The two large
bases, A and G, are called purines
and the two small bases, C and T,
are called pyrimidines.
(B) Illustration of how bases are
assembled to form DNA, a double
helix with two “backbones” made
of the deoxyribose and
phosphate groups. The four
bases are able to form stable
hydrogen bonds uniquely with
one partner such that A pairs only
with T and G pairs only with C.
The structural complementarity
of the bases enables the faithful
copying of the nucleotide
sequence when DNA is replicated
or when RNA is transcribed.
(C) Space-filling atomic model
approximating the structure of
DNA. The spacing between
neighboring base pairs is
0.34 nm. (Adapted from B.
Alberts et al., Molecular Biology
of the Cell, 5th ed. Garland
Science, 2008.)

quest are shown in Figure 1.4, which shows the information content
recognized by the universal translating machine (the ribosome) as it
converts the message contained in mRNA into proteins.

1.4 Model Building in Biology

1.4.1 Models as Idealizations

In trying to understand the nature of life, the approach that we
take in this book is the same as that followed by scientists for gen-
erations. We will approach each system with the goal of gaining
some useful insight into its behavior by abstracting and simplify-
ing the highly complex materials of living organisms so that we can
apply simple, analytical models that have some predictive value. By
definition, we cannot retain a complete atomic description of each
macromolecule. Instead, we aim to select only the relevant proper-
ties of the macromolecule that speak to the particular aspect of that
molecule’s behavior that we are trying to address. Therefore, it would
be inaccurate to say that we have in mind “a” simple model for a
complex macromolecule such as DNA. Instead, we will use a suite of
simple models that can be thought of as projections of the complex,
multifaceted reality of the DNA molecule into a variety of simpler
DNA maps. In the same way, any useful map of a territory empha-
sizes only the features that will be most relevant to the person who
will be using the map. A classic example of the extraction and ele-
gant presentation of only the most useful features is Harry Beck’s
famous map of the London Underground system, which shows the

MODEL BUILDING IN BIOLOGY 9
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The latter was the transfer postulated by Gamow, from 
(~ouble _stranded) DNA to protein, though by that time 
his particular theory had been disproved. 

The third class consisted of the three transfers thf 
arrows of which have been omitted from Fig. 2. Thos 
were tho transfers : 

III (a) 
III (b) 
III (c) 

Protein-+ Protein 
Protein-+ RNA 
Protein-+DNA 

The general opinion at the time was that class I almost 
certainly existed, class II was probably rare or absent, 
and that class III was very unlikely to occur. The 
decision had to be made, therefore, whether to assume 
that only class I transfers occurred. There were, however, 
no overwhelming structural reasons why the transfer in 
class II should not be impossible. In fact, for all we 
knew, the replication of all RNA viruses could have gone 
by way of a DNA intermediate. On the other hand, there 
were good general reasons against all the three possible 
transfers in class III. In brief, it was most unlikely, for 
stereochemical reasons, that protein-+protein transfer 
could be done in the simple way that DNA-+DNA transfer 
was envisaged. The transfer protein-+RNA (and the 
analogous protein-+DNA) would have required (back) 
translation, that is, the transfer from one alphabet to a 
structurally quite different one. It was realized that 
forward translation involved very complex machinery. 
Moreover, it seemed unlikely on general grounds that this 
machinery could easily work backwards. The only reason-
able alternative was that the cell had evolved an entirely 
separate set of complicated machinery for back translation, 
and of this there was no trace, and no reason to believe 
that it might be needed. 

I decided , therefore, to play safe, and to state as the 
basic assumption of the new molecular biology the non-
existence of transfers of class III. Because these were all 
the possible transfers from protein, the central dogma 
could be stated in the form "once (sequential) information 
has passed into protein it cannot get out again"•. About 
class II, I decided to remain discreetly silent. 

At this stage I must make four points about the formula-
tion of the central dogma which have occasionally pro-
duced misunderstandings. (See, for example, Commoner 5 : 

his error has been pointed out by Fleischman• and on 
more general grounds by Hershey•.) 

(1) It says nothing about what the machinery of 
transfer is made of, and in particular nothing about 
errors. (It was assumed that, in general, the accuracy of 
transfer was high.) 

(2) It says nothing about control mechanisms-that is, 
about the rate at which the processes work. 

(3) It was intended to apply only to present-day 
organisms, and not to events in the remote past, such as 
the origin of life or the origin of the code. 

(4) It is not the same, as is commonly assumed, as the 
sequence hypothesis, which was clearly distinguished 
from it in the same article4 • In particular the sequence 
hypothesis was a positive statement, saying that the 
(overall) transfer nucleic acid-+protein did exist, whereas 
the central dogma was a negative statement, saying that 
transfers from protein did not exist. 

In looking back I am struck not only by the brashness 
which a llowed us to venture powerful statements of a 
very general nature, but also by the rather delicate 
discrimination used in selecting what statements to make. 
Time has shown that not everybody appreciated our 
restraint . 

So much for the history of the subject. What of the 
present ? I think it, is clear that the old classification, 
though useful at the time, could be improved, and I 
suggest that the nine possible transfers be regrouped 
tentatively into three classes. I propose that these be 
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Fig. 3. A tentative classification for the present day. Solid arrows show 
general transfers; dotted arrows show special transfers. Again, the 
absent arrows are the undetected transfers specified by the central 

dogma. 

called general transfers, special transfers and unknown 
transfers. 

General and Special Transfers 
A general transfer is one which can occur in all cells. 

The obvious cases are 
DNA-DNA 
DNA-+RNA 
RNA-,.Protein 

Minor exceptions, such as the mammalian reticulocyte, 
which probably lacks the first two of these, should not 
exclude. 

A special transfer is one which does not occur in most 
cells, but may occur in special circumstances. Possible 
candidates are 

RNA-+RNA 
RNA-+DNA 
DNA-+Protein 

At the present time tho first two of these have only been 
shown in certain virus-infected cells. As far as I know 
there is no evidence for the third except in a special cell-
free system containing neomycin8 , though by a trick it 
could probably be ma.de to happen, using n eomycin, in an 
intact bacterial cell. 

Unknown Transfers 
These aro the three transfers which the central dogma 

postulates never occur: 
Protein-+Protein 
Protein-+DNA 
Protein-+RNA 

Stated in this way it is clear that the special transfers 
a.re those about which there is the most uncertainty. It 
might indeed have "profound implications for molecular 
biology" 1 if any of these special transfers could bo shown 
to be general, or-if not in all cells-at least to be widely 
distributed. So far, however, there is no evidence for the 
first two of these except in a cell infected with an RNA 
virus. In such a cell the central dogma demands that at 
least one of the first two special transfers should occur-
this statement, incidentally, shows the power of tho 
central dogma in making theoretical predictions. Nor, as 
I have indicated, is there any good theoretical reason why 
the transfer RNA-DNA should not, sometimes bo used. 
I have never suggested that it cannot occur, nor, as far as 
I know, have any of my colleagues. 

Although the details of the classificat,ion proposed here 
are plausible, our knowledge of molecular biology, even 
in one cell-kt alone for a ll tho organisms in nature-
is still far too incomplete to allow us to assert dogmatically 
that it is correct. (There is, for example, the problem of 
the chemical nature of the agent, of the disease scrapie: 

© 1970 Nature Publishing Group
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Central Dogma of Molecular Biology 
by 
FRANCIS CRICK 
MRC Laboratory of Molecular Biology, 
Hills Road, 
Cambridge CB2 2QH 

The central dogma of molecular biology deals with the detailed 
residue-by-residue transfer of sequential information. It states 
that such information cannot be transferred from protein to either 
protein or nucleic acid. 

"The central dogma, enunciated by Crick in 1958 and the 
keystone of molecular biology ever since, is likely to prove a 
considerable over-simpllflcation." 

THIS quotation is taken from the beginning of an unsigned 
article1 headed "Central dogma reversed", recounting the 
very important work of Dr Howard Temin2 and others• 
showing that an RNA tumour virus can use viral RNA 
as a template for DNA synthesis. '£his is not the first 
time that the idea of the central dogma has boen mis-
understood, in one way or another. In this article I 
explain why the term was originally introduced, its true 
meaning, and state why I think that, properly under-
stood, it is still an idea of fundamental importance. 

The central dogma was put forward• at a period when 
much of what we now know in molecular genetics was not 
established. All we had to work on were certain frag-
mentary experimental results , themselves often rather 
uncertain and confused, and a boundless optimism that 
the basic concepts involved were rather simple and 
probably much the same in all living things. In such a 
situation well constructed theories can play a really useful 
part in stating problems clearly and thus guiding experi-
ment. 

The two ctintral concepts which had been produced, 
originally without any explicit statement of the simplifica-
tion being introduced, were those of sequential infonnation 
and of defined alphabets. Neither of these steps was 
trivial. Because it was abundantly clear by that time 
that a protein had a well defined three dimensional struc-
ture, and that its activity depended crucially on this 
structure, it was necessary to put the folding-up process 
on one side, and postulate that , by and large, the poly-
peptide chain folded itself up. This temporarily reduced 
thfl central problem from a three dimensional one to a 
one dimensional one. It was also necessary to argue 
that in spite of the miscellaneous list of amino-acids 
found in proteins (as then given in all biochemical text-
books) some of them, such as phosphoserine, were second-
ary modifications ; and that there was probably a universal 
set of twenty used throughout nature. In the samo way 
minor modifications to the nucleic acid bases were ignored; 
nra.cil in RN A was considered to be informationally 

n 
DNA 

/~ 
RNA ____ PROTEIN u u 

Fii;. 1. The arrows show all the possible simple transfers between the 
three familiea of polymers. They represent the directional flow of 

detailed oequence !nfol'mation. 

analogous to thymine in DNA, thus giving four standard 
symbols for the components of nucleic acid. 

The principal problem could then be stated as the 
formulation of the general rules for information transfer 
from one polymer with a defined alphabet to anothor. 
This could be compactly represented by the diagram of 
Fig. 1 (which was actually drawn at that time, though I 
am not sure that it was ever published) in which all 
possible simple transfers were represented by arrows. 
The arrows do not, of course, represent the fiow of matter 
but the directional flow of detailed, residue-by-residue, 
sequence information from ono polymer molecule to 
another. 

Now if all possible transfers commonly occurred it 
would have been almost impossible to construct useful 
theories. Nevertholess, such theories were part of our 
everyday discussions. This was because it was being 
tacitly assumed that certain transfers could not occur. 
It occurred to me that it would be wise to :state these 
preconceptions explicitly. 

n 
DNA 

/1\\ 
RNA PROTEIN u 

l<'ig. 2. The arrows show the situation as it seemed in 1958. Solid arrows 
represent probable transfers, dotted arrows possible transfers. The 
absent arrows (compare J!'ig. 1) represent the impossible transfers 
postulated by the central dogma. They are the three possible arrows 

starting from protein. 

A little analysis showed that the transfer could be 
divided roughly into three groups. The first group was 
those for which some evidence, direct or indirect, smimed 
to exist. These are shown by the solid arrows in Fig. 2. 
They wore: 

I (a) DNA-DNA 
I (b) DNA-RNA 
I (c) RNA-Protein 
I (d) RNA-+RNA 

The last of these transfers was presumed to occur because 
of the existence of RNA viruses. 

Next there were two transfers (Rhown in Fig. 2 as dntted 
arrows) for which there was neither any experimental 
evidence nor any strong th,;orot-ical requirPrnent. 'l'hey 
were 
II (a) RNA-+DNA (see the reference to Tomin's work2 ) 

II (b) DNA-Protein 
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2. Means of Transformation ("Head"):  
The "processing" is done by molecular machineries. 
◦ Read/Write Mechanism: Enzymes like DNA polymerase (reads a 

DNA template and writes a new strand) and RNA polymerase (reads 
DNA and writes RNA). Ribosomes (read an RNA and write 
polypeptide) 

Biological molecular computation
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Figure 3.2: Continued.
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Transcription is another key process in the Central Dogma and is 
intimately tied to the ability of cells to “make decisions” about which 
genes should be expressed and which should not at a given place within 
an organism at a given moment in time. The basal transcription apparatus 
is an assembly of a variety of factors surrounding the RNA polymerase 
holoenzyme. As shown in Figure 2, the core transcription machinery, like 
many oligomeric proteins, has a characteristic size of roughly 5 nm and a 
mass in E. coli of roughly 400 kDa (BNID 104927, 104925). Comparison of 
the machines of the central dogma between different organisms has been 
the most powerful example of what Linus Pauling referred to as using 
“molecules as documents of evolutionary history”. Polymerases have 
served in that capacity and as such the prokaryotic and eukaryotic 
polymerases are contrasted in Figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Comparison of the structures of the RNA polymerase and ribosomes from 

prokaryotic and eukaryotic (in this case yeast) organisms. The yeast ribosome at 3.3 MDa 

is intermediate between the bacterial ribosome at about 2.5 MDa and the mammalian 

ribosome at 4.2 MDa (BNID 106865). The notations in parenthesis are the PDB database 

names for the protein structures shown. 
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mRNA transcripts

RNA
polymerase

1 kb

ribosome

Figure 4.58: Electron microscopy image of the process of transcription. In
classic experiments culminating in Miller spreads, genes that are in the process
of being transcribed can be seen as Christmas tree structures. The schematic
illustrates how simultaneous transcription from single genes gives rise to such
structures.

of this initiation process.

Over the last fifty years, a plethora of methods have been developed to
either infer or directly visualize the dynamical regulation of this first step in
the central dogma. For example, Figure 4.58 features so-called Miller spreads
which quantify the progression of RNA polymerase along a gene using electron
microscopy. As shown in Figure 4.59, this technique revealed the existence of the
sporadic episodes of transcriptional activity, nowadays known as transcriptional
bursts that were already introduced in Section 3.6 (p. 186). Another approach to
quantify the degree of transcriptional initiation is to fluorescently label nascent
RNA in fixed tissue using FISH as shown in Figure 4.18 (p. 255), or in live
cells using techniques such as MS2 as shown in Figure 4.56 (p. 305). Finally,
genome-wide approaches based on high-throughput DNA sequencing, which will
be introduced in Section 4.8 (p. 319), make it possible to infer rates of initiation
for many genes simultaneously.
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What is faster, transcription or 
translation?  
 
 
 
 
Transcription, the synthesis of mRNA from DNA, and translation, the 
synthesis of protein from mRNA, are the main pillars of the central dogma 
of molecular biology. How do the speeds of these two processes compare? 
This question is made all the more interesting as a result of observations 
like those shown in Figure 1, namely, the existence of the beautiful 
“Christmas tree” structures observed in E. coli using electron microscopy. 
These stereotyped structures reflect the simultaneous transcription and 
translation of the same gene and raise the question of how the relative 
rates of the two processes compare making such synchronization of these 
two disparate processes possible. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Electron microscopy image of simultaneous transcription and 

translation. The image shows bacterial DNA and its associated mRNA 

transcripts, each of which is occupied by ribosomes. (Adapted from O. L. 

Miller et al., Science 169:392, 1970.) 

 

Figure 2: Back of the envelope calculation comparing the rates of 

transcription and translation showing they are effectively very similar. nt 

denotes nucleotides, i.e. bases.  
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Figure 12.11

Fidelity in protein synthesis. Many differ-
ent species of tRNA are competing for the
same site within the ribosome. Only one
of those species is the correct one.

mRNA

5′ 3′

tRNA RECOGNITION tRNAs

ribosome

E P A

equilibrium, where, depending upon concentrations and interaction energies,
the system adopts a distribution of all products and reactants, as shown in
Figure 12.13(A). The second example shown in Figure 12.13(B) is very familiar
from biological cartoons in which a specific linear order of processes unfolds.
The distinction between these two examples is revealed by an everyday analogy
of what has been called “socks before shoes” kinetics, as shown in Figure 12.14.
The final example in Figure 12.13(C) is branched assembly, such as the assem-
bly of viruses, shown in Figure 12.15. In this case, several parts must ultimately
be put together in some order, and each of the pieces to that eventual assembly
themselves assemble by some linear pathway.

In processes such as the assembly of the ribosome or viruses, there is a
definite and required progression. Recall that the ribosome is an enormous
macromolecular complex with a mass in excess of 2 MDa and consisting of
both RNA and proteins. The two primary rRNAs are complemented by on the
order of 50 distinct proteins that together make the protein factory responsi-
ble for polypeptide bond formation. Interestingly, as the result of the constant
labors of generations of researchers and techniques, the ribosome is known to
assemble according to a strict molecular ballet.

Perhaps even more amazing is the sequential assembly of the bacterial
viruses known as bacteriophages, shown in Figure 12.15. For tailed bacterio-
phages like that illustrated, we see that the capsid and the tail structure are
assembled independently, and only after the DNA genome has been packaged
into the capsid does the tail get added to the virion.

Many of the conformational changes that drive cellular responses like those
described in the previous few sections of this chapter are effectively irreversible.
We have seen other examples throughout the book, as well. For example, the
Janus transcription factors described in chapter 8 (p. 299) behave as activators or
repressors depending upon the cleavage (essentially irreversible) of part of the
protein. Similarly, as we saw in our discussion of nucleosomes, their free-energy
landscape can be altered through the action of energy-consuming enzymes that
impose posttranslationalmodifications that send the protein into some “perma-
nent” different conformational state that can be undone only through the action
of some other energy-consuming process.

-1—
0—

+1—
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Figure 1.4: Cracking the first genetic code. (A) How are the letters in the DNA
alphabet related to the letters in the protein alphabet? (B) Classic experiments
of Nirenberg and Matthaei used synthetic mRNAs such as the famous poly-U
chain shown here. Using radioactively labeled amino acids, they were able to
determine that UUU coded for phenylalanine. By using 20 distinct bacterial
extracts, each of which had only one of the 20 amino acids labeled as well as
the synthetic poly-U mRNA, they looked to see if any of the tubes harbored ra-
dioactive polypeptides. For the case of poly-U, a polypeptide of phenylalanines
was discovered. Experiments such as these established the genetic code shown
in Figure 1.5.
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pairs (length of nucleotide ≈0.3 nm, BNID 103777), equivalent to ≈20 aa. 
The rate of translation is about 20 aa/sec. It thus takes at least one second 
for a ribosome to move along its own physical size footprint over the 
mRNA implying a maximal overall translation rate of E=1 s-1 per 
transcript.  
 
 
The effective degradation rate arises not only from degradation of 
proteins but also from a dilution effect as the cell grows. Indeed, of the two 
effects, often the cell division dilution effect is dominant and hence the 
overall effective degradation time, which takes into account the dilution, 
is about the time interval of a cell cycle, τ. We thus have α = 1/τ.  
In light of these numbers, the ratio p/m is therefore 1 s-1/(1/τ)= τ. For 
E. coli, τ is roughly 1000 s and thus p/m~1000. Of course if mRNA are not 
transcribed at the maximal rate the ratio will be smaller. Let’s perform a 
sanity check on this result. Under exponential growth at medium growth 
rate E. coli is known to contain about 3 million proteins and 3000 mRNA 
(BNID 100088, 100064). These constants imply that the protein to mRNA 
ratio is ≈1000, precisely in line with the estimate given above. We can 
perform a second sanity check based on information from previous 
vignettes. In the vignette on “What is heavier an mRNA or the protein it 
codes for?” we derived a mass ratio of about 10:1 for mRNA to the proteins 
they code for. In the vignette on “What is the macromolecular composition 
of the cell?” we mentioned that protein is about 50% of the dry mass in E. 
coli cells while mRNA are only about 5% of the total RNA in the cell which 
is itself roughly 20% of the dry mass. This implies that mRNA is thus about 
1% of the overall dry mass. So the ratio of mRNA to protein should be 
about 50 times 10, or 500 to 1. From our point of view, all of these sanity 
checks hold together very nicely.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Ribosomes on mRNA as beads on a 
string (from: 
http://bass.bio.uci.edu/~hudel/bs99a/lecture23/lect
ure4_2.html) 
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A similar phenomenon is readily observed by scholars studying
manuscripts from the era before the widespread use of the printing
press. Manuscripts were usually housed in monasteries and labo-
riously copied by hand by generations of industrious monks who
would pass their copies to other monastery libraries. No matter how
conscientious the monk, an occasional mistake would appear in a
manuscript, which would then be perpetuated by subsequent monks
accurately copying the erroneous copy. Similarly, DNA is copied dur-
ing each round of cell division and mistakes are perpetuated by
further rounds of copying. These occasional mistakes are one of the
raw materials on which the pitiless engine of natural selection oper-
ates to generate evolutionary diversity. Here we will consider in a
quantitative way exactly when and how these copying mistakes arise.
As we have emphasized previously, copying errors are by no means
the only mechanism generating important DNA sequence alterations.
We are focusing on this particular mechanism in part because there
is a reasonably satisfying explanation for why certain kinds of errors
occur at the observed rates that can be framed in the language of
statistical mechanics developed throughout the book.

21.5.1 Keeping It Specific: Beating Thermodynamic Specificity

The Specificity of Biological Recognition Often Far Exceeds the Limit
Dictated by Free-Energy Differences

One of the most remarkable features of many biological recogni-
tion events is their very high specificity. In particular, often the
reactions involving either polymerization by monomers of diffierent
species (such as DNA replication and protein translation) or recogni-
tion (such as phosphorylation) take place with much higher fidelity
than is expected on the basis of simple thermodynamic reasoning. For
example, in the case of DNA replication, measured error rates are of
the order of 10×9, while in the case of translation, the error rates are
of the order of 10×4. In the following discussion, we illustrate why
such rates exhibit higher fidelity than one would expect on the basis
of thermodynamics.

ribosome

tRNA

protein

mRNA

Figure 21.33: Translation in an HP
world. In this hypothetical mechanism,
mRNA has only two letters (codons),
which can recognize two species of
tRNA carrying either the H or P amino
acids.

mRNA

(A)

(B)

mRNA

ecorr

eerr

Figure 21.34: Energetics of tRNA and
mRNA interaction. The figure shows a
toy model of the recognition event
between tRNA and mRNA in which
correct and incorrect recognition are
assigned different energies. (A) The
correct tRNA anticodon binds to its
codon partner on the mRNA with an
energy σcorr. (B) The incorrect tRNA
anticodon binds to its codon partner
on the mRNA with an energy σerr.

As an exercise to illustrate the limits of thermodynamic specificity,
consider the simplified model of translation shown in Figure 21.33. We
consider the case in which there are only two codons in the nucleic
acid alphabet (1 and 0) and two corresponding letters in the amino
acid alphabet (H and P for “hydrophobic” and “polar,” respectively).
The tRNA charged with an H residue has the anticodon 1̄ while that
charged with the P residue has the anticodon 0̄. We examine the prob-
ability that the incorrect amino acid would be incorporated as a result
of the binding of a 1 codon on the mRNA with the 0̄ on the tRNA,
for example. For simplicity, consider the case in which the energies
associated with the 1–1̄ and the 0–0̄ bonds are equal and given by
σcorr (“corr” for correct) while the energies associated with the incor-
rect bonds 0–1̄ and 1–0̄ are given by σerr (“err” for error) as shown in
Figure 21.34.

Within this model, we can compute the probability of correct and
incorrect incorporations by appealing to a lattice model like that
shown in Figure 21.35. We consider a box with a single mRNA-binding
site (that is, codon) for the H tRNA, LH tRNAs charged with H as their
amino acid cargo, and LP tRNAs charged with P as their amino acid
cargo. The goal of our statistical mechanical calculation is to compute
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Transcription is another key process in the Central Dogma and is 
intimately tied to the ability of cells to “make decisions” about which 
genes should be expressed and which should not at a given place within 
an organism at a given moment in time. The basal transcription apparatus 
is an assembly of a variety of factors surrounding the RNA polymerase 
holoenzyme. As shown in Figure 2, the core transcription machinery, like 
many oligomeric proteins, has a characteristic size of roughly 5 nm and a 
mass in E. coli of roughly 400 kDa (BNID 104927, 104925). Comparison of 
the machines of the central dogma between different organisms has been 
the most powerful example of what Linus Pauling referred to as using 
“molecules as documents of evolutionary history”. Polymerases have 
served in that capacity and as such the prokaryotic and eukaryotic 
polymerases are contrasted in Figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Comparison of the structures of the RNA polymerase and ribosomes from 

prokaryotic and eukaryotic (in this case yeast) organisms. The yeast ribosome at 3.3 MDa 

is intermediate between the bacterial ribosome at about 2.5 MDa and the mammalian 

ribosome at 4.2 MDa (BNID 106865). The notations in parenthesis are the PDB database 

names for the protein structures shown. 
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What is a computational machine?

• Computational process:  
A formally defined, step-by-step transformation of information (or state) according to a 
set of precise, unambiguous rules.

Turing, A. M. Proc. Lond. Math. Soc. s2–42, 230–265 (1936).

Tape (infinite) 
Reading/writing Head 
State register: variable configuration 
Transition table: rules

• Requirements (eg. Turing machine):

1. Representation of information (Tape) 

2. Transformation (Head) : read, write, and change system’s state (according to algorithm). 

3. Control (Program/Rules): sequence operations

NB: It doesn’t matter how it is instantiated (gears, transistors, etc)

◦ IF the device is in State X AND it reads Symbol Y,

◦ THEN it should write Symbol Z, change to State W, and move the 

read/write mechanism (e.g., move left or right).
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3. Means of Control (the "Program"):  
IF a specific transcription factor (input) is present (State X), 

▪AND it binds to a specific DNA sequence (reads Symbol Y), 
▪THEN it recruits RNA polymerase to write an mRNA molecule (Symbol Z), thereby changing the 

state of the cell. 

✐
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Figure 8.4

The processes of the central dogma including transcriptional regulation. The process of transcription is o!en controlled by transcrip-
tion factors which can either tune the rate of transcription down (repression) or up (activation).

bind theDNAand up- or downregulate the transcription rate relative to its basal
levels. In particular, we see there are classes of molecules known as repressors
that inhibit the ability of RNA polymerase to make RNA. In addition, there
are molecules that “recruit” the polymerase to some gene that are subject to
upregulation.

The original hypotheses about the mechanism of transcriptional regulation
focused on what is sometimes known as the repressor-operator model. This
simple model envisioned all genes as being controlled by the binding of repres-
sors. The gene would be o" when the repressor was bound and on when the
repressor was absent. Interestingly, many of the insights of the early days of
molecular biology focused on those features of biological systems that were in
some sense universal, such as the processes of the central dogma and the ubiq-
uitous usage of similar metabolic pathways. In the repressor-operator model,
Monod suspected that once again there would be a universal mechanism, this
time for how genes are regulated, namely, by the binding of repressors to pro-
moters at sites known as the operator and which shut those genes down for
business. Over time, mounting evidence suggested a di"erent kind of transcrip-
tional control than the repressor-operator mechanism, namely, positive control
by activators. The idea of activation is that a genewould be “on” only in the pres-
ence of positive control, in which the gene of interest was licensed to transcribe
because of activator binding.

In a revealing article about the operon model, Beckwith (2011) notes: “It
was not until the work of Ellis Englesberg and his coworkers on the genes
determining arabinose metabolism that a true challenge to the universality of
repressor-operator control appeared. While others presented genetic evidence
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Figure 19.2: Regulatory proteins in
the Drosophila embryo. The
anterior–posterior (A–P) patterning of
the fruit fly is dictated by genes that are
controlled by spatially varying
concentrations of transcription factors.
(A) Schematic of the main transcription
factors involved in the regulation of
stripe 2 of expression of the
even-skipped gene (eve). (B) Regulatory
region of the stripe 2 of the
even-skipped gene where the binding
sites for each transcription factor have
been identified. The binding site color
on the DNA corresponds to the
transcription factor color in (A).
(C) Spatial profile of the morphogen
gradients measured using
immunofluorescence. The purple
shaded region corresponds to the
striped region shown in (D).
(D) Resulting pattern of expression of
the regulatory region shown in (B).
(B, Adapted from S. Small et al., EMBO J.
11:4047, 1992.; C, adapted from E.
Myasnikova et al., Bioinformatics 17:3,
2001; D, adapted from S. Small et al.,
Dev. Biol. 175:314, 1996.)
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different regulatory mechanisms are shown in Figure 6.7 (p. 245). For
the purposes of the present discussion, we will focus on one of the
most common regulatory mechanisms, namely, transcriptional con-
trol, where the key decision that is made is whether or not to produce
mRNA.

Gene Expression Is Measured Quantitatively in Terms of How Much,
When, and Where

One of our main arguments is that gene expression is a subject that
has become increasingly quantitative. In particular, it is now common
to measure how much a given gene is expressed, when it is expressed,
and where it is expressed. To carry out such measurements, there are
a number of useful tools.
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Experiments Behind the Facts: Measuring Gene Expression
Quantitative measurement of gene expression can be made

at many stages between the decision to start transcription and
the emergence of a functional protein product. As noted earlier,
such measurements have provided a quantitative window on
how much a given gene is expressed, where it is expressed
spatially, and when.

One important way to characterize the activity of a gene
is by virtue of its protein products. In particular, if the gene
product has enzyme activity, that activity can be assayed as a
reporter of the extent to which the gene has been expressed
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Figure 19.2: Regulatory proteins in
the Drosophila embryo. The
anterior–posterior (A–P) patterning of
the fruit fly is dictated by genes that are
controlled by spatially varying
concentrations of transcription factors.
(A) Schematic of the main transcription
factors involved in the regulation of
stripe 2 of expression of the
even-skipped gene (eve). (B) Regulatory
region of the stripe 2 of the
even-skipped gene where the binding
sites for each transcription factor have
been identified. The binding site color
on the DNA corresponds to the
transcription factor color in (A).
(C) Spatial profile of the morphogen
gradients measured using
immunofluorescence. The purple
shaded region corresponds to the
striped region shown in (D).
(D) Resulting pattern of expression of
the regulatory region shown in (B).
(B, Adapted from S. Small et al., EMBO J.
11:4047, 1992.; C, adapted from E.
Myasnikova et al., Bioinformatics 17:3,
2001; D, adapted from S. Small et al.,
Dev. Biol. 175:314, 1996.)
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different regulatory mechanisms are shown in Figure 6.7 (p. 245). For
the purposes of the present discussion, we will focus on one of the
most common regulatory mechanisms, namely, transcriptional con-
trol, where the key decision that is made is whether or not to produce
mRNA.

Gene Expression Is Measured Quantitatively in Terms of How Much,
When, and Where

One of our main arguments is that gene expression is a subject that
has become increasingly quantitative. In particular, it is now common
to measure how much a given gene is expressed, when it is expressed,
and where it is expressed. To carry out such measurements, there are
a number of useful tools.
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Experiments Behind the Facts: Measuring Gene Expression
Quantitative measurement of gene expression can be made

at many stages between the decision to start transcription and
the emergence of a functional protein product. As noted earlier,
such measurements have provided a quantitative window on
how much a given gene is expressed, where it is expressed
spatially, and when.

One important way to characterize the activity of a gene
is by virtue of its protein products. In particular, if the gene
product has enzyme activity, that activity can be assayed as a
reporter of the extent to which the gene has been expressed
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3. Means of Control (the "Program"): The sequence of operations is controlled by 
regulatory networks. 

◦This is governed by gene regulatory networks and signalling pathways. 

R. Phillips, J. Kondev, J. Thériot & H. Garcia. 
Physical Biology of the Cell (Garland Science) 2012
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A framework to disentangle in complex processes: 

• The purpose/function (why): computational level 

• The strategy (how):                  algorithmic level 

• The biology/physics (what):   implementational level 

David Marr (1945-1980) 

Computational neurosciences
VISION

David Marr

FOREWORD BY 

Shimon Ullman
AFTERWORD BY 

Tomaso Poggio

VISION
A Computational Investigation 
into the Human Representation 

and Processing of Visual Information

David Marr

The MIT Press
Cambridge, Massachusetts

London, England

Marr’s Tri-level of analysis

1982, Vision, David Marr 
W. H. Freeman and Company 
2010: MIT press (re-published)
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1.The Computational Level 
(« What for » or « Why ») 

• Goal: Identify the abstract computational problem the system is solving 

• Questions:  
What is the task, the goal of the computation? What is the function? 
What are the constraints imposed on the system (speed, energy consumption, sensitivity to 
noice etc) 

• Focus: The function associated with a given process. 
This level is about the problem itself, independent of any specific algorithm or hardware. 



Marr’s Tri-level of analysis
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2.The Algorithmic & Representational Level (« How ») 
• Specify the representation for the input and output 
There is usually a wide range of possible representations.  

The input and output need not have the same representation: ex. Fourier transform: time domain as 
input, frequency domain as output.  

• Decimal (54): 5 tens + 4 ones = (5 × 101) + (4 × 100)

• Binary (110110): 1 thirty-two + 1 sixteen + 0 eights + 1 four + 1 two + 0 ones = (1 × 25) + (1 × 24) + (0 × 23) + (1 × 22) + (1 × 21) + (0 × 20)


So, 54₁₀ = 110110₂
• Continuous (real #, or physical quantities, eg. Volt, Pa) vs Discrete (eg. binary #) variables: analog vs digital computation. 

• Information processing strategy. 
• The algorithm (the step-by-step procedure) transforms the input representation into the output 

representation. 
• Defines the rule-based processing. 
Different algorithms may exist for a given representation: choice depends on emphasis on eg. 
speed, robustness etc, or any other constraints defined in the computational level.  
Could also be influenced by implementation.  
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3.The Implementational Level 
• Goal: Explain how the algorithm is physically realized. 
• Questions: How is the algorithm and the representations physically implemented in 

hardware? What are the biological or mechanical structures that carry out the computation? 
• Focus: The physical and chemical substrate (e.g., neurons, synapses, silicon chips, proteins). 

>>The 3 levels are largely independent.  
Different physical implementations are possible: 
Mechanical computation, vs Electronic computation, vs Molecular computation, vs Cellular computation

(fig. S5). In all tested cases, the output went to
the correct ON or OFF state. A three-OR cascade
(fig. S6, A and B) and a four-OR cascade (fig. S6,
C and D) also worked. The delay time required
for circuit computation increased linearly with
the number of layers (Fig. 3A). However, once
the threshold for the output gate was exceeded,
the signal increased at roughly the same rate as
in the smaller circuit (Fig. 3B). In a circuit with
four layers, two AND gates, and three OR gates,
with 12 different combinations of inputs, the
output went to clear and correct ON or OFF
states in 8 hours (Fig. 3C).

Because integrating gates support multiple
inputs and amplifying gates support multiple
outputs, logic gates built from a pair of them can
easily support fan-in and fan-out. In a circuit with
a four-input OR gate, only when all inputs from
the upstream OR gates were OFF did the output

stay OFF (Fig. 3D). In a circuit with a four-output
OR gate, each output copied the correct logic
from the upstream OR gate (Fig. 3E). Circuits
with a four-input AND gate and a four-output
AND gate are shown in fig. S8C and fig. S9C,
respectively.

To demonstrate a digital circuit with an inter-
esting function, we built a circuit that computes
the floor of the square root of a four-bit binary
number (Fig. 4A). It is not an optimized digital
logic circuit; it is designed to showcaseAND,OR,
NOT, NAND, NOR, fan-in, and fan-out of logic
gates, aswell as fan-out of input signals. NOTgates
are difficult to implement directly using represen-
tations where the ON or OFF state of an input is
determined by the presence or absence of a single
DNA species: A circuit might compute a false
output before all input strands are added, because
NOT gates already produce ON signals in the

absence of their inputs, and for use-once circuits
(such as seesaw circuits), computations cannot
be undone. Therefore, we use dual-rail logic (fig.
S10B). Each input is replaced by a pair of inputs,
representing logic ON and OFF separately. Each
logic gate is replaced by a pair of AND or OR
gates. (Taking the NOR gate as an example, out-
put being OFF is the OR of both inputs being
ON; output being ON is the AND of both inputs
being OFF.) Initially, the pair of inputs is absent,
indicating that the logic value of this signal is un-
known. At the beginning of computation, one in-
put of the pair will be added, indicating either
logic ON orOFF. In this way, no computationwill
take place before the input signals arrive. With
dual-rail logic, any AND-OR-NOTcircuit can be
transformed into an equivalent circuit with AND
or OR gates only. Then, anyAND-OR circuit can
be further transformed into an equivalent seesaw

Fig. 4. A square-root circuit implemented with the seesaw DNA motif. (A)
A digital logic circuit that computes the floor of the square root of four-bit
binary numbers. (B) Abstract diagram of the seesaw circuit that is equiv-
alent to the square-root digital logic circuit. x0i and x1i are dual-rail inputs
of xi, and they represent logic OFF and ON, respectively (the same rule
applies to the outputs). Each pair of seesaw gates implements an AND (∧)
or OR (∨) gate. Each pair of dual-rail AND or OR gates implements one
ANDNOT, OR, NAND, or NOR gate. Red dots indicate positive red numbers,
specifying initial relative concentrations of free or bound signals; red cir-
cles indicate negative red numbers, specifying initial relative concentra-

tions of thresholds or reporters. An example of a two-input, two-output OR
gate is highlighted; full details are provided in fig. S10. (C) Kinetics
experiments of the square-root circuit with all combinations of inputs from
0000 to 1111. All 16 plots are shown separately in fig. S11. (D) Kinetics
experiments that compute the square roots of 0, 1, 4, and 9. Trajectories
and their corresponding outputs have matching colors. Dotted and solid
lines indicate dual-rail outputs that represent logic OFF and ON, respec-
tively. Sequences of strands are listed in tables S4 to S7. Experiments were
performed at 25°C, 1× = 50 nM, and 0.1× was used for OFF and 0.9× for
ON inputs.
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esting function, we built a circuit that computes
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logic circuit; it is designed to showcaseAND,OR,
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are difficult to implement directly using represen-
tations where the ON or OFF state of an input is
determined by the presence or absence of a single
DNA species: A circuit might compute a false
output before all input strands are added, because
NOT gates already produce ON signals in the

absence of their inputs, and for use-once circuits
(such as seesaw circuits), computations cannot
be undone. Therefore, we use dual-rail logic (fig.
S10B). Each input is replaced by a pair of inputs,
representing logic ON and OFF separately. Each
logic gate is replaced by a pair of AND or OR
gates. (Taking the NOR gate as an example, out-
put being OFF is the OR of both inputs being
ON; output being ON is the AND of both inputs
being OFF.) Initially, the pair of inputs is absent,
indicating that the logic value of this signal is un-
known. At the beginning of computation, one in-
put of the pair will be added, indicating either
logic ON orOFF. In this way, no computationwill
take place before the input signals arrive. With
dual-rail logic, any AND-OR-NOTcircuit can be
transformed into an equivalent circuit with AND
or OR gates only. Then, anyAND-OR circuit can
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Fig. 4. A square-root circuit implemented with the seesaw DNA motif. (A)
A digital logic circuit that computes the floor of the square root of four-bit
binary numbers. (B) Abstract diagram of the seesaw circuit that is equiv-
alent to the square-root digital logic circuit. x0i and x1i are dual-rail inputs
of xi, and they represent logic OFF and ON, respectively (the same rule
applies to the outputs). Each pair of seesaw gates implements an AND (∧)
or OR (∨) gate. Each pair of dual-rail AND or OR gates implements one
ANDNOT, OR, NAND, or NOR gate. Red dots indicate positive red numbers,
specifying initial relative concentrations of free or bound signals; red cir-
cles indicate negative red numbers, specifying initial relative concentra-

tions of thresholds or reporters. An example of a two-input, two-output OR
gate is highlighted; full details are provided in fig. S10. (C) Kinetics
experiments of the square-root circuit with all combinations of inputs from
0000 to 1111. All 16 plots are shown separately in fig. S11. (D) Kinetics
experiments that compute the square roots of 0, 1, 4, and 9. Trajectories
and their corresponding outputs have matching colors. Dotted and solid
lines indicate dual-rail outputs that represent logic OFF and ON, respec-
tively. Sequences of strands are listed in tables S4 to S7. Experiments were
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• Marr’s level of analysis: The Cash Register 
• Computational Level: The goal is to perform arithmetic addition. The theory is that of addition (e.g., 

commutativity: 5+2 = 2+5, associativity, existence of a zero and inverse (sum equals zero)). The 
constraint is that the output must be the sum of the inputs. 

• Algorithmic/Representational Level: 
Representation: Input numbers are represented as base-10 digits on a keypad or as digital binary 
values. The output is represented as a set of symbols on a paper tape or on an LCD screen. 
Algorithm: The specific step-by-step procedure. For example, it could use the algorithm learned in 
school (add the rightmost digits, carry the one, etc.) or it could use a different algorithm implemented 
in binary logic (e.g., a ripple-carry adder circuit). 

• Implementational Level: This is the physical hardware: the specific arrangement of silicon transistors, 
logic gates, wires, and a power source that physically perform the binary addition algorithm.  

A mechanical cash register would use gears and levers.

Marr’s Tri-level of analysis

1982, Vision, David Marr 
W. H. Freeman and Company 
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3. The Implementational Level: Molecular scale
• Goal: Rational design of chemical devices (logic gates) capable of chemical computation using DNA.  
• Approach: 

Leverages the high predictability of Watson-Crick nucleotide pairing. 
A DNA strand can serve as a signal when it is free, but is inhibited when it is bound to a complementary strand. 
Strand displacement allows the production of an output ssDNA signal given an input ssDNA signal.  

and therefore can be considered effectively unreactive. This is
because the complex L does not possess a single-stranded
complement to strand Y’s R domain, so Y cannot be easily
colocalized to complex L. Thus, the presence and properties of
the toehold domain are instrumental to the kinetic control of
DNA strand displacement reactions.5,53

Because of the toehold’s role in initiating strand displacement
reactions, strands can be rendered effectively unreactive if the
toehold domain is made inaccessible by toehold sequestering.
Toehold sequestering can be achieved in a number of ways, the
two most common of which are hybridization of the toehold to a
complementary domain9,15,16 and isolation of the toehold in a
short hairpin structure where helix formation is difficult6,52,55

(see Figure 1C). Programmed sequestering and subsequent
exposure of toehold domains allows precise control of order and
timing over the reactions and has been used in conjunction with
toehold-mediated strand displacement to construct molecular
motors,5,8,9 polymerization reactions,6,9 catalytic reactions,9,51,52 and
logic gates.15,48,49

Recently, the toehold exchange mechanism was introduced
as a method for improved control of strand displacement
kinetics.16 Toehold exchange is similar to toehold-mediated
strand displacement in that an invading strand (X) binds by a
toehold to initiate branch migration but differs from the latter
in that the incumbent strand (Y) possesses a unique toehold
that must spontaneously dissociate for the reaction to complete.
Expanding on the example strand displacement reaction in
Figure 1B, the toehold exchange reaction and mechanism that
we study experimentally is illustrated in Figure 1DE for an
invading toehold of length n and an incumbent toehold of length
m (m, n > 0): Strand X(m, n) binds to complex S via invading
toehold γn and displaces strand Y’s "m domain by branch
migration. Strand Y’s incumbent toehold "m then spontaneously
dissociates, yielding free strand Y and complex L(m, n). The
end result of the toehold exchange reaction is that the originally
active toehold γn is sequestered while the formerly sequestered(55) Green, S. J.; Lubrich, D.; Turberfield, A. J. Biophys. J. 2006, 91, 2966.

Figure 1. (A) DNA abstraction. A DNA complex (top) is typically abstracted as several directional lines, one for each strand, with bases identities shown. Here,
we abstract DNA strands and complexes one step further by grouping contiguous nucleotides into domains, functional regions of DNA that act as units in binding.
Because the principles and mechanisms studied in this paper are expected to be generalizable to most DNA sequences, we typically do not show the sequences of
DNA strands in figures. For sequences, refer to Table 1. (B) A toehold-mediated strand displacement reaction. The displacement of strand Y by strand X is facilitated
by strand X’s toehold domain γ. (C) Two examples of toehold sequestration. A strand of DNA can be rendered unreactive by inactivating its toehold domains. In
the figure, toehold γ is sequestered through isolation in a hairpin (middle) and through hybridization to a complementary domain (bottom). (D) A toehold exchange
reaction and its mechanism. Invading strand X(m, n) binds to substrate complex S by toehold γn (known as the invading toehold) to form intermediate I(m, n).
Intermediate I(m, n) represents all branch migration states in which Y is bound to more bases of "m than X(m, n). Intermediate I(m, n) rearranges to form intermediate
J(m, n), which analogously represents all states in which X(m, n) binds more bases of "m than Y. Domain "m (known as the incumbent toehold) spontaneously
dissociates, releasing products Y and L(m, n). The toehold exchange reaction is reversible, because strand Y can subsequently bind to complex L(m, n) via strand
Y’s toehold "m. (E) Comparison of various invading strands X(m, n). Strand X(m, n) is the concatenation of domains "m and γn and consequently has length
(b + n - m) nt, where b is the length of the full " domain. In a toehold exchange reaction using X(m, n), the invading toehold has length n and the incumbent
toehold has length m. For our experiments, we used three sets of invading toeholds, γn, γsn, and γwn. The sequence composition of the latter two are purely A/T’s
and purely G/C’s, respectively, to characterize the kinetics of toehold exchange given weak and strong toeholds, respectively. Substrates using γs are labeled Ss, and
inputs using γs are labeled Xs(m, n), and similarly for γ and γw. (F) Schematic of the experimental system used for rate measurements. Reporter complex R reacts
stoichiometrically with product Y to yield increased fluorescence.

Table 1. Domain Sequences

domain sequence length (nt)

R 5′- CCACATACATCATATT -3′ 16
" 5′- CCCTCATTCAATACCCTACG -3′ b ≡ 20
γs 5′- CCCGCCGCCG -3′ 10
γ 5′- TCTCCATGTCACTTC -3′ 15
γw 5′- ATTTATTATA -3′ 10
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we abstract DNA strands and complexes one step further by grouping contiguous nucleotides into domains, functional regions of DNA that act as units in binding.
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DNA strands in figures. For sequences, refer to Table 1. (B) A toehold-mediated strand displacement reaction. The displacement of strand Y by strand X is facilitated
by strand X’s toehold domain γ. (C) Two examples of toehold sequestration. A strand of DNA can be rendered unreactive by inactivating its toehold domains. In
the figure, toehold γ is sequestered through isolation in a hairpin (middle) and through hybridization to a complementary domain (bottom). (D) A toehold exchange
reaction and its mechanism. Invading strand X(m, n) binds to substrate complex S by toehold γn (known as the invading toehold) to form intermediate I(m, n).
Intermediate I(m, n) represents all branch migration states in which Y is bound to more bases of "m than X(m, n). Intermediate I(m, n) rearranges to form intermediate
J(m, n), which analogously represents all states in which X(m, n) binds more bases of "m than Y. Domain "m (known as the incumbent toehold) spontaneously
dissociates, releasing products Y and L(m, n). The toehold exchange reaction is reversible, because strand Y can subsequently bind to complex L(m, n) via strand
Y’s toehold "m. (E) Comparison of various invading strands X(m, n). Strand X(m, n) is the concatenation of domains "m and γn and consequently has length
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inputs using γs are labeled Xs(m, n), and similarly for γ and γw. (F) Schematic of the experimental system used for rate measurements. Reporter complex R reacts
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colocalized to complex L. Thus, the presence and properties of
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DNA strand displacement reactions.5,53

Because of the toehold’s role in initiating strand displacement
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toehold domain is made inaccessible by toehold sequestering.
Toehold sequestering can be achieved in a number of ways, the
two most common of which are hybridization of the toehold to a
complementary domain9,15,16 and isolation of the toehold in a
short hairpin structure where helix formation is difficult6,52,55

(see Figure 1C). Programmed sequestering and subsequent
exposure of toehold domains allows precise control of order and
timing over the reactions and has been used in conjunction with
toehold-mediated strand displacement to construct molecular
motors,5,8,9 polymerization reactions,6,9 catalytic reactions,9,51,52 and
logic gates.15,48,49
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strand displacement in that an invading strand (X) binds by a
toehold to initiate branch migration but differs from the latter
in that the incumbent strand (Y) possesses a unique toehold
that must spontaneously dissociate for the reaction to complete.
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we study experimentally is illustrated in Figure 1DE for an
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Figure 1. (A) DNA abstraction. A DNA complex (top) is typically abstracted as several directional lines, one for each strand, with bases identities shown. Here,
we abstract DNA strands and complexes one step further by grouping contiguous nucleotides into domains, functional regions of DNA that act as units in binding.
Because the principles and mechanisms studied in this paper are expected to be generalizable to most DNA sequences, we typically do not show the sequences of
DNA strands in figures. For sequences, refer to Table 1. (B) A toehold-mediated strand displacement reaction. The displacement of strand Y by strand X is facilitated
by strand X’s toehold domain γ. (C) Two examples of toehold sequestration. A strand of DNA can be rendered unreactive by inactivating its toehold domains. In
the figure, toehold γ is sequestered through isolation in a hairpin (middle) and through hybridization to a complementary domain (bottom). (D) A toehold exchange
reaction and its mechanism. Invading strand X(m, n) binds to substrate complex S by toehold γn (known as the invading toehold) to form intermediate I(m, n).
Intermediate I(m, n) represents all branch migration states in which Y is bound to more bases of "m than X(m, n). Intermediate I(m, n) rearranges to form intermediate
J(m, n), which analogously represents all states in which X(m, n) binds more bases of "m than Y. Domain "m (known as the incumbent toehold) spontaneously
dissociates, releasing products Y and L(m, n). The toehold exchange reaction is reversible, because strand Y can subsequently bind to complex L(m, n) via strand
Y’s toehold "m. (E) Comparison of various invading strands X(m, n). Strand X(m, n) is the concatenation of domains "m and γn and consequently has length
(b + n - m) nt, where b is the length of the full " domain. In a toehold exchange reaction using X(m, n), the invading toehold has length n and the incumbent
toehold has length m. For our experiments, we used three sets of invading toeholds, γn, γsn, and γwn. The sequence composition of the latter two are purely A/T’s
and purely G/C’s, respectively, to characterize the kinetics of toehold exchange given weak and strong toeholds, respectively. Substrates using γs are labeled Ss, and
inputs using γs are labeled Xs(m, n), and similarly for γ and γw. (F) Schematic of the experimental system used for rate measurements. Reporter complex R reacts
stoichiometrically with product Y to yield increased fluorescence.
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γ 5′- TCTCCATGTCACTTC -3′ 15
γw 5′- ATTTATTATA -3′ 10
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Toehold: a short single-stranded overhang region that initiates the strand displacement reaction and 
tunes the kinetics of strand displacement (via length of toehold).

D. Y. Zhang, E. Winfree, J. Am. Chem. Soc. 131, 17303 (2009).
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A DNA strand can serve as a signal when it is free, but is inhibited when it is bound to a complementary strand. 
Strand displacement allows the production of an output ssDNA signal given an input ssDNA signal.  
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we abstract DNA strands and complexes one step further by grouping contiguous nucleotides into domains, functional regions of DNA that act as units in binding.
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by strand X’s toehold domain γ. (C) Two examples of toehold sequestration. A strand of DNA can be rendered unreactive by inactivating its toehold domains. In
the figure, toehold γ is sequestered through isolation in a hairpin (middle) and through hybridization to a complementary domain (bottom). (D) A toehold exchange
reaction and its mechanism. Invading strand X(m, n) binds to substrate complex S by toehold γn (known as the invading toehold) to form intermediate I(m, n).
Intermediate I(m, n) represents all branch migration states in which Y is bound to more bases of "m than X(m, n). Intermediate I(m, n) rearranges to form intermediate
J(m, n), which analogously represents all states in which X(m, n) binds more bases of "m than Y. Domain "m (known as the incumbent toehold) spontaneously
dissociates, releasing products Y and L(m, n). The toehold exchange reaction is reversible, because strand Y can subsequently bind to complex L(m, n) via strand
Y’s toehold "m. (E) Comparison of various invading strands X(m, n). Strand X(m, n) is the concatenation of domains "m and γn and consequently has length
(b + n - m) nt, where b is the length of the full " domain. In a toehold exchange reaction using X(m, n), the invading toehold has length n and the incumbent
toehold has length m. For our experiments, we used three sets of invading toeholds, γn, γsn, and γwn. The sequence composition of the latter two are purely A/T’s
and purely G/C’s, respectively, to characterize the kinetics of toehold exchange given weak and strong toeholds, respectively. Substrates using γs are labeled Ss, and
inputs using γs are labeled Xs(m, n), and similarly for γ and γw. (F) Schematic of the experimental system used for rate measurements. Reporter complex R reacts
stoichiometrically with product Y to yield increased fluorescence.

Table 1. Domain Sequences

domain sequence length (nt)

R 5′- CCACATACATCATATT -3′ 16
" 5′- CCCTCATTCAATACCCTACG -3′ b ≡ 20
γs 5′- CCCGCCGCCG -3′ 10
γ 5′- TCTCCATGTCACTTC -3′ 15
γw 5′- ATTTATTATA -3′ 10
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and therefore can be considered effectively unreactive. This is
because the complex L does not possess a single-stranded
complement to strand Y’s R domain, so Y cannot be easily
colocalized to complex L. Thus, the presence and properties of
the toehold domain are instrumental to the kinetic control of
DNA strand displacement reactions.5,53

Because of the toehold’s role in initiating strand displacement
reactions, strands can be rendered effectively unreactive if the
toehold domain is made inaccessible by toehold sequestering.
Toehold sequestering can be achieved in a number of ways, the
two most common of which are hybridization of the toehold to a
complementary domain9,15,16 and isolation of the toehold in a
short hairpin structure where helix formation is difficult6,52,55

(see Figure 1C). Programmed sequestering and subsequent
exposure of toehold domains allows precise control of order and
timing over the reactions and has been used in conjunction with
toehold-mediated strand displacement to construct molecular
motors,5,8,9 polymerization reactions,6,9 catalytic reactions,9,51,52 and
logic gates.15,48,49

Recently, the toehold exchange mechanism was introduced
as a method for improved control of strand displacement
kinetics.16 Toehold exchange is similar to toehold-mediated
strand displacement in that an invading strand (X) binds by a
toehold to initiate branch migration but differs from the latter
in that the incumbent strand (Y) possesses a unique toehold
that must spontaneously dissociate for the reaction to complete.
Expanding on the example strand displacement reaction in
Figure 1B, the toehold exchange reaction and mechanism that
we study experimentally is illustrated in Figure 1DE for an
invading toehold of length n and an incumbent toehold of length
m (m, n > 0): Strand X(m, n) binds to complex S via invading
toehold γn and displaces strand Y’s "m domain by branch
migration. Strand Y’s incumbent toehold "m then spontaneously
dissociates, yielding free strand Y and complex L(m, n). The
end result of the toehold exchange reaction is that the originally
active toehold γn is sequestered while the formerly sequestered(55) Green, S. J.; Lubrich, D.; Turberfield, A. J. Biophys. J. 2006, 91, 2966.

Figure 1. (A) DNA abstraction. A DNA complex (top) is typically abstracted as several directional lines, one for each strand, with bases identities shown. Here,
we abstract DNA strands and complexes one step further by grouping contiguous nucleotides into domains, functional regions of DNA that act as units in binding.
Because the principles and mechanisms studied in this paper are expected to be generalizable to most DNA sequences, we typically do not show the sequences of
DNA strands in figures. For sequences, refer to Table 1. (B) A toehold-mediated strand displacement reaction. The displacement of strand Y by strand X is facilitated
by strand X’s toehold domain γ. (C) Two examples of toehold sequestration. A strand of DNA can be rendered unreactive by inactivating its toehold domains. In
the figure, toehold γ is sequestered through isolation in a hairpin (middle) and through hybridization to a complementary domain (bottom). (D) A toehold exchange
reaction and its mechanism. Invading strand X(m, n) binds to substrate complex S by toehold γn (known as the invading toehold) to form intermediate I(m, n).
Intermediate I(m, n) represents all branch migration states in which Y is bound to more bases of "m than X(m, n). Intermediate I(m, n) rearranges to form intermediate
J(m, n), which analogously represents all states in which X(m, n) binds more bases of "m than Y. Domain "m (known as the incumbent toehold) spontaneously
dissociates, releasing products Y and L(m, n). The toehold exchange reaction is reversible, because strand Y can subsequently bind to complex L(m, n) via strand
Y’s toehold "m. (E) Comparison of various invading strands X(m, n). Strand X(m, n) is the concatenation of domains "m and γn and consequently has length
(b + n - m) nt, where b is the length of the full " domain. In a toehold exchange reaction using X(m, n), the invading toehold has length n and the incumbent
toehold has length m. For our experiments, we used three sets of invading toeholds, γn, γsn, and γwn. The sequence composition of the latter two are purely A/T’s
and purely G/C’s, respectively, to characterize the kinetics of toehold exchange given weak and strong toeholds, respectively. Substrates using γs are labeled Ss, and
inputs using γs are labeled Xs(m, n), and similarly for γ and γw. (F) Schematic of the experimental system used for rate measurements. Reporter complex R reacts
stoichiometrically with product Y to yield increased fluorescence.

Table 1. Domain Sequences

domain sequence length (nt)

R 5′- CCACATACATCATATT -3′ 16
" 5′- CCCTCATTCAATACCCTACG -3′ b ≡ 20
γs 5′- CCCGCCGCCG -3′ 10
γ 5′- TCTCCATGTCACTTC -3′ 15
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and therefore can be considered effectively unreactive. This is
because the complex L does not possess a single-stranded
complement to strand Y’s R domain, so Y cannot be easily
colocalized to complex L. Thus, the presence and properties of
the toehold domain are instrumental to the kinetic control of
DNA strand displacement reactions.5,53

Because of the toehold’s role in initiating strand displacement
reactions, strands can be rendered effectively unreactive if the
toehold domain is made inaccessible by toehold sequestering.
Toehold sequestering can be achieved in a number of ways, the
two most common of which are hybridization of the toehold to a
complementary domain9,15,16 and isolation of the toehold in a
short hairpin structure where helix formation is difficult6,52,55
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exposure of toehold domains allows precise control of order and
timing over the reactions and has been used in conjunction with
toehold-mediated strand displacement to construct molecular
motors,5,8,9 polymerization reactions,6,9 catalytic reactions,9,51,52 and
logic gates.15,48,49

Recently, the toehold exchange mechanism was introduced
as a method for improved control of strand displacement
kinetics.16 Toehold exchange is similar to toehold-mediated
strand displacement in that an invading strand (X) binds by a
toehold to initiate branch migration but differs from the latter
in that the incumbent strand (Y) possesses a unique toehold
that must spontaneously dissociate for the reaction to complete.
Expanding on the example strand displacement reaction in
Figure 1B, the toehold exchange reaction and mechanism that
we study experimentally is illustrated in Figure 1DE for an
invading toehold of length n and an incumbent toehold of length
m (m, n > 0): Strand X(m, n) binds to complex S via invading
toehold γn and displaces strand Y’s "m domain by branch
migration. Strand Y’s incumbent toehold "m then spontaneously
dissociates, yielding free strand Y and complex L(m, n). The
end result of the toehold exchange reaction is that the originally
active toehold γn is sequestered while the formerly sequestered(55) Green, S. J.; Lubrich, D.; Turberfield, A. J. Biophys. J. 2006, 91, 2966.

Figure 1. (A) DNA abstraction. A DNA complex (top) is typically abstracted as several directional lines, one for each strand, with bases identities shown. Here,
we abstract DNA strands and complexes one step further by grouping contiguous nucleotides into domains, functional regions of DNA that act as units in binding.
Because the principles and mechanisms studied in this paper are expected to be generalizable to most DNA sequences, we typically do not show the sequences of
DNA strands in figures. For sequences, refer to Table 1. (B) A toehold-mediated strand displacement reaction. The displacement of strand Y by strand X is facilitated
by strand X’s toehold domain γ. (C) Two examples of toehold sequestration. A strand of DNA can be rendered unreactive by inactivating its toehold domains. In
the figure, toehold γ is sequestered through isolation in a hairpin (middle) and through hybridization to a complementary domain (bottom). (D) A toehold exchange
reaction and its mechanism. Invading strand X(m, n) binds to substrate complex S by toehold γn (known as the invading toehold) to form intermediate I(m, n).
Intermediate I(m, n) represents all branch migration states in which Y is bound to more bases of "m than X(m, n). Intermediate I(m, n) rearranges to form intermediate
J(m, n), which analogously represents all states in which X(m, n) binds more bases of "m than Y. Domain "m (known as the incumbent toehold) spontaneously
dissociates, releasing products Y and L(m, n). The toehold exchange reaction is reversible, because strand Y can subsequently bind to complex L(m, n) via strand
Y’s toehold "m. (E) Comparison of various invading strands X(m, n). Strand X(m, n) is the concatenation of domains "m and γn and consequently has length
(b + n - m) nt, where b is the length of the full " domain. In a toehold exchange reaction using X(m, n), the invading toehold has length n and the incumbent
toehold has length m. For our experiments, we used three sets of invading toeholds, γn, γsn, and γwn. The sequence composition of the latter two are purely A/T’s
and purely G/C’s, respectively, to characterize the kinetics of toehold exchange given weak and strong toeholds, respectively. Substrates using γs are labeled Ss, and
inputs using γs are labeled Xs(m, n), and similarly for γ and γw. (F) Schematic of the experimental system used for rate measurements. Reporter complex R reacts
stoichiometrically with product Y to yield increased fluorescence.
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colocalized to complex L. Thus, the presence and properties of
the toehold domain are instrumental to the kinetic control of
DNA strand displacement reactions.5,53

Because of the toehold’s role in initiating strand displacement
reactions, strands can be rendered effectively unreactive if the
toehold domain is made inaccessible by toehold sequestering.
Toehold sequestering can be achieved in a number of ways, the
two most common of which are hybridization of the toehold to a
complementary domain9,15,16 and isolation of the toehold in a
short hairpin structure where helix formation is difficult6,52,55
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exposure of toehold domains allows precise control of order and
timing over the reactions and has been used in conjunction with
toehold-mediated strand displacement to construct molecular
motors,5,8,9 polymerization reactions,6,9 catalytic reactions,9,51,52 and
logic gates.15,48,49

Recently, the toehold exchange mechanism was introduced
as a method for improved control of strand displacement
kinetics.16 Toehold exchange is similar to toehold-mediated
strand displacement in that an invading strand (X) binds by a
toehold to initiate branch migration but differs from the latter
in that the incumbent strand (Y) possesses a unique toehold
that must spontaneously dissociate for the reaction to complete.
Expanding on the example strand displacement reaction in
Figure 1B, the toehold exchange reaction and mechanism that
we study experimentally is illustrated in Figure 1DE for an
invading toehold of length n and an incumbent toehold of length
m (m, n > 0): Strand X(m, n) binds to complex S via invading
toehold γn and displaces strand Y’s "m domain by branch
migration. Strand Y’s incumbent toehold "m then spontaneously
dissociates, yielding free strand Y and complex L(m, n). The
end result of the toehold exchange reaction is that the originally
active toehold γn is sequestered while the formerly sequestered(55) Green, S. J.; Lubrich, D.; Turberfield, A. J. Biophys. J. 2006, 91, 2966.

Figure 1. (A) DNA abstraction. A DNA complex (top) is typically abstracted as several directional lines, one for each strand, with bases identities shown. Here,
we abstract DNA strands and complexes one step further by grouping contiguous nucleotides into domains, functional regions of DNA that act as units in binding.
Because the principles and mechanisms studied in this paper are expected to be generalizable to most DNA sequences, we typically do not show the sequences of
DNA strands in figures. For sequences, refer to Table 1. (B) A toehold-mediated strand displacement reaction. The displacement of strand Y by strand X is facilitated
by strand X’s toehold domain γ. (C) Two examples of toehold sequestration. A strand of DNA can be rendered unreactive by inactivating its toehold domains. In
the figure, toehold γ is sequestered through isolation in a hairpin (middle) and through hybridization to a complementary domain (bottom). (D) A toehold exchange
reaction and its mechanism. Invading strand X(m, n) binds to substrate complex S by toehold γn (known as the invading toehold) to form intermediate I(m, n).
Intermediate I(m, n) represents all branch migration states in which Y is bound to more bases of "m than X(m, n). Intermediate I(m, n) rearranges to form intermediate
J(m, n), which analogously represents all states in which X(m, n) binds more bases of "m than Y. Domain "m (known as the incumbent toehold) spontaneously
dissociates, releasing products Y and L(m, n). The toehold exchange reaction is reversible, because strand Y can subsequently bind to complex L(m, n) via strand
Y’s toehold "m. (E) Comparison of various invading strands X(m, n). Strand X(m, n) is the concatenation of domains "m and γn and consequently has length
(b + n - m) nt, where b is the length of the full " domain. In a toehold exchange reaction using X(m, n), the invading toehold has length n and the incumbent
toehold has length m. For our experiments, we used three sets of invading toeholds, γn, γsn, and γwn. The sequence composition of the latter two are purely A/T’s
and purely G/C’s, respectively, to characterize the kinetics of toehold exchange given weak and strong toeholds, respectively. Substrates using γs are labeled Ss, and
inputs using γs are labeled Xs(m, n), and similarly for γ and γw. (F) Schematic of the experimental system used for rate measurements. Reporter complex R reacts
stoichiometrically with product Y to yield increased fluorescence.
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the best-fit value of kf was the highest at 6 × 106 M-1 s-1. The
values kf ) 3 × 106 M-1 s-1 and kf ) 4 × 105 M-1 s-1 fit best
for substrates and inputs with the γ and γw toeholds, respectively.

In the sloped region, kr(γn) > kb, and we can approximate the
BM rate constant expression as:

Taking the logarithm (base 10) of the BM rate constant,

and it can be seen that the slope and y-intercept of Figure 3B are
predicted by the three-step model to be log10 e/RT ≈ 0.732 and
log10(kb(b - m)/2), respectively. Taking the 0.732 slope as a given,
the best-fit value of the y-intercept is calculated by Matlab to be
1.0. For toehold-mediated strand displacement, the length of
the branch migration is b - m ) 20 - 0 ) 20 nt, so the
corresponding best-fit value of kb is 1.0 s-1. This value of kb fit
well for all three sets of experiments as expected, because kb

should be dependent only on the branch migration domain "m,
which is the same for all three sets of experiments.

We do not currently have a good method of estimating kf

from first principles: The γs toehold possesses a kf about twice
as large as the γ toehold, and about twenty times as large as
the γw toehold. Thus, strong base-pairs seem to have a
disproportionate effect on determining kf. It is likely that kf

reflects the biophysics of hybridization nucleation.32,60,69

Toehold Exchange, m > 0. Experiments to characterize the
kinetics of toehold exchange are similar to those of toehold-
mediated strand displacement. Figure 4A shows the data and
simulations using the best-fit k{m, n}

73 for the experiments using
the set of inputs X(m, 7), where m ranges between 4 and 7.
The best-fit k{m, n} are plotted as dots in Figure 4B and compared
against the values of k{m, n} predicted by our three-step model,
using the value kf ) 3 × 106 M-1 s-1. The value of kb is
calculated as 1.0 × (b/(b - m))2 s-1 to account for changes in
the length of the branch migration region, in accordance with
previous unbiased random walk models of branch migration
kinetics.42,43 Notably, no new model parameters were fitted to
generate the model-predicted rates in Figure 4B.

(67) Flamm, C.; Hofacker, I. L. Monatsh. Chem. 2008, 139, 447.
(68) Sun, W.; Mao, C.; Liu, F.; Seeman, N. C. J. Mol. Biol. 1998, 282,

59.
(69) Yuan, B.; Zhuang, X.; Hao, Y.; Tan, Z. Chem. Commun. 2008, 48,

6600.
(70) Feller, W. An Introduction to Probability Theory and Its Applications;

John Wiley and Sons: Singapore, Singapore, 1958; chapter 5.

Figure 3. Toehold-mediated strand displacement experiments (m ) 0). Results presented in this figure also use domains γs and γw in place of domain γ
where specified. (A) Sample trajectories for n ) 5. S and R were initially in solution at the displayed concentrations, and X(0, 5) was added to solution at
t ≈ 0 to achieve the final concentration displayed. The black dotted lines labeled “fit” denote simulations of a bimolecular reaction with with the experimental
best-fit rate constant k{0, 5} ) 1.0 × 106 M-1 s-1, and the reporter reaction with rate constant krep ) 1.3 × 106 M-1 s-1. The black lines spanning A, B, and
C indicate that the three traces shown in A are represented by a single data point in B and C. (B) Summary of strand displacement rate constants plotted against the
invading toehold length n. The y-axis shows the base-10 logarithm of the experimental best-fit values (“fits”) and three-step model predicted values (“model”)
of ks{0, n}, k{0, n}, and kw{0, n}, expressed in M-1 s-1. (C) Summary of strand displacement rate constants plotted against the calculated binding energy of the
toehold. The orange line shows the asymptotic behavior predicted by the three-step model as kf approaches ∞.

Figure 4. Toehold exchange. All results presented in this figure use only domain γ (and not γs or γw). (A) Sample trajectories for n ) 7 for various m.
R and S were present in solution initially, and X(m, 7) was added at t ≈ 0. The black dotted lines labeled “fit” denote simulations of a bimolecular reaction
with the experimental best-fit rate constants k{m, n} shown in the figure. (B) Summary of toehold exchange rates. The solid lines labeled “model” show the
BM rate constants k{m, n}, with kf ) 3 × 106 M-1 s-1, and kb ) 1.0 × (b/(b - m))2 s-1. These predictions were not fitted to the data in this figure; they
depended only on the values of kf and kb fitted from the earlier experiments on toehold-mediated strand displacement. The dots labeled “fits” show the
experimental best-fit rate constants. Unlike in Figure 3, only one concentration of each X(m, n) was tested here.
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3. The Implementational Level: Molecular scale
• Design of a Two-input molecular AND gate: gate function fully determined by base pairing and breaking 
• Implement full set of Boolean-logic functions (AND, OR and NOT): cascading and multilayering. 
• To avoid degradation, signal is restored by threshold and amplifying gates 
• Watson-Crick interactions between modular interaction domains determine the connectivity of gates.  

and a feedback cycle that acts as an expo-
nential chain reaction (6) were built using
deoxyribozymes controlled by input oligonu-
cleotides (7). Another approach uses sequence
recognition to control enzyme catalysis of co-
valent bond formation and breakage (8–10).
Alternatively, nucleic acid reactions can be
driven without enzyme or (deoxy)ribozyme
catalysis (11, 12); this principle has been ex-
ploited to construct DNA-based logic gates
and signaling cascades (13, 14). Such molec-
ular automata may give rise to “smart” ther-
apeutics for medical applications (7, 9, 10).
Recently, engineered nucleic acid logic switches
based on hybridization and conformational
changes have been successfully demonstrated
in vivo (15, 16). The remaining challenge is to
design chemical logic gates that can be com-
bined to construct large, reliable circuits. The
analogous challenge for engineering electronic
circuits was met by the development of digital
design principles (17); these may also prove es-
sential for designing complex yet robust chem-
ical circuits.

We report the construction of in vitro DNA-
based logic gates and circuits that embody
digital design principles: logic, cascading, res-
toration, fan-out, and modularity. These cir-
cuits implement a complete set of Boolean
logic functions (AND, OR, and NOT) using
short oligonucleotides as input and output.
Because the input and output are of the same
form, the gates can be cascaded to create mul-
tilayer circuits. Logical values “0” and “1” are
represented by low and high concentrations,
respectively. Signal restoration is performed
by threshold and amplifier gates that protect
against noise, signal loss, and leaky reactions.
Amplifier gates can also be used to ensure that
a logic gate generates sufficient signal to drive
multiple downstream targets. Watson-Crick
interactions between modular recognition do-
mains determine the connectivity of gates. Se-
quences can be chosen with few constraints,
allowing the construction of arbitrary circuits
with negligible cross-activation. Furthermore,
modular construction allows for interfacing
with existing molecular components—be they
predesigned subcircuits or naturally occurring
nucleic acids.

Gate function is entirely determined by
base pairing and breaking. Every gate consists
of one or more gate strands and one output
strand (Fig. 1A and fig. S1). The output strand
either serves as an input to a downstream gate
or is modified with a dye label to provide a
readout in a fluorescence experiment. Both
ends of the output strand (Fig. 1A), or only
one end (translator gates in Fig. 2), can be
attached to the gate complex. Figure 1A
shows an AND-gate assembled from an out-
put strand and two gate strands. The addition
of single-stranded inputs to a solution con-
taining the gate initiates a computation. Each
gate strand contains a recognition region that

is complementary to its input. Initially, the rec-
ognition regions of all gate strands are double-
stranded and therefore inert, except for the
toehold farthest from the output strand (strand
G in Fig. 1A). When the first input binds this
toehold, it displaces the first gate strand by
three-way branch migration (18, 19), exposing
the toehold for the subsequent input and releas-
ing an inert double-stranded waste product.
A similar process can now occur for the sec-
ond input. The output strand is released if
and only if both inputs are present. To im-
plement this design, DNA sequences (tables
S1 to S3) were selected to ensure correct com-
plementarity while minimizing spurious inter-
actions (20).

The two-input AND gate has four entries
in its truth table (Fig. 1B) and was shown to
function correctly when tested by fluorescence
kinetics experiments and gel electrophoresis
(Fig. 1, C and D). We also designed multi-
input AND gates using the same principles
and showed that they work reliably (fig. S2).
The gates in all of our experiments were pu-
rified by gel electrophoresis after triggering
“leaky” complexes (20) (fig. S3).

The output strand of one gate may be an input
strand to a downstream gate. It is essential that
the output strand not interact with downstream
gates before release. Protecting the toehold
binding region of output strands in upstream
gates prevents such interactions. We built a
circuit composed of one AND gate and two
translator gates that demonstrates this prin-
ciple (Fig. 2A and fig. S4). A translator gate
converts the signal encoded in the input strand
to the signal encoded in the output strand and
is implemented as a single-input AND gate.
The translator gates JK and LM translate two
biological microRNA sequences (mouse let-
7c and miR-124a) into outputs with recog-
nition regions identical to strands Gin and Fin.
The input to a translator gate and the
recognition region of its output strand need
only share sequence in the toehold region. If
two translators are cascaded, then there is no
sequence restriction between the initial input
strand and the final output strand. This is
called a full translator; the cascading of NO
and HI is an example (Fig. 3 and fig. S1).
Translators can connect subcircuits that do
not a priori use the same sequences for the
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Fig. 1. Two-input AND gate. (A) The gate consists of three DNA strands, Eout [57 nucleotides (nt)],
F (60 nt), and G (36 nt). The 3′ ends are marked by arrows. Toeholds and toehold binding regions
(all six nucleotides) are indicated in color. Input strands Fin and Gin (36 nt) are complementary to
recognition regions within the corresponding gate strands F and G. (B) Truth table for the two-
input AND gate. The released output strand is highlighted. (C) In fluorescence experiments, strands
Ff [carboxytetramethylrhodamine (TAMRA) fluorophore at the 3′ end] and Eq (Iowa Black RQ
quencher at the 5′ end, without bulge loop) were used instead of F and Eout (see inset). Release of
output strand results in increased fluorescence. Experiments were conducted at 25°C with gate
concentrations of 250 nM and input concentrations of 300 nM in a Tris-acetate-EDTA buffer
containing 12.5 mM Mg++. (D) Nondenaturing gel electrophoresis directly confirms reaction
intermediates and waste products for each possible input combination. Lanes 1 to 4: The samples
are as described in entries 1 to 4 of the truth table. The gate used in this experiment is as shown in
(A). Lane 5: 10–base pair (bp) ladder.

8 DECEMBER 2006 VOL 314 SCIENCE www.sciencemag.org1586

REPORTS

on January 26, 2019
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

input 1

output

input 2

and a feedback cycle that acts as an expo-
nential chain reaction (6) were built using
deoxyribozymes controlled by input oligonu-
cleotides (7). Another approach uses sequence
recognition to control enzyme catalysis of co-
valent bond formation and breakage (8–10).
Alternatively, nucleic acid reactions can be
driven without enzyme or (deoxy)ribozyme
catalysis (11, 12); this principle has been ex-
ploited to construct DNA-based logic gates
and signaling cascades (13, 14). Such molec-
ular automata may give rise to “smart” ther-
apeutics for medical applications (7, 9, 10).
Recently, engineered nucleic acid logic switches
based on hybridization and conformational
changes have been successfully demonstrated
in vivo (15, 16). The remaining challenge is to
design chemical logic gates that can be com-
bined to construct large, reliable circuits. The
analogous challenge for engineering electronic
circuits was met by the development of digital
design principles (17); these may also prove es-
sential for designing complex yet robust chem-
ical circuits.

We report the construction of in vitro DNA-
based logic gates and circuits that embody
digital design principles: logic, cascading, res-
toration, fan-out, and modularity. These cir-
cuits implement a complete set of Boolean
logic functions (AND, OR, and NOT) using
short oligonucleotides as input and output.
Because the input and output are of the same
form, the gates can be cascaded to create mul-
tilayer circuits. Logical values “0” and “1” are
represented by low and high concentrations,
respectively. Signal restoration is performed
by threshold and amplifier gates that protect
against noise, signal loss, and leaky reactions.
Amplifier gates can also be used to ensure that
a logic gate generates sufficient signal to drive
multiple downstream targets. Watson-Crick
interactions between modular recognition do-
mains determine the connectivity of gates. Se-
quences can be chosen with few constraints,
allowing the construction of arbitrary circuits
with negligible cross-activation. Furthermore,
modular construction allows for interfacing
with existing molecular components—be they
predesigned subcircuits or naturally occurring
nucleic acids.

Gate function is entirely determined by
base pairing and breaking. Every gate consists
of one or more gate strands and one output
strand (Fig. 1A and fig. S1). The output strand
either serves as an input to a downstream gate
or is modified with a dye label to provide a
readout in a fluorescence experiment. Both
ends of the output strand (Fig. 1A), or only
one end (translator gates in Fig. 2), can be
attached to the gate complex. Figure 1A
shows an AND-gate assembled from an out-
put strand and two gate strands. The addition
of single-stranded inputs to a solution con-
taining the gate initiates a computation. Each
gate strand contains a recognition region that

is complementary to its input. Initially, the rec-
ognition regions of all gate strands are double-
stranded and therefore inert, except for the
toehold farthest from the output strand (strand
G in Fig. 1A). When the first input binds this
toehold, it displaces the first gate strand by
three-way branch migration (18, 19), exposing
the toehold for the subsequent input and releas-
ing an inert double-stranded waste product.
A similar process can now occur for the sec-
ond input. The output strand is released if
and only if both inputs are present. To im-
plement this design, DNA sequences (tables
S1 to S3) were selected to ensure correct com-
plementarity while minimizing spurious inter-
actions (20).

The two-input AND gate has four entries
in its truth table (Fig. 1B) and was shown to
function correctly when tested by fluorescence
kinetics experiments and gel electrophoresis
(Fig. 1, C and D). We also designed multi-
input AND gates using the same principles
and showed that they work reliably (fig. S2).
The gates in all of our experiments were pu-
rified by gel electrophoresis after triggering
“leaky” complexes (20) (fig. S3).

The output strand of one gate may be an input
strand to a downstream gate. It is essential that
the output strand not interact with downstream
gates before release. Protecting the toehold
binding region of output strands in upstream
gates prevents such interactions. We built a
circuit composed of one AND gate and two
translator gates that demonstrates this prin-
ciple (Fig. 2A and fig. S4). A translator gate
converts the signal encoded in the input strand
to the signal encoded in the output strand and
is implemented as a single-input AND gate.
The translator gates JK and LM translate two
biological microRNA sequences (mouse let-
7c and miR-124a) into outputs with recog-
nition regions identical to strands Gin and Fin.
The input to a translator gate and the
recognition region of its output strand need
only share sequence in the toehold region. If
two translators are cascaded, then there is no
sequence restriction between the initial input
strand and the final output strand. This is
called a full translator; the cascading of NO
and HI is an example (Fig. 3 and fig. S1).
Translators can connect subcircuits that do
not a priori use the same sequences for the
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Fig. 1. Two-input AND gate. (A) The gate consists of three DNA strands, Eout [57 nucleotides (nt)],
F (60 nt), and G (36 nt). The 3′ ends are marked by arrows. Toeholds and toehold binding regions
(all six nucleotides) are indicated in color. Input strands Fin and Gin (36 nt) are complementary to
recognition regions within the corresponding gate strands F and G. (B) Truth table for the two-
input AND gate. The released output strand is highlighted. (C) In fluorescence experiments, strands
Ff [carboxytetramethylrhodamine (TAMRA) fluorophore at the 3′ end] and Eq (Iowa Black RQ
quencher at the 5′ end, without bulge loop) were used instead of F and Eout (see inset). Release of
output strand results in increased fluorescence. Experiments were conducted at 25°C with gate
concentrations of 250 nM and input concentrations of 300 nM in a Tris-acetate-EDTA buffer
containing 12.5 mM Mg++. (D) Nondenaturing gel electrophoresis directly confirms reaction
intermediates and waste products for each possible input combination. Lanes 1 to 4: The samples
are as described in entries 1 to 4 of the truth table. The gate used in this experiment is as shown in
(A). Lane 5: 10–base pair (bp) ladder.
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computation

toehold and recognition regions. This is par-
ticularly useful for adapting an existing circuit
to compute on arbitrary biological inputs.

The circuit of Fig. 2A was also tested un-
der conditions relevant to potential biological
applications. The circuit works comparably
with RNA inputs as with DNA inputs because
gate function depends solely on Watson-Crick
complementarity (Fig. 2A and fig. S4). In-
creasing the temperature to 37°C does not de-
grade circuit performance. Finally, the circuit
functions well in the presence of potentially
interfering biological RNA (mouse brain total
RNA) at a concentration in excess of gate com-
plexes and input strands.

Because a small set of logic gates (AND,
OR, and NOT) is sufficient for effective com-
putation of any Boolean function, we devel-
oped DNA gates to perform these operations.
Logical OR functionality is obtained by using
two gates that produce the same output. We
constructed a three-gate chemical circuit in
which a logical OR feeds into a logical AND

(fig. S4B). Acting as a logical OR, translator
gates ST and UV take different inputs (miR-15a
and miR-10b) but release outputs with identical
recognition regions. If Boolean values are rep-
resented by the presence of either one strand
(“0”) or another strand (“1”)—the so-called
“dual-rail” representation (21)—then AND and
OR are themselves sufficient to compute any
Boolean function.

If a Boolean value is represented by the
presence or absence of a single input strand, a
NOT gate may be necessary. We modified the
circuit shown in Fig. 2A to invert the let-7c
input (Fig. 2B). The NOT gate makes use of
an additional “inverter” strand that triggers the
gate unless the input strand is present to act as
a competitive inhibitor. Because the inverter
strand must be added simultaneously with the
input, NOT gates are restricted to the first
layer of the circuit. This is sufficient to create
a dual-rail representation from which arbitrary
subsequent computation can be performed
with just AND and OR.

A gate may fail in two ways: It may fail to
produce enough output when triggered, or it
may “leak” by spontaneously releasing the
output strand. Both types of error require
signal restoration; the former requires increas-
ing a moderate output amount to the full
activation level, and the latter requires de-
creasing a small output amount to a negligible
level. To implement signal restoration, we
developed gates for amplification and thresh-
olding. The threshold gate (Fig. 2C) is a
three-input AND gate with identical first and
third inputs. The second input is only necessary
for structural purposes; it is always present
and can be considered part of the threshold-
ing unit. A substoichiometric amount of input
(with respect to threshold gates) will cause most
gates to lose only their first and second gate
strands, thus releasing no output. Input concen-
trations two times as high as the concentration
of threshold gates will cause most gates to
produce output. The threshold gate’s concen-
tration sets the threshold for a sigmoidal non-
linearity (Fig. 2C and fig. S5) (20).

Because the threshold gate’s output cannot
exceed half the input signal, subsequent am-
plification is necessary. A hybridization-based
system for catalytic amplification was demon-
strated previously (22). With minor modifi-
cations, the system serves as both an input
amplifier and full translator (fig. S6 and Fig.
3, left, miR-143 translator), or as a fluores-
cence readout (fig. S7A and Fig. 3, right).
Alternatively, amplifiers based on feedback
logic can be designed (fig. S6B). A threshold
gate together with an amplifier gate constitutes
a signal restoration module whose incorpora-
tion into large circuits at multiple intermediate
points ensures the stability of digital represen-
tation (23).

Finally, to demonstrate modularity and
scalability, we composed eleven gates into a
larger circuit. The circuit combines previously
introduced modules for input translation and
amplification, calculation of AND and OR,
and signal restoration (Fig. 3). The inputs to
the circuit are DNA analogs of six mouse
microRNAs. To determine the effectiveness of
signal restoration, we constructed an equiva-
lent circuit without signal restoration and tested
both circuits with an input at one-quarter the
strength of a signal that is fully on (0.25×) to
simulate a large upstream leak. The complete
circuit maintained a low output signal, whereas
the circuit without signal restoration exhibited a
≈25% output leak (Fig. 3, inset). To verify
other circuit components, several subcircuits
were constructed and tested independently
(figs. S8 and S9). The feedback fluorescence
amplifier was tested as a replacement for the
catalytic amplifier at the output, resulting in a
circuit containing 12 gates (fig. S10).

As increasingly larger circuits are con-
structed, speed becomes a limiting factor. The
circuit without signal restoration takes 2 hours
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Fig. 2. Translator gates, NOT operation, and signal restoration. Dashed arrows indicate where
input or output strands can serve as inputs to downstream gates. (A) Circuit operation at 37°C with
RNA inputs and DNA gates in a total RNA background. All gates are at 25 nM, synthetic RNA inputs
are at 30 nM, and total RNA (mouse brain) is at a concentration of 200 mg/ml. Proper function is
observed. For comparison, experiments with no total RNA were performed, using either both RNA
inputs or both DNA inputs. (B) The NOT gate consists of a translator gate and an inverter strand
complementary to let-7c. Gate, inverter strand, and input concentrations are 250 nM, 300 nM, and
300 nM, respectively. Here and in all subsequent experiments, the temperature was 25°C and DNA
equivalents of the biological microRNAs were used. If let-7c was present, inverter strand K
preferentially hybridized to let-7c. Otherwise, inverter strand K triggered the translator. (C) The
thresholding gate, using a dye/quencher-labeled readout gate to monitor the output. Strand Th2in
is part of the thresholding unit and was added before the start of the experiment. The final
fluorescence is plotted against the input concentration for two different concentrations of the
threshold gate.
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and a feedback cycle that acts as an expo-
nential chain reaction (6) were built using
deoxyribozymes controlled by input oligonu-
cleotides (7). Another approach uses sequence
recognition to control enzyme catalysis of co-
valent bond formation and breakage (8–10).
Alternatively, nucleic acid reactions can be
driven without enzyme or (deoxy)ribozyme
catalysis (11, 12); this principle has been ex-
ploited to construct DNA-based logic gates
and signaling cascades (13, 14). Such molec-
ular automata may give rise to “smart” ther-
apeutics for medical applications (7, 9, 10).
Recently, engineered nucleic acid logic switches
based on hybridization and conformational
changes have been successfully demonstrated
in vivo (15, 16). The remaining challenge is to
design chemical logic gates that can be com-
bined to construct large, reliable circuits. The
analogous challenge for engineering electronic
circuits was met by the development of digital
design principles (17); these may also prove es-
sential for designing complex yet robust chem-
ical circuits.

We report the construction of in vitro DNA-
based logic gates and circuits that embody
digital design principles: logic, cascading, res-
toration, fan-out, and modularity. These cir-
cuits implement a complete set of Boolean
logic functions (AND, OR, and NOT) using
short oligonucleotides as input and output.
Because the input and output are of the same
form, the gates can be cascaded to create mul-
tilayer circuits. Logical values “0” and “1” are
represented by low and high concentrations,
respectively. Signal restoration is performed
by threshold and amplifier gates that protect
against noise, signal loss, and leaky reactions.
Amplifier gates can also be used to ensure that
a logic gate generates sufficient signal to drive
multiple downstream targets. Watson-Crick
interactions between modular recognition do-
mains determine the connectivity of gates. Se-
quences can be chosen with few constraints,
allowing the construction of arbitrary circuits
with negligible cross-activation. Furthermore,
modular construction allows for interfacing
with existing molecular components—be they
predesigned subcircuits or naturally occurring
nucleic acids.

Gate function is entirely determined by
base pairing and breaking. Every gate consists
of one or more gate strands and one output
strand (Fig. 1A and fig. S1). The output strand
either serves as an input to a downstream gate
or is modified with a dye label to provide a
readout in a fluorescence experiment. Both
ends of the output strand (Fig. 1A), or only
one end (translator gates in Fig. 2), can be
attached to the gate complex. Figure 1A
shows an AND-gate assembled from an out-
put strand and two gate strands. The addition
of single-stranded inputs to a solution con-
taining the gate initiates a computation. Each
gate strand contains a recognition region that

is complementary to its input. Initially, the rec-
ognition regions of all gate strands are double-
stranded and therefore inert, except for the
toehold farthest from the output strand (strand
G in Fig. 1A). When the first input binds this
toehold, it displaces the first gate strand by
three-way branch migration (18, 19), exposing
the toehold for the subsequent input and releas-
ing an inert double-stranded waste product.
A similar process can now occur for the sec-
ond input. The output strand is released if
and only if both inputs are present. To im-
plement this design, DNA sequences (tables
S1 to S3) were selected to ensure correct com-
plementarity while minimizing spurious inter-
actions (20).

The two-input AND gate has four entries
in its truth table (Fig. 1B) and was shown to
function correctly when tested by fluorescence
kinetics experiments and gel electrophoresis
(Fig. 1, C and D). We also designed multi-
input AND gates using the same principles
and showed that they work reliably (fig. S2).
The gates in all of our experiments were pu-
rified by gel electrophoresis after triggering
“leaky” complexes (20) (fig. S3).

The output strand of one gate may be an input
strand to a downstream gate. It is essential that
the output strand not interact with downstream
gates before release. Protecting the toehold
binding region of output strands in upstream
gates prevents such interactions. We built a
circuit composed of one AND gate and two
translator gates that demonstrates this prin-
ciple (Fig. 2A and fig. S4). A translator gate
converts the signal encoded in the input strand
to the signal encoded in the output strand and
is implemented as a single-input AND gate.
The translator gates JK and LM translate two
biological microRNA sequences (mouse let-
7c and miR-124a) into outputs with recog-
nition regions identical to strands Gin and Fin.
The input to a translator gate and the
recognition region of its output strand need
only share sequence in the toehold region. If
two translators are cascaded, then there is no
sequence restriction between the initial input
strand and the final output strand. This is
called a full translator; the cascading of NO
and HI is an example (Fig. 3 and fig. S1).
Translators can connect subcircuits that do
not a priori use the same sequences for the
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Fig. 1. Two-input AND gate. (A) The gate consists of three DNA strands, Eout [57 nucleotides (nt)],
F (60 nt), and G (36 nt). The 3′ ends are marked by arrows. Toeholds and toehold binding regions
(all six nucleotides) are indicated in color. Input strands Fin and Gin (36 nt) are complementary to
recognition regions within the corresponding gate strands F and G. (B) Truth table for the two-
input AND gate. The released output strand is highlighted. (C) In fluorescence experiments, strands
Ff [carboxytetramethylrhodamine (TAMRA) fluorophore at the 3′ end] and Eq (Iowa Black RQ
quencher at the 5′ end, without bulge loop) were used instead of F and Eout (see inset). Release of
output strand results in increased fluorescence. Experiments were conducted at 25°C with gate
concentrations of 250 nM and input concentrations of 300 nM in a Tris-acetate-EDTA buffer
containing 12.5 mM Mg++. (D) Nondenaturing gel electrophoresis directly confirms reaction
intermediates and waste products for each possible input combination. Lanes 1 to 4: The samples
are as described in entries 1 to 4 of the truth table. The gate used in this experiment is as shown in
(A). Lane 5: 10–base pair (bp) ladder.
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3. The Implementational Level: molecular scale

• Design of a seesaw gate:  
reversible reaction by exchanging the activity of DNA signals.  
a pair of see-saw gates can perform and Boolean logic function.  
gate represented by 2-sided node and wires represent DNA signals.  
Signals can be input, output or fuel (gate signals that catalyse output) 

• Three basic functions: 
Seesawing: reversible slow reaction 
Thresholding: fast dead-end reaction that competes with seesawing.  

      Seesawing occurs if and only if signal above threshold 

the activity of DNA signals; a pair of seesawing
steps completes a catalytic cycle, allowing signal
amplification and signal isolation. A pair of see-
saw gates can perform AND or OR operation,
sufficient for universal Boolean function evalua-
tion using dual-rail logic (18). A robust digital
abstraction is maintained by embedding thresh-
olding and catalysis into every logic operation to
clean up signal degradation.With the use of plug-
and-play molecular components, gates can be

easily wired into circuits with arbitrary numbers
of inputs (fan-in) and outputs (fan-out) at each
gate, and they can be reconfigured to perform an
AND or OR logic function through simple con-
centration adjustments. DNA sequence design is
straightforward because of the independence of
strand domains. The simplicity of gate structures
makes parallel DNA synthesis and circuit prepa-
ration plausible. We present all circuits using a
formal abstraction that concisely defines the DNA

species and their initial states, thus determining
the circuit wiring, logical function, and temporal
behavior. The size of the circuits implemented
here with the seesaw architecture is larger than
any previous strand displacement circuit, as mea-
sured by the number of initial DNA species in the
circuit, by at least a factor of 5.

In the seesaw abstraction, each DNA gate
is represented by a two-sided node (Fig. 1A
and fig. S1, A and B). Each DNA signal is

Fig. 1. The seesaw gate motif and its DNA implementation. (A) Abstract
diagram for a gate. Black numbers indicate identities of nodes (or interfaces
to those nodes in a network). Red numbers within the nodes or on the wires
indicate relative concentrations of different initial DNA species. Each spe-
cies plays a specific role (e.g., input) within a gate and has a unique name
(e.g., w2,5) within a network. Colored lines represent DNA strands at the
domain level, with arrowheads marking their 3′ ends and colors indicating
distinct DNA sequences. S2, S5, and S6 are long (15-nucleotide) recogni-
tion domains corresponding to nodes 2, 5, and 6; S7 does not interact with
other nodes in the network but preserves the uniform format of a signal
strand. T is a short (5-nucleotide) toehold domain; T* is the Watson-Crick
complement of T, etc.; s2* is the first few nucleotides of S2* from the 3′
end. (B) Abstract diagram for a reporter; F and Q denote fluorophore and
quencher, respectively. (C) Three basic reaction mechanisms involved in a
seesaw network: seesawing, thresholding, and reporting. Solid circles with

two colors indicate signal strands that have two sides. Colored pac-men
indicate threshold or reporter complexes. w2,5 is the signal strand that con-
nects gates 2 and 5; G5:5,6 is signal strand w5,6 bound to gate 5; Th2,5:5 is the
threshold that absorbs w2,5 when it arrives at gate 5; and Rep6 is the
reporter that absorbs wi,6 and generates fluorescence signal for any i. (D)
One cycle of a seesaw catalytic reaction. (E) Kinetics experiments of the
seesaw DNA catalyst with a threshold. Threshold complex, gate:output
complex, fuel strand, and reporter complex were mixed in solution with
relative concentrations of 0.5×, 1×, 2×, and 1.5×, respectively (standard
concentration 1× = 100 nM). Input strands were then added at 0.0× to 1.0×
in increments of 0.1×. Sequences of strands are listed in tables S2 and S3,
circuit 2. Experiments were performed at 20°C in Tris-acetate-EDTA buffer
containing 12.5 mM Mg2+. Output signals were inferred by fluorescence
signals normalized to the maximum completion level. (F) Input versus output
plot of (E). The output at ~3 hours is replotted against the initial input.
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 Reporting: does not compete with seesawing

the activity of DNA signals; a pair of seesawing
steps completes a catalytic cycle, allowing signal
amplification and signal isolation. A pair of see-
saw gates can perform AND or OR operation,
sufficient for universal Boolean function evalua-
tion using dual-rail logic (18). A robust digital
abstraction is maintained by embedding thresh-
olding and catalysis into every logic operation to
clean up signal degradation.With the use of plug-
and-play molecular components, gates can be

easily wired into circuits with arbitrary numbers
of inputs (fan-in) and outputs (fan-out) at each
gate, and they can be reconfigured to perform an
AND or OR logic function through simple con-
centration adjustments. DNA sequence design is
straightforward because of the independence of
strand domains. The simplicity of gate structures
makes parallel DNA synthesis and circuit prepa-
ration plausible. We present all circuits using a
formal abstraction that concisely defines the DNA

species and their initial states, thus determining
the circuit wiring, logical function, and temporal
behavior. The size of the circuits implemented
here with the seesaw architecture is larger than
any previous strand displacement circuit, as mea-
sured by the number of initial DNA species in the
circuit, by at least a factor of 5.

In the seesaw abstraction, each DNA gate
is represented by a two-sided node (Fig. 1A
and fig. S1, A and B). Each DNA signal is

Fig. 1. The seesaw gate motif and its DNA implementation. (A) Abstract
diagram for a gate. Black numbers indicate identities of nodes (or interfaces
to those nodes in a network). Red numbers within the nodes or on the wires
indicate relative concentrations of different initial DNA species. Each spe-
cies plays a specific role (e.g., input) within a gate and has a unique name
(e.g., w2,5) within a network. Colored lines represent DNA strands at the
domain level, with arrowheads marking their 3′ ends and colors indicating
distinct DNA sequences. S2, S5, and S6 are long (15-nucleotide) recogni-
tion domains corresponding to nodes 2, 5, and 6; S7 does not interact with
other nodes in the network but preserves the uniform format of a signal
strand. T is a short (5-nucleotide) toehold domain; T* is the Watson-Crick
complement of T, etc.; s2* is the first few nucleotides of S2* from the 3′
end. (B) Abstract diagram for a reporter; F and Q denote fluorophore and
quencher, respectively. (C) Three basic reaction mechanisms involved in a
seesaw network: seesawing, thresholding, and reporting. Solid circles with

two colors indicate signal strands that have two sides. Colored pac-men
indicate threshold or reporter complexes. w2,5 is the signal strand that con-
nects gates 2 and 5; G5:5,6 is signal strand w5,6 bound to gate 5; Th2,5:5 is the
threshold that absorbs w2,5 when it arrives at gate 5; and Rep6 is the
reporter that absorbs wi,6 and generates fluorescence signal for any i. (D)
One cycle of a seesaw catalytic reaction. (E) Kinetics experiments of the
seesaw DNA catalyst with a threshold. Threshold complex, gate:output
complex, fuel strand, and reporter complex were mixed in solution with
relative concentrations of 0.5×, 1×, 2×, and 1.5×, respectively (standard
concentration 1× = 100 nM). Input strands were then added at 0.0× to 1.0×
in increments of 0.1×. Sequences of strands are listed in tables S2 and S3,
circuit 2. Experiments were performed at 20°C in Tris-acetate-EDTA buffer
containing 12.5 mM Mg2+. Output signals were inferred by fluorescence
signals normalized to the maximum completion level. (F) Input versus output
plot of (E). The output at ~3 hours is replotted against the initial input.
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the activity of DNA signals; a pair of seesawing
steps completes a catalytic cycle, allowing signal
amplification and signal isolation. A pair of see-
saw gates can perform AND or OR operation,
sufficient for universal Boolean function evalua-
tion using dual-rail logic (18). A robust digital
abstraction is maintained by embedding thresh-
olding and catalysis into every logic operation to
clean up signal degradation.With the use of plug-
and-play molecular components, gates can be

easily wired into circuits with arbitrary numbers
of inputs (fan-in) and outputs (fan-out) at each
gate, and they can be reconfigured to perform an
AND or OR logic function through simple con-
centration adjustments. DNA sequence design is
straightforward because of the independence of
strand domains. The simplicity of gate structures
makes parallel DNA synthesis and circuit prepa-
ration plausible. We present all circuits using a
formal abstraction that concisely defines the DNA

species and their initial states, thus determining
the circuit wiring, logical function, and temporal
behavior. The size of the circuits implemented
here with the seesaw architecture is larger than
any previous strand displacement circuit, as mea-
sured by the number of initial DNA species in the
circuit, by at least a factor of 5.

In the seesaw abstraction, each DNA gate
is represented by a two-sided node (Fig. 1A
and fig. S1, A and B). Each DNA signal is

Fig. 1. The seesaw gate motif and its DNA implementation. (A) Abstract
diagram for a gate. Black numbers indicate identities of nodes (or interfaces
to those nodes in a network). Red numbers within the nodes or on the wires
indicate relative concentrations of different initial DNA species. Each spe-
cies plays a specific role (e.g., input) within a gate and has a unique name
(e.g., w2,5) within a network. Colored lines represent DNA strands at the
domain level, with arrowheads marking their 3′ ends and colors indicating
distinct DNA sequences. S2, S5, and S6 are long (15-nucleotide) recogni-
tion domains corresponding to nodes 2, 5, and 6; S7 does not interact with
other nodes in the network but preserves the uniform format of a signal
strand. T is a short (5-nucleotide) toehold domain; T* is the Watson-Crick
complement of T, etc.; s2* is the first few nucleotides of S2* from the 3′
end. (B) Abstract diagram for a reporter; F and Q denote fluorophore and
quencher, respectively. (C) Three basic reaction mechanisms involved in a
seesaw network: seesawing, thresholding, and reporting. Solid circles with

two colors indicate signal strands that have two sides. Colored pac-men
indicate threshold or reporter complexes. w2,5 is the signal strand that con-
nects gates 2 and 5; G5:5,6 is signal strand w5,6 bound to gate 5; Th2,5:5 is the
threshold that absorbs w2,5 when it arrives at gate 5; and Rep6 is the
reporter that absorbs wi,6 and generates fluorescence signal for any i. (D)
One cycle of a seesaw catalytic reaction. (E) Kinetics experiments of the
seesaw DNA catalyst with a threshold. Threshold complex, gate:output
complex, fuel strand, and reporter complex were mixed in solution with
relative concentrations of 0.5×, 1×, 2×, and 1.5×, respectively (standard
concentration 1× = 100 nM). Input strands were then added at 0.0× to 1.0×
in increments of 0.1×. Sequences of strands are listed in tables S2 and S3,
circuit 2. Experiments were performed at 20°C in Tris-acetate-EDTA buffer
containing 12.5 mM Mg2+. Output signals were inferred by fluorescence
signals normalized to the maximum completion level. (F) Input versus output
plot of (E). The output at ~3 hours is replotted against the initial input.
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• Catalytic cycle: input signal can transform free fuel into output without being consumed  
• Thresholding transforms analog signal into digital response  

the activity of DNA signals; a pair of seesawing
steps completes a catalytic cycle, allowing signal
amplification and signal isolation. A pair of see-
saw gates can perform AND or OR operation,
sufficient for universal Boolean function evalua-
tion using dual-rail logic (18). A robust digital
abstraction is maintained by embedding thresh-
olding and catalysis into every logic operation to
clean up signal degradation.With the use of plug-
and-play molecular components, gates can be

easily wired into circuits with arbitrary numbers
of inputs (fan-in) and outputs (fan-out) at each
gate, and they can be reconfigured to perform an
AND or OR logic function through simple con-
centration adjustments. DNA sequence design is
straightforward because of the independence of
strand domains. The simplicity of gate structures
makes parallel DNA synthesis and circuit prepa-
ration plausible. We present all circuits using a
formal abstraction that concisely defines the DNA

species and their initial states, thus determining
the circuit wiring, logical function, and temporal
behavior. The size of the circuits implemented
here with the seesaw architecture is larger than
any previous strand displacement circuit, as mea-
sured by the number of initial DNA species in the
circuit, by at least a factor of 5.

In the seesaw abstraction, each DNA gate
is represented by a two-sided node (Fig. 1A
and fig. S1, A and B). Each DNA signal is

Fig. 1. The seesaw gate motif and its DNA implementation. (A) Abstract
diagram for a gate. Black numbers indicate identities of nodes (or interfaces
to those nodes in a network). Red numbers within the nodes or on the wires
indicate relative concentrations of different initial DNA species. Each spe-
cies plays a specific role (e.g., input) within a gate and has a unique name
(e.g., w2,5) within a network. Colored lines represent DNA strands at the
domain level, with arrowheads marking their 3′ ends and colors indicating
distinct DNA sequences. S2, S5, and S6 are long (15-nucleotide) recogni-
tion domains corresponding to nodes 2, 5, and 6; S7 does not interact with
other nodes in the network but preserves the uniform format of a signal
strand. T is a short (5-nucleotide) toehold domain; T* is the Watson-Crick
complement of T, etc.; s2* is the first few nucleotides of S2* from the 3′
end. (B) Abstract diagram for a reporter; F and Q denote fluorophore and
quencher, respectively. (C) Three basic reaction mechanisms involved in a
seesaw network: seesawing, thresholding, and reporting. Solid circles with

two colors indicate signal strands that have two sides. Colored pac-men
indicate threshold or reporter complexes. w2,5 is the signal strand that con-
nects gates 2 and 5; G5:5,6 is signal strand w5,6 bound to gate 5; Th2,5:5 is the
threshold that absorbs w2,5 when it arrives at gate 5; and Rep6 is the
reporter that absorbs wi,6 and generates fluorescence signal for any i. (D)
One cycle of a seesaw catalytic reaction. (E) Kinetics experiments of the
seesaw DNA catalyst with a threshold. Threshold complex, gate:output
complex, fuel strand, and reporter complex were mixed in solution with
relative concentrations of 0.5×, 1×, 2×, and 1.5×, respectively (standard
concentration 1× = 100 nM). Input strands were then added at 0.0× to 1.0×
in increments of 0.1×. Sequences of strands are listed in tables S2 and S3,
circuit 2. Experiments were performed at 20°C in Tris-acetate-EDTA buffer
containing 12.5 mM Mg2+. Output signals were inferred by fluorescence
signals normalized to the maximum completion level. (F) Input versus output
plot of (E). The output at ~3 hours is replotted against the initial input.
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3. The Implementational Level: Molecular scale

output; otherwise, the output remains at zero. An
amplifying gate can support multiple outputs.
This is simply done by adding one bound output
signal for each output wire. These gate:output
complexes will have the same gate base strand
bound by signal strands with different right-side
recognition domains to connect to different down-
stream gates. To sufficiently drive the release of all
outputs, the initial amount of free fuel will be
twice the sum of all initially bound outputs:

The second type is called an integrating gate. It
has no threshold or fuel. The output is released
stoichiometrically with the input. An integrating
gate can support multiple inputs. This is simply
done by adding one input signal for each input
wire. These input strands will have the same right-

side recognition domain but different left-side rec-
ognition domains to connect to different upstream
gates. With multiple inputs, the output will be the
sum of all inputs. To ensure that all free inputs can
be transformed into free output, the initial amount
of bound output must be at least the maximum
sum of all inputs that can possibly arrive:

An integrating gate followed by an amplifying
gate can compute either OR or AND (Fig. 2A). A
two-input OR gate will have an integrating gate
that outputs the sum of the two inputs. The
downstream amplifying gate will output 1 when
the sum is greater than 0.6 and will output 0
otherwise. In practice, the outputs will not be
exactly 0 or 1 because of spurious or incomplete
reactions, so we must ensure that logic gates will
function correctly even with imperfect inputs.

Assuming a digital abstraction where OFF signals
may be in the range 0 to 0.2 and ON signals in the
range 0.8 to 1, we see that only when both inputs
are OFF can the output remain OFF. Changing
the threshold from 0.6 to 1.2 computes AND. In
this case, only when both inputs are ON can the
sum exceed the threshold and catalyze the output
to be ON.

In kinetics experiments, a reporter gate was
used to provide an irreversible drain and to trans-
form the output into a fluorescence signal. With
exactly the same set of molecules (Fig. 2B) but
different initial concentrations of the threshold,
OR and AND computations were demonstrated
(Fig. 2C). The AND gate behaved slower than
the OR gate because the initial concentration
of the threshold was higher, so it took longer
for the upstream signal to exceed the threshold.
Thanks to the thresholding and catalysis, even
when the inputs were imperfect (0.1 was used
for OFF inputs and 0.9 for ON inputs), the out-
puts still achieved ideal OFF and ON signal levels,
preserving the digital abstraction.

Two-layer cascading was demonstrated with
OR-OR, AND-OR, OR-AND, and AND-AND

Fig. 3. Digital logic compo-
sition implemented with the
seesaw DNA motif. (A) Circuit
layer versus delay in OR cas-
cades. Half completion times
of seven selected experiments
with a single input being ON
in OR cascade circuits (Fig.
2 and figs. S5 and S6) are
plotted against the depth
of the activated input. (B)
Circuit layer versus switch-
ing time in OR cascades. The
time intervals between 20%
and 80% completion of the
above seven experiments are
plotted against the depth of
the activated input. (C) A cir-
cuit with four layers and five
AND or OR gates. Numbers
aligned with six input wires
are logic values of respec-
tive inputs from 12 different
experiments. Rectangles in-
dicate the experiments where
the output stayed OFF. Trajec-
tories and their corresponding
inputs have matching colors.
(D) A circuit with a four-input
OR gate. (E) A circuit with a
four-output OR gate. Outputs
from top to bottom in the
circuit diagram correspond
to plotted data of left top,
right top, left bottom, and
right bottom. Abstract dia-
grams of seesaw circuits in
(C), (D), and (E) are includ-
ed in figs. S7, S8, and S9, respectively. Sequences of strands are listed in tables S2 and S3, circuits 7, 8, and 9, respectively. Experiments were performed at
20°C, 1× = 100 nM, and 0.1× was used for OFF and 0.9× for ON inputs.

ð2Þ

ð3Þ
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• Amplifying gate: fan-out 
output increases up to maximum if input 
above threshold

output; otherwise, the output remains at zero. An
amplifying gate can support multiple outputs.
This is simply done by adding one bound output
signal for each output wire. These gate:output
complexes will have the same gate base strand
bound by signal strands with different right-side
recognition domains to connect to different down-
stream gates. To sufficiently drive the release of all
outputs, the initial amount of free fuel will be
twice the sum of all initially bound outputs:

The second type is called an integrating gate. It
has no threshold or fuel. The output is released
stoichiometrically with the input. An integrating
gate can support multiple inputs. This is simply
done by adding one input signal for each input
wire. These input strands will have the same right-

side recognition domain but different left-side rec-
ognition domains to connect to different upstream
gates. With multiple inputs, the output will be the
sum of all inputs. To ensure that all free inputs can
be transformed into free output, the initial amount
of bound output must be at least the maximum
sum of all inputs that can possibly arrive:

An integrating gate followed by an amplifying
gate can compute either OR or AND (Fig. 2A). A
two-input OR gate will have an integrating gate
that outputs the sum of the two inputs. The
downstream amplifying gate will output 1 when
the sum is greater than 0.6 and will output 0
otherwise. In practice, the outputs will not be
exactly 0 or 1 because of spurious or incomplete
reactions, so we must ensure that logic gates will
function correctly even with imperfect inputs.

Assuming a digital abstraction where OFF signals
may be in the range 0 to 0.2 and ON signals in the
range 0.8 to 1, we see that only when both inputs
are OFF can the output remain OFF. Changing
the threshold from 0.6 to 1.2 computes AND. In
this case, only when both inputs are ON can the
sum exceed the threshold and catalyze the output
to be ON.

In kinetics experiments, a reporter gate was
used to provide an irreversible drain and to trans-
form the output into a fluorescence signal. With
exactly the same set of molecules (Fig. 2B) but
different initial concentrations of the threshold,
OR and AND computations were demonstrated
(Fig. 2C). The AND gate behaved slower than
the OR gate because the initial concentration
of the threshold was higher, so it took longer
for the upstream signal to exceed the threshold.
Thanks to the thresholding and catalysis, even
when the inputs were imperfect (0.1 was used
for OFF inputs and 0.9 for ON inputs), the out-
puts still achieved ideal OFF and ON signal levels,
preserving the digital abstraction.

Two-layer cascading was demonstrated with
OR-OR, AND-OR, OR-AND, and AND-AND

Fig. 3. Digital logic compo-
sition implemented with the
seesaw DNA motif. (A) Circuit
layer versus delay in OR cas-
cades. Half completion times
of seven selected experiments
with a single input being ON
in OR cascade circuits (Fig.
2 and figs. S5 and S6) are
plotted against the depth
of the activated input. (B)
Circuit layer versus switch-
ing time in OR cascades. The
time intervals between 20%
and 80% completion of the
above seven experiments are
plotted against the depth of
the activated input. (C) A cir-
cuit with four layers and five
AND or OR gates. Numbers
aligned with six input wires
are logic values of respec-
tive inputs from 12 different
experiments. Rectangles in-
dicate the experiments where
the output stayed OFF. Trajec-
tories and their corresponding
inputs have matching colors.
(D) A circuit with a four-input
OR gate. (E) A circuit with a
four-output OR gate. Outputs
from top to bottom in the
circuit diagram correspond
to plotted data of left top,
right top, left bottom, and
right bottom. Abstract dia-
grams of seesaw circuits in
(C), (D), and (E) are includ-
ed in figs. S7, S8, and S9, respectively. Sequences of strands are listed in tables S2 and S3, circuits 7, 8, and 9, respectively. Experiments were performed at
20°C, 1× = 100 nM, and 0.1× was used for OFF and 0.9× for ON inputs.
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• Integrating gate: fan-in
output released stoichiometrically with input. 
output is sum of inputs. 

• Building logical AND/OR gates from cascades of seesaw gates 

OR gate: low threshold  
AND gate: high threshold: requires both inputs to pass threshold

Integrating gate/Amplifying gate/Reporter gate

represented by a wire. Each side of the node can
be connected to any number of wires. Each wire
connects two different sides of two nodes. Each
red number indicates one DNA species with its
initial relative concentration: Each number on a
wire corresponds to a free signal strand; each
number within a node at the end of a wire cor-
responds to a bound signal strand (positive num-
ber) or a threshold that absorbs a signal when it
arrives at the gate (negative number). A reporter
that transforms a DNA signal into a fluorescence
signal is represented by half a node with a zigzag
arrow (Fig. 1B), with its initial relative concen-
tration written similar to a threshold.

Each signal is a single-stranded DNA mole-
cule that has two recognition domains identify-
ing the two gates it connects, one on either side
of a central toehold domain. Each gate is asso-
ciated with a gate base strand that has (the com-
plement of ) one recognition domain flanked by
two toehold domains. When a signal strand is
bound to a gate, it forms a gate:signal complex
with the gate’s base strand. At any given mo-
ment (not counting the transient states during
reactions shown in fig. S1C), a gate base strand
always has a signal strand bound to one side,
leaving the toehold on the other side uncovered.

There are three basic reactions involved in
a seesaw network (Fig. 1C and fig. S1C). The
first one is seesawing: A free signal on one side
of a gate can release a signal bound on the other
side of the gate by toehold-mediated strand dis-
placement. The process starts with the free signal
strand (e.g., w2,5) hybridizing to the gate:signal
complex (e.g., G5:5,6) at the uncovered toehold
domain (e.g., T*) and then undergoing branch mi-
gration through the recognition domain (e.g., S5).
The previously bound signal will fall off when it
is attached to the gate base strand only by the
short toehold. The resulting gate:signal complex
(e.g., G2,5:5) will have an uncovered toehold on
the other side, and therefore the now-free signal
(e.g.,w5,6) can reverse the process symmetrically.
The second reaction is thresholding: A thresh-
old species associated with a gate and an imping-
ing signal can react with the signal by means
of a longer toehold (e.g., s2*T*), producing
only inert waste species that have no exposed
toehold. Thresholding is much faster than see-
sawing because the toehold-mediated strand dis-
placement rate grows exponentially with toehold
length for short toeholds (7, 8). As a result, see-
sawing effectively only happens when the input
signal exceeds the threshold. The third reaction
is reporting: A reporter species similar to a thresh-
old, but modified with a fluorophore and quench-
er pair, can absorb an impinging signal while
generating a fluorescence signal. Unlike thresh-
olding, reporting does not compete with seesaw-
ing, and it therefore does not require a longer
toehold.

DNA signals can play different roles such as
input (signals that arrive at a gate), output (signals
that are produced by a gate), and fuel (signals that
help to catalytically produce the output). One see-

saw gate with a few wires can create a catalytic
cycle in which input transforms free fuel into free
output without being consumed in the process
(Fig. 1D and fig. S1, B and C). Initially, the output
signal is bound to the right side of the gate; the
input and fuel signals are free (in our analogy, the
output is riding on the right side of the seesaw
board; the input and fuel are wandering around).
The input signal first releases the output signal and
binds to the gate instead (the input jumps onto the
left side of the board and makes the output jump
off). The fuel signal then displaces the input signal
by binding to the gate in the same way (the fuel
pushes off the input). A catalytic cycle has been
completed. In general, a free signal on one side of
a seesaw gate can catalyze the exchange of signals
on the other side, and this exchange will not hap-
pen without the catalyst. These reactions are driv-
en forward by the entropy of equilibration for the
seesawing reactions. A small amount of free input
can catalyze the release of a large amount of free
output (fig. S2).

Thresholding can be directly combinedwith a
seesaw catalyst to support a digital abstraction—
which is the basic principle underlying digital

logic in electronics—by pushing the intrinsically
analog signal toward either the ideal ON or OFF
value. Fluorescence kinetics experiments (Fig. 1E)
demonstrated the circuit in Fig. 1A connected to
the reporter in Fig. 1B. The input-versus-output
relationship (plotted in Fig. 1F) reveals a sharp
threshold, ideal for signal restoration.

A cascade of two seesaw gates can compute
the logic function OR or AND. To explain this,
we introduce two composable seesaw compo-
nents for digital circuits. We first define the
gross production of signal X as the total amount
eventually released from the gate:

〈X 〉 ¼ ∫
þ∞

0
X prodðtÞdt ð1Þ

Motivated by sequence design constraints (figs. S3
and S4), we then define two types of feedforward
seesaw gates, each assuming an irreversible down-
stream drain. The first type is called an amplifying
gate. It has a threshold and fuel. If the gross
production of its input is greater than the initial
amount of threshold, the output will keep being
released catalytically until it reaches the max-
imum, which is the initial amount of bound

Fig. 2. Digital logic gates implemented with the seesaw DNA motif. (A) Abstract diagram of a
seesaw circuit that computes either OR or AND, depending on the initial concentration of the
threshold. Input signals x1 (w1,2) and x2 (w3,2) are summed together at gate 2 and, if they exceed
the threshold, are amplified by gate 5 to generate output signal y (w5,6), which is reported by the
ROX fluorophore in reporter 6. (B) Domain-level DNA implementation of the two-input AND or OR
gate. (C) Kinetics experiments. Input strands were at 0.1× (0, logic OFF) or 0.9× (1, logic ON),
where 1× = 100 nM. Sequences of strands are listed in tables S2 and S3, circuit 3. Experiments
were performed at 20°C.
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represented by a wire. Each side of the node can
be connected to any number of wires. Each wire
connects two different sides of two nodes. Each
red number indicates one DNA species with its
initial relative concentration: Each number on a
wire corresponds to a free signal strand; each
number within a node at the end of a wire cor-
responds to a bound signal strand (positive num-
ber) or a threshold that absorbs a signal when it
arrives at the gate (negative number). A reporter
that transforms a DNA signal into a fluorescence
signal is represented by half a node with a zigzag
arrow (Fig. 1B), with its initial relative concen-
tration written similar to a threshold.

Each signal is a single-stranded DNA mole-
cule that has two recognition domains identify-
ing the two gates it connects, one on either side
of a central toehold domain. Each gate is asso-
ciated with a gate base strand that has (the com-
plement of ) one recognition domain flanked by
two toehold domains. When a signal strand is
bound to a gate, it forms a gate:signal complex
with the gate’s base strand. At any given mo-
ment (not counting the transient states during
reactions shown in fig. S1C), a gate base strand
always has a signal strand bound to one side,
leaving the toehold on the other side uncovered.

There are three basic reactions involved in
a seesaw network (Fig. 1C and fig. S1C). The
first one is seesawing: A free signal on one side
of a gate can release a signal bound on the other
side of the gate by toehold-mediated strand dis-
placement. The process starts with the free signal
strand (e.g., w2,5) hybridizing to the gate:signal
complex (e.g., G5:5,6) at the uncovered toehold
domain (e.g., T*) and then undergoing branch mi-
gration through the recognition domain (e.g., S5).
The previously bound signal will fall off when it
is attached to the gate base strand only by the
short toehold. The resulting gate:signal complex
(e.g., G2,5:5) will have an uncovered toehold on
the other side, and therefore the now-free signal
(e.g.,w5,6) can reverse the process symmetrically.
The second reaction is thresholding: A thresh-
old species associated with a gate and an imping-
ing signal can react with the signal by means
of a longer toehold (e.g., s2*T*), producing
only inert waste species that have no exposed
toehold. Thresholding is much faster than see-
sawing because the toehold-mediated strand dis-
placement rate grows exponentially with toehold
length for short toeholds (7, 8). As a result, see-
sawing effectively only happens when the input
signal exceeds the threshold. The third reaction
is reporting: A reporter species similar to a thresh-
old, but modified with a fluorophore and quench-
er pair, can absorb an impinging signal while
generating a fluorescence signal. Unlike thresh-
olding, reporting does not compete with seesaw-
ing, and it therefore does not require a longer
toehold.

DNA signals can play different roles such as
input (signals that arrive at a gate), output (signals
that are produced by a gate), and fuel (signals that
help to catalytically produce the output). One see-

saw gate with a few wires can create a catalytic
cycle in which input transforms free fuel into free
output without being consumed in the process
(Fig. 1D and fig. S1, B and C). Initially, the output
signal is bound to the right side of the gate; the
input and fuel signals are free (in our analogy, the
output is riding on the right side of the seesaw
board; the input and fuel are wandering around).
The input signal first releases the output signal and
binds to the gate instead (the input jumps onto the
left side of the board and makes the output jump
off). The fuel signal then displaces the input signal
by binding to the gate in the same way (the fuel
pushes off the input). A catalytic cycle has been
completed. In general, a free signal on one side of
a seesaw gate can catalyze the exchange of signals
on the other side, and this exchange will not hap-
pen without the catalyst. These reactions are driv-
en forward by the entropy of equilibration for the
seesawing reactions. A small amount of free input
can catalyze the release of a large amount of free
output (fig. S2).

Thresholding can be directly combinedwith a
seesaw catalyst to support a digital abstraction—
which is the basic principle underlying digital

logic in electronics—by pushing the intrinsically
analog signal toward either the ideal ON or OFF
value. Fluorescence kinetics experiments (Fig. 1E)
demonstrated the circuit in Fig. 1A connected to
the reporter in Fig. 1B. The input-versus-output
relationship (plotted in Fig. 1F) reveals a sharp
threshold, ideal for signal restoration.

A cascade of two seesaw gates can compute
the logic function OR or AND. To explain this,
we introduce two composable seesaw compo-
nents for digital circuits. We first define the
gross production of signal X as the total amount
eventually released from the gate:

〈X 〉 ¼ ∫
þ∞

0
X prodðtÞdt ð1Þ

Motivated by sequence design constraints (figs. S3
and S4), we then define two types of feedforward
seesaw gates, each assuming an irreversible down-
stream drain. The first type is called an amplifying
gate. It has a threshold and fuel. If the gross
production of its input is greater than the initial
amount of threshold, the output will keep being
released catalytically until it reaches the max-
imum, which is the initial amount of bound

Fig. 2. Digital logic gates implemented with the seesaw DNA motif. (A) Abstract diagram of a
seesaw circuit that computes either OR or AND, depending on the initial concentration of the
threshold. Input signals x1 (w1,2) and x2 (w3,2) are summed together at gate 2 and, if they exceed
the threshold, are amplified by gate 5 to generate output signal y (w5,6), which is reported by the
ROX fluorophore in reporter 6. (B) Domain-level DNA implementation of the two-input AND or OR
gate. (C) Kinetics experiments. Input strands were at 0.1× (0, logic OFF) or 0.9× (1, logic ON),
where 1× = 100 nM. Sequences of strands are listed in tables S2 and S3, circuit 3. Experiments
were performed at 20°C.

3 JUNE 2011 VOL 332 SCIENCE www.sciencemag.org1198

REPORTS

 o
n 

Ju
ne

 2
4,

 2
01

2
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fro
m

 



Marr’s Tri-level of analysis

Thomas LECUIT   2025-2026

(fig. S5). In all tested cases, the output went to
the correct ON or OFF state. A three-OR cascade
(fig. S6, A and B) and a four-OR cascade (fig. S6,
C and D) also worked. The delay time required
for circuit computation increased linearly with
the number of layers (Fig. 3A). However, once
the threshold for the output gate was exceeded,
the signal increased at roughly the same rate as
in the smaller circuit (Fig. 3B). In a circuit with
four layers, two AND gates, and three OR gates,
with 12 different combinations of inputs, the
output went to clear and correct ON or OFF
states in 8 hours (Fig. 3C).

Because integrating gates support multiple
inputs and amplifying gates support multiple
outputs, logic gates built from a pair of them can
easily support fan-in and fan-out. In a circuit with
a four-input OR gate, only when all inputs from
the upstream OR gates were OFF did the output

stay OFF (Fig. 3D). In a circuit with a four-output
OR gate, each output copied the correct logic
from the upstream OR gate (Fig. 3E). Circuits
with a four-input AND gate and a four-output
AND gate are shown in fig. S8C and fig. S9C,
respectively.

To demonstrate a digital circuit with an inter-
esting function, we built a circuit that computes
the floor of the square root of a four-bit binary
number (Fig. 4A). It is not an optimized digital
logic circuit; it is designed to showcaseAND,OR,
NOT, NAND, NOR, fan-in, and fan-out of logic
gates, aswell as fan-out of input signals. NOTgates
are difficult to implement directly using represen-
tations where the ON or OFF state of an input is
determined by the presence or absence of a single
DNA species: A circuit might compute a false
output before all input strands are added, because
NOT gates already produce ON signals in the

absence of their inputs, and for use-once circuits
(such as seesaw circuits), computations cannot
be undone. Therefore, we use dual-rail logic (fig.
S10B). Each input is replaced by a pair of inputs,
representing logic ON and OFF separately. Each
logic gate is replaced by a pair of AND or OR
gates. (Taking the NOR gate as an example, out-
put being OFF is the OR of both inputs being
ON; output being ON is the AND of both inputs
being OFF.) Initially, the pair of inputs is absent,
indicating that the logic value of this signal is un-
known. At the beginning of computation, one in-
put of the pair will be added, indicating either
logic ON orOFF. In this way, no computationwill
take place before the input signals arrive. With
dual-rail logic, any AND-OR-NOTcircuit can be
transformed into an equivalent circuit with AND
or OR gates only. Then, anyAND-OR circuit can
be further transformed into an equivalent seesaw

Fig. 4. A square-root circuit implemented with the seesaw DNA motif. (A)
A digital logic circuit that computes the floor of the square root of four-bit
binary numbers. (B) Abstract diagram of the seesaw circuit that is equiv-
alent to the square-root digital logic circuit. x0i and x1i are dual-rail inputs
of xi, and they represent logic OFF and ON, respectively (the same rule
applies to the outputs). Each pair of seesaw gates implements an AND (∧)
or OR (∨) gate. Each pair of dual-rail AND or OR gates implements one
ANDNOT, OR, NAND, or NOR gate. Red dots indicate positive red numbers,
specifying initial relative concentrations of free or bound signals; red cir-
cles indicate negative red numbers, specifying initial relative concentra-

tions of thresholds or reporters. An example of a two-input, two-output OR
gate is highlighted; full details are provided in fig. S10. (C) Kinetics
experiments of the square-root circuit with all combinations of inputs from
0000 to 1111. All 16 plots are shown separately in fig. S11. (D) Kinetics
experiments that compute the square roots of 0, 1, 4, and 9. Trajectories
and their corresponding outputs have matching colors. Dotted and solid
lines indicate dual-rail outputs that represent logic OFF and ON, respec-
tively. Sequences of strands are listed in tables S4 to S7. Experiments were
performed at 25°C, 1× = 50 nM, and 0.1× was used for OFF and 0.9× for
ON inputs.
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Qian, L. & Winfree, E. Science 332, 1196–1201 (2011).

A digital circuit that computes 
the floor of the square root of a 
four-bit binary 
number!

3. The Implementational Level: Molecular scale
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A framework to disentangle in complex processes: 

• The purpose/function (why): computational level 

• The strategy (how):                  algorithmic level 

• The biology/physics (what):   implementational level 

David Marr (1945-1980) 

Computational neurosciences
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David Marr

FOREWORD BY 

Shimon Ullman
AFTERWORD BY 

Tomaso Poggio

VISION
A Computational Investigation 
into the Human Representation 

and Processing of Visual Information

David Marr

The MIT Press
Cambridge, Massachusetts

London, England

Marr’s Tri-level of analysis

1982, Vision, David Marr 
W. H. Freeman and Company 
2010: MIT press (re-published)
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1.4. DECIPHERING THEGENOMIC ROSETTA STONE:WHISPERS OF THE FIRST SECRETOF LIFE35

LACTOSE

+

GLUCOSE

+

EXPRESSION LEVEL

OFF (basal)lacZ

promoter

+ – ONlacZ

promoter

– +/– OFFlacZ

promoter

CRP

Lacl

Figure 1.8: Regulatory logic of the lac operon. The promoter controls the
expression of the LacZ gene, a gene for an enzyme that breaks down the sugar
lactose. This gene is on only when glucose is absent and when lactose is present.
The presence of lactose and absence of glucose is detected through allosteric
transitions undergone by LacI and CRP, respectively.

about this regulatory architecture (and its even simpler incarnations) and how
those predictions can be tested in turn using precision measurements.

Despite the justly celebrated achievements of Jacob and Monod and those
that have followed them over more than half a century, many of the most im-
portant parts of the genomic DNA remain as cryptic now as they were more
than fifty years ago when Jacob and Monod first articulated the nature of gene
regulation. Specifically, we remain profoundly ignorant of the regulatory parts
of the genome. How to think about this regulatory landscape is the fundamen-
tal challenge taken up in the remainder of this book, though in many ways we
o↵er more questions than we answer. To see the challenge we face, we appeal
again to Figure 1.6. This figure reveals a profound truism. The di↵erent cell
types in the human body (with some intriguing exceptions we ignore for now)
all harbor precisely the same genome. And yet, these cells can be as di↵erent as
a photoreceptor and a neutrophil. As we know from a half-century of diligent
research, genes are di↵erentially regulated in space and time, resulting in di↵er-
ent cell fates. But how is the information about that regulation encompassed
within the genome?

One of the great technological advances of the last half century is the ability
to sequence DNA. As seen in Figure 1.10, at the time of this writing, the number
of nucleotides deposited on NIH databases is ⇡ 1017, a staggering number. To
put that in perspective, remember that a book such as the complete works of
Shakespeare contains several million letters. The entire US Library of Congress
is filled with tens of millions of books, with a total of f ⇥ 1014 letters. Hence,

• The Lac Operon in E. coli, a Molecular Logic Gate. 

• The Problem: Should a bacterium produce enzymes to digest lactose? 
• The Inputs: 

◦Input 1: Is lactose present?  
◦Input 2: Is glucose present? 

• The Algorithm: 
IF (Lactose is PRESENT) AND (Glucose is ABSENT) THEN PRODUCE 
digestive enzymes. 
ELSE, DO NOTHING.


Hernan G. Garcia and Rob Phillips, Physical genomics

• The Biological Implementation: 

◦A repressor protein blocks the genes for the lactose enzymes (the "OFF" state). 
◦IF lactose is present, it binds to the repressor, pulling it off the DNA. This is like a 

NOT gate: the presence of lactose removes a "stop" signal. 
◦BUT, the gene still needs a "GO" signal. This comes from the protein CRP, which is 

only active IF glucose is absent (NOT gate on the glucose signal). 
◦The system requires both the "stop signal" to be removed and the "go signal" to 

be present—a logical AND operation.

Marr’s Tri-Level in Bacteria metabolism
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• Transcription factors « symbols » that provide an 
internal representation of the environment.  

• 300 TFs provide a 300-dimensional representation 
of the world to regulate ~4500 genes. 

Hernan G. Garcia and Rob Phillips, Physical genomics

4   ◾   An Introduction to Systems Biology

active transcription factor can bind the DNA to regulate the rate at which speci!c target 
genes are read (Figure 1.1). "e genes are read (transcribed) into mRNA, which is then 
translated into protein, which can act on the environment. "e activities of the transcription 
factors in a cell therefore can be considered an internal representation of the environment. 
For example, E. coli has an internal representation with about 300 degrees of freedom 
(transcription factors). "ese regulate the rates of production of E. coli’s 4500 proteins.

"e internal representation by a set of transcription factors is a compact description of the 
myriad factors in the environment. Many 
di$erent situations are summarized by 
a particular transcription factor activity 
that signi!es “I am starving.” Many 
other situations are summarized by a 
di$erent transcription factor activity 
that signi!es “My DNA is damaged.” 
"ese transcription factors regulate their 
target genes to mobilize the appropriate 
protein responses in each case.

TABLE 1.1 Typical Biological Parameter Values (Biology by the Numbers, 2016)
Property E. coli Yeast Human (Fibroblast)

Cell volume 1 µm3 1000 µm3 10,000 µm3

Proteins/cell ∼4 × 106 ∼4 × 109 ∼4 × 1010

Mean size of protein 4–5 nm
Size of genome 4.6 × 106 bp

4500 genes
1.2 × 107 bp
6600 genes

3.2 × 109 bp
21,000 genes

Regulator binding site length 10–20 bp 5–10 bp 5–10 bp
Promoter length ∼100 bp ∼1000 bp ∼104–105 bp
Gene length ∼1000 bp ∼1000 bp 104–106 bp (with 

introns)
Concentration of 1 protein/
cell

∼1 nM ∼1 pM ∼0.1 pM

Di$usion time of protein 
across cell

∼0.1 sec
(D = 10 µm2/sec)

∼0.3 sec ∼10 sec

Di$usion time of small 
molecule across cell

∼1 msec
(D = 100 µm2/sec)

∼3 msec ∼0.1 sec

Time to transcribe a gene <1 min (80 bp/sec) ∼1 min ∼30 min (including 
RNA processing)

Time to translate a protein <1 min (20 aa/sec) ∼1 min ∼30 min (including 
mRNA export)

Typical mRNA lifetime 3 min 30 min 10 h
Typical protein lifetime 1 h 0.3–3 h 10–100 h
Cell generation time 20 min-several  

hours
2h-several hours 20 h-nondividing

Ribosomes/cell 104 107 108

Mutation rate 10−9–10−10/bp/ 
replication

10−9–10−10/bp/ 
replication

∼10–9/bp/
replication

FIGURE 1.1 

6   ◾   An Introduction to Systems Biology

Transcription factor proteins are themselves encoded by genes, which are regulated 
by other transcription factors, which in turn may be regulated by yet other transcription 
factors, and so on. !is set of interactions forms a transcription network (Figure 1.5). !e 
transcription network describes all of the regulatory transcription interactions in a cell. 
In the network, the nodes are genes and arrows represent transcriptional regulation of one 
gene by the protein product of another gene. An arrow X → Y means that the product of 
gene X is a transcription factor protein that can bind the promoter of gene Y to control the 
rate at which gene Y is transcribed.

genes that encode a transcription factor
other genes

FIGURE 1.5 

U. Alon. An introduction to systems biology. CRC Press (2020)

Marr’s Tri-Level in Bacteria metabolism
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• Computation: function/purpose 
Read a gradient of concentration of a molecule 
Orient motility towards the high concentration of the molecule 
Keep animal in molecule-rich environment. 
Or opposite: avoid toxic molecule and move away.  
Constraints: cell size 

• Algorithm: strategy/solution 
Read a difference in concentration in space (for large enough cells) 

— symmetry breaking (instability via feedback) 
Read a difference in concentration in time (for small cells eg. Bacteria) 

— cellular sensing, adaptation, memory and comparison.  

• Implementation:  
Molecular detection 
Amplification, adaptation and memory

Marr’s Tri-Level in Chemotaxis

https://www.youtube.com/watch?v=I_xh-bkiv_c

David Rogers at Vanderbilt University.
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Marr’s Tri-Level in Chemotaxis: Algorithm

Carole Parent lab at the University of Michigan Life Sciences Institute.

cAMP

Eukaryotic cells read and respond to a spatial gradient of chemokine 
Cell polarisation in response to gradient

PIP3 sensor 
(PH-GFP) 

cAMP wave 

cell movement
P. Devreotes lab

signal sensing 

cell polarization

mechanical response

receptor

transduction 
network

Dictyostelium discoideum cells are attracted by cAMP released in a gradient from a pipette 



Chemotaxis in Bacteria entails detection of a temporal gradient

• Bacteria are too small to detect spatial gradient of concentration 
• Bacteria detect a temporal change in concentration of chemoattractant 
• As they navigate in space, they detect in time different concentrations 
• This requires comparison of 2 measurements and memory

© 1972 Nature Publishing Group
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AW405 
Wild type 
29.5s 
26 runs 
Mean speed 21.2 µm/s 

50µm 

CheC491 
Nonchemotactic mutant 
7.2s 
I run 
Mean speed 31.3 µm/s 

50µm 

501 

. 
'· 

~-------------<----------------~----------------------------

Fig. 1 Digital plots of the displacement of a wild type bacterium, A W405, and a generally nonchemotactic mutant, cheC 497, at the rate of 
12.6 words (data points) per second. Tracking began at the points indicated by the large dots. The plots are planar projections of three-
dimensional paths. If the left and upper panels of each figure are folded out of the page along the dashed lines, the projections appear in 
proper orientation on three adjacent faces of a cube. The cultures were grown in a minimal salts medium on glycerol, threonine, leucine, 
and histidine, as described by Hazelbauer et al.10• They were washed twice at 4° C with a solution containing 10-2 M sodium phosphate 
(pH 7.0), 10-4 M EDTA (ethylenediamine tetraacetate) and 10-3 M magnesium sulphate and diluted at room temperature to an optical 
density of0.01 (590 nm) in a solution containing 10-2 M sodium phosphate(pH 7.0), 10-4 M EDTA,and 0.18 % (w/v) hydroxypropyl methyl-
cellulose (Dow Methocel 90 HG). They were tracked as such at 32.0° (viscosity 2.7 cp) in a tantalum and glass chamber 2 mm in diameter 

and 2 mm high. 

analysis ignores the smallest changes (Table 1, legend). Changes 
in direction also occur during runs (Table 1). The drift is about 
what one would expect from rotational diffusion: the root-
mean-square angular deviation of a 2 µm diameter sphere 
occurring int sec in a medium of viscosity 2.7 cp at 32° C is 29 
ytdegrees. 

1 13,,-;;~,~-
01----------------~-~---~~ 

3 

00~------------r----------~ 

Fig. 2 The speed of the wild type bacterium of Fig. I displayed 
by an analogue monitor. The recording has been divided into 
three parts, each 9.8 s long; the figure should be read from left 
to right and top down. Twiddles occurred during the intervals 
indicated by the bars. Note the consequent changes in speed. 
The longest run can be seen at the left end of the bottom trace. 
It appears in the upper panel of Fig. 1 angling downwards and 
slightly to the left, five runs from the end of the track. It is 45 

words or 3.57 s long. 

The shortest twiddles and the shortest runs are the most 
probable (Fig. 4). The distribution of twiddle lengths is 
exponential (Fig. 4a). The distribution of run lengths is 
exponential for unc 602 (not shown) but only approximately 
so for AW405 (Fig. 4b). If for AW405 one allows for variations 
in mean run length for different bacteria, the curvature in the 
semi-log plot of the aggregate run-length data vanishes (Fig. 4c). 

From calculations of autocorrelation functions of sequences of 
twiddles and of sequences of runs we conclude that twiddles 
and runs of different length occur at random. The statistics are 
Poisson; for a given organism in a given isotropic environment 
the probability per unit time of the termination of a twiddle or 
the termination of a run is a constant. 

The wild type is known to have chemoreceptors for serine, 
for aspartate and for a number of sugars 7 • If serine is added to 
suspensions of A W405 (no gradients), the run-length dis-
tributions remain exponential but shift dramatically toward 
longer runs (Fig. 5); the twiddles are suppressed. Calcula-
tions of the autocorrelation functions indicate that runs of 

15 

Change in direction from run to run (degree) 

Fig. 3 Distribution of changes in direction from the end of one 
run to the beginning of the next for the wild type bacteria of 
Table I. The distribution was constructed from 1,166 events by 
summing the numbers falling in successive 10° intervals. If the 
analysis is confined to the shortest twiddles, the distribution is 
skewed even farther toward small angles (mean and standard 

deviation 62 ± 26°). 
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Problem: Bacteria can go up an 
exponential gradient, over 20mm. 
For a 2µm cell to detect such a gradient, 
they would need to detect 0.0001% 
difference on both ends 

demonstrated to exhibit chemotaxis to-
ward various organic nutrients (3). The
results show that extensive metabolism
of the attractants is not required, or
sufficient, for chemotaxis. Instead, the
attractants themselves are detected.
The systems that bacteria ulse to de-

tect chemicals withouLt metabolizing
therm are here called "chemoreceptors."
Efforts to identify the chemoreceptors
are described.

A Quantitative Mlethod
for Studying Cheinotaxis

In the I 8o\s Pilleffer (4) demiioni-
strated chemnotaxis by exposing a suIS-
pensioni ol' mlotile bacteria to a solItion
of iln attractant in a capillary tuLbe and
then obseIving nlicroscopically that the
bacteria accuLm1ul_ated first at the moulth
of the capillary (Fig. 1 ) antd later inside.
A modification of this method, xxhich
permits quantitative study of chemo-
taxis, is here described briefly (5).

Wild-tvpe LEscherichiai coli K 1 2,
strain W31110, Wx as uLsed, except wx here
other"xiso indicated. A capillary tube
containinlg a solution of attractant Wc.as
plLshecd into a Suspension of bacteria
on a slide (6). Alter incubation ait
30(C (7) I'or 60 minuLtes, the capillary
xx as taken out of' the bacterial SuLspen-
sion and washed to remove bacteria
adhering to the ouLtside. The number of
bacteriia inside the capillary was then
measLured by platinig the contents of the
capillary ancd coLunting colonices the next
dcay. The error is --+ 1 5 percent.
A typical result lor glucose (8') at

various concenrtrations is shown in Fig.
2. From such a (lose-response cuLrve-
or, better, from a double log plot one
canl estimate a threshold concentration
f'or accUmnlationl inside the capillary, in
this case abOUt 4 X Io-7Jj. (The
threshold is actually low er thlan this.
since the glucose is being tised uLp.) At
the highest concenitrations, so muLch at-
tractant diffLuses out that the bacteria
wx hich ha.ve accla1.1ted oLutside the
capillMary do not enter in the time al-
lowed. The peak conicentration varies
xwith timc of incuhationi, rate of uLse of
the attractant, and other factors (5).

ResuLlts similar to that shown in Fig.
2 were obtained ior other attractants-
for example, galactose, riibose, aspar-
tate, and serine (8).
Are the attractants themselves de-

tected, or is it something that results

The author is a professor in the depai-tmiienits
of biochemistry and genetics at the Universityof Wisconsin, Madisoni.
26 DECEMBER 1969
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Fig. 1. Photomicrograph showing ittraction of Escllerichia coli bacteria to aspartate.
The capillary tLtbe (di.ameter. 25 microns) cont.ained aspartate ait a concentration of2 X 1() ,A1. [Photomicrograph by Scott W. Ramsey, dark-field photogr.aphy]

Iablte 1. The ability of salt'OLIs ImeCtabotiia,bhc chcmniicals to attract LEscher/ic/ta coli.

Chemotaxis:

Att ractant

Calactose
Gialactonate
Glutcose
GlLueonate
(ilItClt-on;ate
GIt ccrotI
(I KetoT tutarate
Sticciniate

Lunimarate
M zitate
P5rlt1-LVttC

rh reslold
molarity

4x tO
I ()

4x O7
> 10 '

> I1()
to 2

> If)
1()

> I 1

NalximlllLlm response

Ntolail-ity No. of bacteriaoIttractedl

I () 12510,)
(I 5.0001

t( 187,000
(No tesponse)
(No response)
(No response)
(No response)

() 8.000
(No i>esponse)

t 5,000
(No tresponse)

Douibting time
for growsth

(IIOLII'S)

2.6
2.0
1.2
1.1
1.1
t.8
2.5

2.0
2.0
1.7
3.0

hlic chemotaxis stuidies veic carried out for I hotir with ssild-type (W31 10) bacteria grown oni cachchmciiical (0.025M) as sole sotirce of caibon and enei-gy, in a miiedium dcscribed etsescwheie (45).-;- Maxinitim response" refers to the nmtiber of bacte-iia attiacted into a capillary tLibe in I houir atthlc peak coniceintration of atti-actant. The pcak coneentiation was determined from a dose-responsecurse for concenti-ations betsseen 10t xJ andt 10 IM (as in Fig. 2) for each chemical. A backgrouindaltue (the saltte obta,1ined sslheni there is no aItti actat in thc capillary tuibe) of about 300(1 bactcriahias becn subtiactcd (sce 46).

Table 2. T3he ability of t-aspartate and -sc inc and of sonme of their prodiucts to attract
F /ichrichiii cColi.

Attirac tanilt

Asp.urtate
Se tiiie
Succ inate
Fitmniarate
N1ialate
Oxal acetate
Pyrxlate

Thlrcslhod
nioltat ity

6 X 10-s6 x to
2 It -

1(1--
10I

> 1(0-'
tol

Chllmotaxisi
NIMaximum response

IVNI il7a ity No. (

at

3 X to :i 3

WI)1(): 1

'0II
(No t-esponse)
(No i-esponse)

of bacteria
.ttractecd
3(0,000
194,000
43.000
3,000
3,000

Oxygen
tuptake't
lo81,hrper 10-t

clls)
12
25
6i
30
44

5
61

W Tlie bacteiia wcre growsne on glycerol as sole sou-ce of carbon and energy. Otherwise the conditionswscc as dcescribed for Table 1. Ox3gen uiptake was measured in chemotaxis medium (see 6)at 300C.

1589

E. coli attracted by 2mM Aspartate in capillary
Bacteria enter the capillary during 1h

R. Macnab. D.E. Koshland. PNAS. 69:2509-2512 (1972) 
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Chemoreceptor physiology

• Sensitivity - Gain : output/input ratio 

• High amplitude range 

• Adaptation: reset after input 

Key properties of chemotactic network 
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Figure 4.11

The molecular circuit that drives chemotaxis. The circuit can be conceptually divided into three modules: the sensor module, the
transduction module, and the actuator module (top to bottom). In the sensor module, chemoreceptors at the cell membrane detect
chemoattractants. The binding of chemoattractants sets off a signaling cascade in the transduction module that culminates in the
phosphorylation of the messenger molecule CheY. In the actuator module, the interaction of CheY-P with the flagellar motor alters the
frequency of the change in rotation direction of the flagellar motor. Adapted fromMcAdams, Srinivasan, and Arkin (2004).

chemotaxis detection system to reset its concentration setpoint in the process
of adaptation.

One of the most important aspects of the chemotaxis circuitry is that nearly
all the molecular players are subject to posttranslational modifications, as
shown in Figure 4.13. The chemoreceptors themselves, as part of the critical
process of adaptation, have multiple methylation sites that, as we will see, when
modified by the addition or removal of a methyl group can be thought of as
modifying one of the key parameters (!ϵ) in the MWC description of these
molecules, thus changing the relative equilibrium of the inactive and active
states of the receptor. These methyl groups are added to the chemoreceptors
by the enzyme CheR. The soluble response regulator CheY has different levels

-1—
0—

+1—
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Molecular circuit driving chemotaxis
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The molecular circuit that drives chemotaxis. The circuit can be conceptually divided into three modules: the sensor module, the
transduction module, and the actuator module (top to bottom). In the sensor module, chemoreceptors at the cell membrane detect
chemoattractants. The binding of chemoattractants sets off a signaling cascade in the transduction module that culminates in the
phosphorylation of the messenger molecule CheY. In the actuator module, the interaction of CheY-P with the flagellar motor alters the
frequency of the change in rotation direction of the flagellar motor. Adapted fromMcAdams, Srinivasan, and Arkin (2004).

chemotaxis detection system to reset its concentration setpoint in the process
of adaptation.

One of the most important aspects of the chemotaxis circuitry is that nearly
all the molecular players are subject to posttranslational modifications, as
shown in Figure 4.13. The chemoreceptors themselves, as part of the critical
process of adaptation, have multiple methylation sites that, as we will see, when
modified by the addition or removal of a methyl group can be thought of as
modifying one of the key parameters (!ϵ) in the MWC description of these
molecules, thus changing the relative equilibrium of the inactive and active
states of the receptor. These methyl groups are added to the chemoreceptors
by the enzyme CheR. The soluble response regulator CheY has different levels
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R. Phillips, The Molecular Switch: signaling and allostery. Princeton Univ. Press. 2020
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Figure 4.16: Mechanism of bacterial chemotaxis. (A) Many bacteria, including E. coli, are equipped with flagella. The helical
flagellar filaments are turned by a motor embedded in the cell’s wall and membranes. (B) When all of the flagellar motors on an
individual cell are rotating counterclockwise, the filaments bundle together and the bacterium moves efficiently in a straight
line called a run. When the motors reverse direction and spin clockwise, the flagellar bundle flies apart and the bacterium
rotates in an apparently random manner called a tumble. Over long distances, bacterial trajectories appear as run segments
arranged at random angles to one another at junctures where a tumble event occurred. (C) The switching of the motor from
counterclockwise to clockwise rotation, and hence the switching of the behavior from running to tumbling, can be controlled
by the presence of small molecules in the bacterium’s environment. These molecules bind to receptors that then induce
phosphorylation of a signaling protein, which in turn binds to and affects the mechanics of the motor. (D) Tuning of swimming
behavior by small molecules can cause the bacterium to swim either toward desirable food sources, such as sugars or amino
acids, or away from noxious toxins.

flagellum. A typical E. coli has on the order of 5 such flagella with a
characteristic length of the order of 10 µm. One of the most remark-
able classes of molecular motors is those that exercise rotary motion.
The first such motor to be characterized in detail is that associated
with the rotary motion of the E. coli flagellum and shown in Figure 3.24
(p. 120). This tiny rotary motor is capable of spinning the flagellum
at roughly 6000 rpm using energy stored in an ion gradient across the
bacterial cell membrane. The remarkable mechanical feature of this
motor is that it can reverse its direction, rotating either clockwise or
counterclockwise at comparable speeds. It is the likelihood of switch-
ing between counterclockwise and clockwise motion that regulates
bacterial trajectories in response to chemoattractants. When all of the
motors on a particular bacterium are rotating in a counterclockwise
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arranged at random angles to one another at junctures where a tumble event occurred. (C) The switching of the motor from
counterclockwise to clockwise rotation, and hence the switching of the behavior from running to tumbling, can be controlled
by the presence of small molecules in the bacterium’s environment. These molecules bind to receptors that then induce
phosphorylation of a signaling protein, which in turn binds to and affects the mechanics of the motor. (D) Tuning of swimming
behavior by small molecules can cause the bacterium to swim either toward desirable food sources, such as sugars or amino
acids, or away from noxious toxins.

flagellum. A typical E. coli has on the order of 5 such flagella with a
characteristic length of the order of 10 µm. One of the most remark-
able classes of molecular motors is those that exercise rotary motion.
The first such motor to be characterized in detail is that associated
with the rotary motion of the E. coli flagellum and shown in Figure 3.24
(p. 120). This tiny rotary motor is capable of spinning the flagellum
at roughly 6000 rpm using energy stored in an ion gradient across the
bacterial cell membrane. The remarkable mechanical feature of this
motor is that it can reverse its direction, rotating either clockwise or
counterclockwise at comparable speeds. It is the likelihood of switch-
ing between counterclockwise and clockwise motion that regulates
bacterial trajectories in response to chemoattractants. When all of the
motors on a particular bacterium are rotating in a counterclockwise
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• Ligand binding: CheY is unphosphorylated and does not signal: Receptor is OFF, rotation is CCW 
• No ligand: CheY is phosphorylated, signals: Receptor is ON, rotation is CW 

CheY-P binds the motor and reverses rotation

Regulation of tumbling frequency 
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Molecular circuit driving chemotaxis

a(t) = f[L(t)]Activity of receptor (R and CheA) L : Ligand 
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The molecular circuit that drives chemotaxis. The circuit can be conceptually divided into three modules: the sensor module, the
transduction module, and the actuator module (top to bottom). In the sensor module, chemoreceptors at the cell membrane detect
chemoattractants. The binding of chemoattractants sets off a signaling cascade in the transduction module that culminates in the
phosphorylation of the messenger molecule CheY. In the actuator module, the interaction of CheY-P with the flagellar motor alters the
frequency of the change in rotation direction of the flagellar motor. Adapted fromMcAdams, Srinivasan, and Arkin (2004).

chemotaxis detection system to reset its concentration setpoint in the process
of adaptation.

One of the most important aspects of the chemotaxis circuitry is that nearly
all the molecular players are subject to posttranslational modifications, as
shown in Figure 4.13. The chemoreceptors themselves, as part of the critical
process of adaptation, have multiple methylation sites that, as we will see, when
modified by the addition or removal of a methyl group can be thought of as
modifying one of the key parameters (!ϵ) in the MWC description of these
molecules, thus changing the relative equilibrium of the inactive and active
states of the receptor. These methyl groups are added to the chemoreceptors
by the enzyme CheR. The soluble response regulator CheY has different levels
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Molecular circuit driving chemotaxis

a(t) = f[L(t), m(t)] 

Activity of receptor (R and CheA)

L : Ligand 
m: methylation state

More methylation → higher 
CheA autophosphorylation rate



•Methylation  and demethylation take a few seconds and thus reflect 
receptor activity a few seconds ago (« memory »).  

•Receptor occupancy by ligand influences the current activity state (which 
takes a fraction of a second).  

•By comparing the activity state of the cell (CheA) and methylation, the cell 
can compute how signal evolved in a few seconds, whether it increased, or 
decreased. 

•Cells have a built-in short term memory to compare present and 
recent past and thereby read the concentration gradient
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Figure 4.13

Summary schematic of the molecular cir-
cuit behind chemotaxis. The pencil-and-
eraser icons are meant to show the way
that chemical groups are either written or
erased from their molecular substrates.
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Activity of chemotaxis receptors. (A) Schematic of the FRET experiment used to measure chemoreceptor activity. When CheZ actively
dephosphorylates CheY-P, the proximity of these two molecules leads to FRET. (B) Measured activity curves as a function of chemoat-
tractant concentration for different chemoreceptor mutants designed to mimic different states of adaptation of the chemoreceptors.
Adapted from Sourjik and Berg (2002); see Further Reading.

of activity (similar to the chemoreceptors themselves) in the chemotaxis cir-
cuit controlled by phosphorylation, with the phosphorylated state (CheY-P)
active to interact with the motor and switch its direction of rotation. Also,
the protein CheB responsible for demethylating the chemoreceptors in the
process of adaptation is itself subject to phosphorylation. Clearly, posttrans-
lational modifications are the basis for a lot of feedback and control within the
chemotaxis signal transduction module, tuning the relative activities of several
different molecular players in the chemotaxis circuitry

Beautiful experiments using the technique of fluorescence resonance energy
transfer (FRET) make it possible to peer into the mechanics of signal transduc-
tion during chemotaxis. As shown in Figure 4.14(A), the idea of these FRET
experiments is to look for spatial proximity of the enzymeCheZ, which dephos-
phorylates CheY-P, to its substrate CheY-P. In the absence of chemoattractant,
CheY will constantly be phosphorylated, which in turn will be constantly
dephosphorylated through the action of CheZ. However, in the presence of
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Logic of adaptation

a(t) = f[L(t), m(t)] m(t)L(t)



• Core of adaptation: Resetting 
Methylation is updated by receptor activity (and ligand 
binding): Methylation is mediated by CheR.  

The demethylase CheB is activated via phosphorylation by 
CheA, and thus by ligand binding to the receptor.  

Without ligand L, the receptor is on, CheA is active and so CheB is 
more active as a demethylase, and will convert the receptor into the 
off state. The response is damped: the activity a(t) decreases.

Logic and implementation of adaptation
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Inactive
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Figure 4.29

Simple model of adaptation due to methy-
lation. CheR adds methyl groups when
the chemoreceptor is inactive. Phospho-
rylated CheB (CheB-P) removes methyl
groups when the chemoreceptor is active.
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Adaptation in chemotaxis
through successive methyla-
tion and demethylation events.
Each chemoreceptor has four
methylation sites, and each
such methylation event creates
a larger shift in the MWC
parameter !ε. Adapted from
Nelson (2017).
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Conversely, with ligand L, the receptor is off, CheB is less 
active, methylation accumulates, and the receptor becomes on. 
Its activity a(t) increases.

R. Phillips, The Molecular Switch. Princeton Univ. Press. 2020
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It integrates this error over time into the methylation level m(t): slow variable that measures the past history.

e(t)=a(t)−a∗ a* (set-point, corresponds to average methylation state. Encoded in CheR/CheB activities on R)
Error between activity and set point.

If activity a(t) too high → decrease m(t)
If a(t) too low → increase m(t)

Integral feedback

dm/dt =kR (1−a)−kB a a(t) = f[L(t), m(t)] 
instantaneous slow integral of past



Chemoreceptor physiology

• Sensitivity - Gain : output/input ratio 

• High amplitude range 

• Adaptation: reset after input 

Key properties of chemotactic network 
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The molecular circuit that drives chemotaxis. The circuit can be conceptually divided into three modules: the sensor module, the
transduction module, and the actuator module (top to bottom). In the sensor module, chemoreceptors at the cell membrane detect
chemoattractants. The binding of chemoattractants sets off a signaling cascade in the transduction module that culminates in the
phosphorylation of the messenger molecule CheY. In the actuator module, the interaction of CheY-P with the flagellar motor alters the
frequency of the change in rotation direction of the flagellar motor. Adapted fromMcAdams, Srinivasan, and Arkin (2004).

chemotaxis detection system to reset its concentration setpoint in the process
of adaptation.

One of the most important aspects of the chemotaxis circuitry is that nearly
all the molecular players are subject to posttranslational modifications, as
shown in Figure 4.13. The chemoreceptors themselves, as part of the critical
process of adaptation, have multiple methylation sites that, as we will see, when
modified by the addition or removal of a methyl group can be thought of as
modifying one of the key parameters (!ϵ) in the MWC description of these
molecules, thus changing the relative equilibrium of the inactive and active
states of the receptor. These methyl groups are added to the chemoreceptors
by the enzyme CheR. The soluble response regulator CheY has different levels
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Marr’s Tri-Level in Chemotaxis: Algorithm
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Tony Hisgett/Wikipedia 
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defect (Fig 1A–D), they showed decreased pigmentation of
melanophores, abnormal cardiogenesis, small ears, shortened
and curled tails in later stages (Fig 1E,F; supplementary Fig S1A–D
online), and embryonic lethality. In addition to these defects,
in situ hybridization analysis showed abnormal neural develop-
ment (supplementary Fig S1E–H online).

To identify the gene responsible for this phenotype, we mapped
its chromosomal position (Fig 1G). The kt641 mutation was
mapped to the region between fj13e08 (1.9 cM from the mutation)
and fa66c10 (0.14 cM from the mutation) on linkage group
(LG) 13, and a polymorphism within a contiguous sequence,
BX284673, was found to be near the mutation (1/1,470
recombinants/meioses). Interestingly, a zebrafish homologue of
rtf1 had been located near the suspected mutation. Sequence
analysis of rtf1 in the kt641mutant showed a point mutation—C to T—
at codon 169, which co-segregated with the phenotype. This
mutation produces a termination codon—CAG to TAG—which
yielded a truncated version of the Rtf1 protein (Fig 1H). Injection of
two individual antisense morpholino oligonucleotides (MOs) spe-
cific for rtf1 also resulted in morphological defects similar to those of
the kt641 phenotype (supplementary Table S1 online). Injection of
rtf1 MO1 into kt641 mutants did not enhance the phenotype,
indicating that this is a null mutation (data not shown). Furthermore,
injection of wild-type rtf1 messenger RNA at the one-cell stage
rescued the phenotype, whereas injection of kt641 mutant mRNA
did not (supplementary Table S2 online). Therefore, we conclude
that the gene responsible for the kt641 phenotype is rtf1. In situ
hybridization analysis indicated that the rtf1 transcript was present in

all blastomeres at cleavage stages and in the entire embryo during
early developmental stages (data not shown). Maternal expression of
the transcript was also detected (data not shown).

So far, posterior segmentation defects in zebrafish similar to
those observed in the rtf1 mutant have been reported to be caused
by abnormalities in one of two distinct signalling pathways: Notch
or fibroblast growth factor (FGF). Several mutants in Notch
signalling components—including deltaC, deltaD and notch1a,
and also mib in E3 ubiquitin ligase for Notch ligands—lack somite
boundaries in the posterior region (Holley & Takeda, 2002; Itoh
et al, 2003; Jülich et al, 2005). Zebrafish embryos defective in
her13.2, which is a downstream target of FGF signalling, also
show a similar phenotype, probably resulting from abnormal
regulation of her1, a prominent target of Notch signalling
(Kawamura et al, 2005). To examine whether rtf1 is involved in
either of these signalling pathways, we analysed the expression of
genes involved in Notch or FGF signalling in somite segmentation
at early somite stages, when tail elongation is not yet defected in
rtf1 homozygous embryos. Striped expression of her1, her7 and
deltaC, all of which are regulated by Notch signalling (Holley
et al, 2000; Jiang et al, 2000; Oates & Ho, 2002), was strongly
reduced in rtf1 homozygous embryos at early somite stages
(Fig 2A–E,L) and at later stages (supplementary Fig S2A and B
online). The most anterior expression of these genes also shifted in
the posterior direction, although the reason for this shift was
uncertain (Fig 2A,D,E, arrowheads). By contrast, the expression of
fgf8 and her13.2 in the PSM was normal in rtf1 homozygous
embryos (Fig 2F–I,L), suggesting that Rtf1 is preferentially required
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Fig 1 | Isolation and molecular characterization of a zebrafish rtf1kt641 mutant defective in somite formation. (A–F) Lateral views of wild-type (wt)

(A,B,E) and kt641 homozygotes (C,D,F) at the 17-somite stage (A–D) and at 36 h post-fertilization (E,F). Panels (B) and (D) show views of panels (A)

and (C) respectively, at higher magnification. Somite boundaries are disrupted in the posterior trunk of the kt641 mutant (square bracket in (D)). At

later stages, the kt641 mutation causes reduced pigmentation, limited tail growth and abnormal heart (arrow) and ear (arrowhead) development (F).

(G) Meiotic and physical mapping of the kt641 mutation. Horizontal grey bars represent contiguous sequences deposited in linkage group 13.

(H) Schematic diagrams of zebrafish Rtf1 proteins encoded by wild-type and kt641 alleles.
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Marr’s Tri-Level in developmental Patterning

• Computation: function/purpose 
Define robustly discrete regions with clear spatial boundaries in a field of cells 

• Algorithm: strategy/solution 
Produce a spatial gradient of a continuous input variable across the field 
Read the value of this variable 
Respond non-linearly to input to produce a sharp spatial boundary in output value 

• Implementation:  
Chemical gradient: eg. Exponential decay profile with local source, diffusion and 
degradation.  
Control of molecule diffusion/transport and degradation to tune the length scale of gradient 
Cooperative effect in molecular response network: eg. Transcription factor binding on DNA 
promoter/enhancer sequences. 

• Morphogen gradient 

Patterning has the property of scaling (keep proportions as size varies)

Scaling algorithm: eg. expansion-repression integral feedback control  M          Expander
D

Scaling: not clear yet…
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• Morphogen gradient: Computational level 

Morphogen gradients provide asymmetry but not precise
positional information
Genetic and molecular studies indicate that Bcd and Shh act as long-
range morphogens within their tissues. In both systems, the absence
of the morphogen prevents the formation of some cell types and
results in dramatic shifts and expansions of the remaining cell
identities into regions normally occupied by the cell types that fail to
form. For example, in embryos from mothers lacking Bcd, head and
thoracic segments are completely missing and there is a duplication
of posterior structures at the anterior end of the embryo (Frohnhöfer
et al., 1986). Similarly, in mutant mouse embryos lacking Shh
signaling, the cell types found in the dorsal neural tube replace those
normally occupying the ventral neural tube (Chiang et al., 1996;
Litingtung and Chiang, 2000; Wijgerde et al., 2002). Thus, at the
functional level, both Bcd and Shh are involved in two types of
activities: the repression of cell fates normally produced at the
opposite pole, and the instructive activation of genes required for
forming structures where there are high levels of the morphogen.
Several lines of evidence suggest that both Bcd and Shh can

function in a concentration-dependent fashion. In the Drosophila
blastoderm, increasing bcd gene copy number shifts the posterior
boundaries of Bcd-dependent target genes toward the posterior of
the embryo (Driever and Nüsslein-Volhard, 1988b; Struhl et al.,
1989). Conversely, changing the number or affinity of Bcd binding
sites alters the anterior-posterior (AP) range of bcd reporter
transgenes: increased binding results in posterior expansion and

vice versa (Driever et al., 1989; Simpson-Brose et al., 1994; Struhl
et al., 1989). For the neural tube, ex vivo experiments using
recombinant Shh protein indicate that two- to threefold changes in
Shh concentration produce switches in neural progenitor identity
(Ericson et al., 1997b; Martí et al., 1995; Roelink et al., 1995).
Hence, there is a correlation between ligand concentration and
differential gene expression. Comparable changes in neural
progenitor identity can also be elicited by modulating the activity
level of intracellular Gli – the transcriptional effector of Shh
signaling (Stamataki et al., 2005). Together, these data appear to
support the conventional view of a morphogen in which boundaries
of gene expression correspond to specific thresholds of morphogen
activity, implying that the concentration of a patterning signal is a
direct measure of positional information.

However, findings from both the blastoderm and neural tube
challenge the strict relationship between signal concentration and
positional identity. In embryos in which the Bcd gradient has been
flattened by genetic manipulation, several target genes continue to
form well-defined boundaries that are shifted in position but
nonetheless correctly ordered along the patterning axis (Fig. 2A,B)
(Chen et al., 2012; Löhr et al., 2009; Ochoa-Espinosa et al., 2009).
Moreover, in these embryos the boundaries of target genes are
associated with lower concentrations of Bcd than in wild-type
embryos, suggesting that Bcd is in excess at every position within
the wild-type gradient (Ochoa-Espinosa et al., 2009). Finally,
during the process of pattern formation, the position of gap gene

Box 2. Dorsal-ventral (DV) patterning of the vertebrate neural tube
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Cell fate specification in the vertebrate neural tube follows a template similar to that in the Drosophila blastoderm. Discrete domains of progenitors (p0-p3,
pMN, pd1-pd6) are arrayed along the DV axis (Alaynick et al., 2011; Dessaud et al., 2008; Jessell, 2000). Progenitor domain identity is based on the
combinatorial expression of a set of TFs and this combinatorial code is necessary and sufficient to specify the neuronal subtypes (V0-V3, MN, dI1-dI6) that
each domain generates. The pattern of gene expression is established in a progressive manner in response to opposing gradients of secreted factors: Shh
emanating from the ventral pole (NC, notochord); Wnt and BMP signaling dorsally.

Shh binds to the transmembrane receptor Ptch, and this relieves repression on a second transmembrane protein, Smo. Smo activation initiates
intracellular signal transduction, culminating in the regulation of Gli family TFs (Briscoe and Thérond, 2013), which are bifunctional transcriptional repressors
and activators. In the absence of signal, Gli proteins are either completely degraded or processed to form transcriptional repressors (GliR), whereas Shh
signaling inhibits GliR formation and instead activating forms of Gli proteins (GliA) are generated.

In response to the dynamic gradient of Gli activity produced by Shh signaling, the expression of ventral TFs (e.g. Nkx6.1, Olig2, Nkx2.2) are activated, and
dorsally expressed TFs (e.g. Pax3, Pax7, Pax6, Msx1, Irx3) are repressed. Binding sites for Gli proteins are associated with genes expressed in the ventral
half of the neural tube (Oosterveen et al., 2012; Peterson et al., 2012; Vokes et al., 2007). Many Shh/Gli-regulated genes encode TFs that act as Groucho/
TLE-dependent repressors (Muhr et al., 2001). Analogous to the gap proteins, pairs of TFs expressed in adjacent domains cross-repress each other’s
expression (Briscoe et al., 2000; Vallstedt et al., 2001).
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Morphogengradientsprovideasymmetrybutnotprecise
positionalinformation
GeneticandmolecularstudiesindicatethatBcdandShhactaslong-
rangemorphogenswithintheirtissues.Inbothsystems,theabsence
ofthemorphogenpreventstheformationofsomecelltypesand
resultsindramaticshiftsandexpansionsoftheremainingcell
identitiesintoregionsnormallyoccupiedbythecelltypesthatfailto
form.Forexample,inembryosfrommotherslackingBcd,headand
thoracicsegmentsarecompletelymissingandthereisaduplication
ofposteriorstructuresattheanteriorendoftheembryo(Frohnhöfer
etal.,1986).Similarly,inmutantmouseembryoslackingShh
signaling,thecelltypesfoundinthedorsalneuraltubereplacethose
normallyoccupyingtheventralneuraltube(Chiangetal.,1996;
LitingtungandChiang,2000;Wijgerdeetal.,2002).Thus,atthe
functionallevel,bothBcdandShhareinvolvedintwotypesof
activities:therepressionofcellfatesnormallyproducedatthe
oppositepole,andtheinstructiveactivationofgenesrequiredfor
formingstructureswheretherearehighlevelsofthemorphogen.

SeverallinesofevidencesuggestthatbothBcdandShhcan
functioninaconcentration-dependentfashion.IntheDrosophila
blastoderm,increasingbcdgenecopynumbershiftstheposterior
boundariesofBcd-dependenttargetgenestowardtheposteriorof
theembryo(DrieverandNüsslein-Volhard,1988b;Struhletal.,
1989).Conversely,changingthenumberoraffinityofBcdbinding
sitesalterstheanterior-posterior(AP)rangeofbcdreporter
transgenes:increasedbindingresultsinposteriorexpansionand

viceversa(Drieveretal.,1989;Simpson-Broseetal.,1994;Struhl
etal.,1989).Fortheneuraltube,exvivoexperimentsusing
recombinantShhproteinindicatethattwo-tothreefoldchangesin
Shhconcentrationproduceswitchesinneuralprogenitoridentity
(Ericsonetal.,1997b;Martíetal.,1995;Roelinketal.,1995).
Hence,thereisacorrelationbetweenligandconcentrationand
differentialgeneexpression.Comparablechangesinneural
progenitoridentitycanalsobeelicitedbymodulatingtheactivity
levelofintracellularGli–thetranscriptionaleffectorofShh
signaling(Stamatakietal.,2005).Together,thesedataappearto
supporttheconventionalviewofamorphogeninwhichboundaries
ofgeneexpressioncorrespondtospecificthresholdsofmorphogen
activity,implyingthattheconcentrationofapatterningsignalisa
directmeasureofpositionalinformation.

However,findingsfromboththeblastodermandneuraltube
challengethestrictrelationshipbetweensignalconcentrationand
positionalidentity.InembryosinwhichtheBcdgradienthasbeen
flattenedbygeneticmanipulation,severaltargetgenescontinueto
formwell-definedboundariesthatareshiftedinpositionbut
nonethelesscorrectlyorderedalongthepatterningaxis(Fig.2A,B)
(Chenetal.,2012;Löhretal.,2009;Ochoa-Espinosaetal.,2009).
Moreover,intheseembryostheboundariesoftargetgenesare
associatedwithlowerconcentrationsofBcdthaninwild-type
embryos,suggestingthatBcdisinexcessateverypositionwithin
thewild-typegradient(Ochoa-Espinosaetal.,2009).Finally,
duringtheprocessofpatternformation,thepositionofgapgene

Box2.Dorsal-ventral(DV)patterningofthevertebrateneuraltube
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• Morphogen gradient: Algorithmic level 

Collinet C. & Lecuit T. Nature Rev. Mol. Cell Biol., 2021 
doi.org/10.1038/s41580-020-00318-6

• Gradient of continuous variable

Marr’s Tri-Level in developmental Patterning

When the production of molecular species is coupled 
to their diffusion, striking spatial–temporal molecular 
patterns can emerge. Reaction–diffusion systems such 
as Turing instabilities21 produce patterns with length 
scales that depend on the details of activator–inhibitor 
interactions22 (BOX 2). Excitable systems manifest charac-
teristic temporal dynamics, in which, for instance, trigger 
wave velocities depend on diffusion and positive feedback 
timescales23. Concentration gradients of molecules where 
the local concentration depends on the production–
degradation rates and on the diffusion/transport  

constants24, define time and length scales of morphogenetic  
fields. The emergent biochemical patterns are read 
and interpreted by cells via cell signalling and direct a 
sequence of downstream cellular decisions. For instance, 
the concentration-dependent activity of morphogens 
transforms a homogeneous field of cells into discrete 
regions of defined length, each with its own morpho-
genetic and differentiation programmes driven by the 
induction of specific changes in gene expression25,26. 
As another example, Turing instabilities control pal-
ate ridges27 and digit number in growing limbs28 in the 
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Fig. 1 | Programme versus self-organization in the flow of morphogenetic 
information. a | Length and timescales of morphogenetic information can 
be defined by biochemical (in red on the left) or mechanical (in blue on the 
right) interactions occurring within the given geometry of the tissue (in grey). 
On the left: the constant of effective diffusion (D) of a molecular species (red 
star) from a spatially restricted production zone and its rate of degradation 
(k) define the local concentration and thus the length scale (λ) and timescale 
(τ) of the cellular and tissue level processes driving shape changes. These 
length and timescales can be quantitatively estimated by measuring D and 
k (equations in the yellow quadrant). The graph on the left illustrates the 
spatial decay of the concentration of a molecular species following an 
exponential decay with length scale λ. On the right: the propagation of 
deformation due to an applied stress can define the length scale (λ) and 
timescale (τ) of morphogenetic events in a tissue. Strain propagation 
depends on the elastic modulus (stiffness) E, the viscosity η and the friction 
coefficient γ . The length (λ) and timescales (τ) are defined quantitatively as 
in the yellow quadrant at the bottom left. The graph illustrates how the 
viscosity of a material impacts on the timescale of deformation following an 
applied stress. A fully elastic material has a coefficient of viscosity equal to 0 
and never dissipates the elastic energy due to the applied stresses (that is, 
they can return to their initial configuration when the stress is released) while 

a viscoelastic material dissipates the elastic energy (that is, it cannot return 
to the initial configuration upon stress release) when the stress is applied for 
long enough beyond a certain timescale. The applied stress is indicated by σ 
and the induced strain by ε. Of note, biochemical interactions and cell and 
tissue mechanics can regulate each other. For instance, biochemical 
signalling can regulate the stiffness/viscosity of the actin cortex or may 
activate force-generating molecular motors. Mechanics can regulate local 
protein concentrations by advection or elicit biochemical signalling via 
mechanotransduction. b | Idealized information flows illustrating how 
morphogenesis could be executed as a programme (middle) or emerge in a 
self-organized fashion (right). Biochemistry, mechanics and geometry are the 
key modules of morphogenesis (as illustrated in part a). In programmed 
morphogenesis the information is fully encapsulated in the initial patterning 
(that is, biochemistry) and geometry of the tissue. This determines fully the 
execution of cell and tissue mechanical operations and the final outcome  
of morphogenesis. The strict hierarchy and the unidirectional flow of 
information are represented by single-headed arrows. In the case of self- 
organized morphogenesis biochemistry, mechanics and geometry  
can regulate each other as a result of multiple feedbacks and thus  
the information emerges and is continuously modulated during the 
morphogenetic process.
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Figure 5.27: Fold-change in gene expression for cooperative activation. (A)
Fold-change of cooperative activation as a function the normalized activator
concentration a. (B) The fold-change plotted relative to the normalized activa-
tor concentration. The activator concentration is normalized by the activator
concentration at which the fold-change curve reaches its midpoint, a1/2. This
figure reveals that the main feature that di↵ers between the curves is their
sharpness. All curves are made using !pa = 10.

in gene expression defined as

fold-change =
pbound(A 6= 0)

pbound(A = 0)
=

p(1 + 2a!pa + a2!aa!pa)

1 + p+ 2a+ a2!aa + 2ap!pa + a2p!aa!pa

1 + p

p
.

(5.84)
As for the case of simple activation (p. 392), we now invoke the weak-promoter
approximation which, in this notation, corresponds to p ⌧ 1 as well as the
even more stringent approximation by assuming that p!pa ⌧ 1. This latter
condition corresponds to assuming that, even when fully activated, the occu-
pancy of the promoter by RNA polymerase remains low. After making these
two approximations we arrive at

fold-change =
1 + !pa(2a+ a2!aa)

1 + 2a+ a2!aa
. (5.85)

Figure 5.27(A) shows the fold-change in gene expression as a function of
activator concentration (contained within a) for di↵erent values of the activator-
activator interaction term !aa. Two main features of the curves change as !aa is
modulated. First, the relative position of their midpoints, where the fold-change
is half-maximum, changes. Second, and most importantly, the transitions from
low to high fold-change become sharper with increasing interaction strength.

The di↵erence in sharpness is revealed more clearly when aligning the curves
by their midpoint a1/2 as shown in Figure 5.27(B). We define this midpoint as
the value of a for which the fold-change in gene expression is half-way to its
maximum. The maximum value of the fold-change is given by !pa as can be
seen by taking the limit of a ! +1 in Equation 5.85. To find the value of
a1/2, we take the average of the minimum (fold-change=1) and maximum (fold-
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Figure 5.26: Thermodynamic model of cooperative activation. States and
weights for a promoter with two activator binding sites. When the two ac-
tivators are bound to DNA, they can interact with each other and with the
RNA polymerase. !ij = e��"ij is the cooperativity factor between molecules i
and j.

realizations of the dual activation architecture. For example, an alternative
model would suppress the second to last state in which the more distant activator
is able to interact with RNA polymerase. That said, the reader should now be
in a position to see how to set up their own set of mechanistic assumptions and
use them to generate a corresponding set of states and weights. We note that a
whole generation of experiments were done in which activators were redesigned
expressly to create activation architectures with enhanced cooperativity (see
Further Reading).

Building upon the statistical weights presented in Figure 5.26, the probabil-
ity of finding RNA polymerase bound to the promoter is given by

pbound =
p(1 + 2a!pa + a2!aa!pa)

1 + p+ 2a+ a2!aa + 2ap!pa + a2p!aa!pa
, (5.83)

where, for convenience we have defined p = [P ]/Kp and a = [A]/Ka, the ratios
of the concentration and the dissociation constant of RNA polymerase and acti-
vator to DNA, respectively. Further, we have introduced !aa and !pa to account
for glue-like interactions between bound activators and between an activator and
RNA polymerase, respectively, where ! = e��"int and "int is the interaction en-
ergy between the molecules subject to cooperative interaction. Note that ! = 1
indicates no interaction, while ! > 1 (corresponding to "int < 0) represents a
glue-like interaction between molecules enhancing the probability of the state
where they are both bound. We use this expression to calculate the fold-change

Normalised activator concentration a

Hernan G. Garcia and Rob Phillips, Physical genomics
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in a position to see how to set up their own set of mechanistic assumptions and
use them to generate a corresponding set of states and weights. We note that a
whole generation of experiments were done in which activators were redesigned
expressly to create activation architectures with enhanced cooperativity (see
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Building upon the statistical weights presented in Figure 5.26, the probabil-
ity of finding RNA polymerase bound to the promoter is given by

pbound =
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indicates no interaction, while ! > 1 (corresponding to "int < 0) represents a
glue-like interaction between molecules enhancing the probability of the state
where they are both bound. We use this expression to calculate the fold-change
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• Morphogen gradient: Implementational level 

Embryo: Bicoid gradient and response 

Thus to achieve precision on the !10% level (i.e., dc/c !
0.1) requires T! 7000 s or nearly two hours. This is almost
the entire time available for development from fertilization
up to cellularization, and it seems implausible that down-
stream gene expression levels reflect an average of local
Bcd concentrations over this long time, especially given
the enormous changes in local Bcd concentration during
the course of each nuclear cycle (Gregor et al., 2007).

Our discussion ignores all noise sources other than the
fundamental physical process of random molecular ar-
rivals at the relevant binding sites; additional noise sources
would necessitate even longer averaging times. Although
there are uncertainties, the minimum time required to
push the physical limits down to the !10% level seems
inconsistent with the pace of developmental events.

Input/Output Relations and Noise
The fact that neighboring cells can generate distinct pat-
terns of gene expression does not mean that any single
step in the readout of the primary morphogen gradients
achieves this level of precision. Here we measure more di-
rectly the precision of the transformation from Bcd to Hb,
one of the first steps in the generation of anterior-posterior
pattern.

In Figure 3A we show confocal microscope images of a
Drosophila embryo fixed during nuclear cycle 14 and im-
munostained for DNA, Bcd, and Hb; the fluorescence
peaks of the different labels are sufficiently distinct that
we can obtain independent images of the three stains.
The DNA images allow us to locate automatically the cen-
ters and outlines of the !1200 nuclei in a single image of
one embryo (see Experimental Procedures). Given these
outlines we can measure the average intensity of Bcd and
Hb staining in each nucleus (Figure 3B). We have shown
in a companion paper (Gregor et al., 2007) that immunoflu-
orescent staining intensity I is proportional to protein
concentration c plus some nonspecific background,
I = Ac + B, where A and B are constant in a single image.
With this linearity, a single image provides more than
1000 points on the scatter plot of Hb expression level ver-
sus Bcd concentration, as in Figure 3C.

Scatter plots as in Figure 3 contain information both
about the mean ‘‘input/output’’ relation between Bcd and
Hb and about the precision or reliability of this response.
We can think of these data as the generalization to multi-
cellular, eukaryotic systems of the input/output scatter
plots measured for engineered regulatory elements in
bacteria (e.g., Figure 3B of Rosenfeld et al., [2005]). To an-
alyze these data we discretize the Bcd axis into bins,
grouping together nuclei which have very similar levels
of staining for Bcd; within each bin we compute the mean
and variance of the Hb intensity. We measure the Hb level
in units of its maximal mean response and the Bcd level
in units of the level which generates (on average) half-max-
imal Hb.

Input/output relations between Bcd and Hb are shown
for nine individual embryos in Figure 4A. Results from dif-
ferent embryos are very similar (see Experimental Proce-

dures for discussion of normalization across embryos),
and pooling the results from all embryos yields an input/
output relation that fits well to the Hill relation,

Hb = Hbmax
Bcdn

Bcdn + Bcdn
1=2

: (4)

The best fit is with n = 5, consistent with the idea that Hb
transcription is activated by cooperative binding of effec-
tively five Bcd molecules, as expected from the identifica-
tion of seven Bcd-binding sites in the hb promoter (Struhl
et al., 1989; Driever and Nüsslein-Volhard, 1989).

In Figure 4B we show the standard deviation in Hb levels
as a function of the Bcd concentration. Output fluctuations
are below 10% when the activator Bcd is at high concen-
tration, similar to results on engineered systems (Elowitz
et al., 2002; Raser and O’Shea, 2004). If we think of the
Hb expression level as a readout of the Bcd gradient,
then we can convert the output noise in Hb levels into an
equivalent level of input noise in the Bcd concentration.
This is the same transformation as for the propagation
of errors: we ask what level of error dc in Bcd concentra-
tion would generate the observed level of variance in Hb
expression,

s2
HbðBcdÞ=

!!!!
d½Hb%
d½Bcd%

!!!!
2

ðdcÞ2; (5)

Figure 3. Hb versus Bcd Concentrations from Fixed and
Stained Embryos
(A) Scanning confocal microscope image of a Drosophila embryo in

early nuclear cycle 14, stained for DNA (blue), Hb (red), and Bcd (green);

scale bar 50mm. Inset (28328mm2) shows how DNA staining allows

for automatic detection of nuclei (see Experimental Procedures).

(B) Scatter plot of Hb versus Bcd immunofluorescent staining levels

from 1299 identified nuclei in a single embryo.

(C) Scatter plot of Hb versus Bcd concentration from a total of 13,366

nuclei in nine embryos, normalized (see Experimental Procedures).

Data from the single embryo in (B) are highlighted.

156 Cell 130, 153–164, July 13, 2007 ª2007 Elsevier Inc.

Our understanding of the development and stability of
the Bcd gradient has been limited by the use of fixed tis-
sue and antibody staining techniques that provide only
static snapshots of the morphogen distribution. In addi-
tion, the analysis is complicated by the fact that the gradi-
ent arises during a stage when the embryo is undergoing
rapid syncytial nuclear mitoses. As expected for a tran-
scription factor, Bcd protein localizes to nuclei during
interphase, but during mitosis nuclear envelopes break
down, and it is unknown if the gradient is affected. Are
events inside the nucleus responding passively to a gradi-
ent established in the surrounding cytoplasm, or do intra-
nuclear processes help to shape the gradient itself? Along
these lines, it recently has been suggested that Bcd deg-
radation in nuclei contributes to the mechanism for scaling
across embryos of different sizes (Gregor et al., 2005).

Here we address these issues with a dynamic measure-
ment of the Bcd gradient in single embryos. Fly transform-
ants that encode a fusion gene of bcd and the coding re-
gion of the enhanced green fluorescent protein (eGFP)
were generated. By observing these transformants with
time-lapse two-photon fluorescence microscopy and
photobleaching methods, the dynamics of the Bcd gradi-
ent were measured and perturbed during the first three
hours of embryonic development. We show that the gradi-
ent is formed within the first hour after egg fertilization and
that it then is stably maintained during blastodermal
stages. After each mitotic division, the concentration of
Bcd in nuclei at a given position along the AP axis of the
egg reaches the same value it had in the previous nuclear
cycle with a precision of 10%, despite changes in nuclear
size and density. The nuclear and cytoplasmic concentra-
tions are shown to be in a dynamic equilibrium on the !1
min time scale. Direct and indirect measurements of the
Bcd diffusion constant are all consistent with D ! 0.3
mm2/s, which is much smaller than expected and raises
problems for understanding how it is possible for the gra-
dient to be established so rapidly. Finally, we propose
a variant of the SDD model, involving nuclear degradation,
that captures the Bcd dynamics revealed in our measure-
ments and emphasizes a role for those dynamics in solv-
ing the scaling problem.

RESULTS

Bcd-GFP Construct: Initial Characterization
To visualize the spatiotemporal dynamics of Bcd concen-
tration we made transgenic Drosophila embryos in which
endogenous Bcd was replaced with a fluorescent eGFP-
Bcd fusion protein (called Bcd-GFP hereafter). Flies
were generated utilizing a transcript coding for eGFP
(Tsien, 1998) fused to the N terminus of Bcd. As in previ-
ous work with a GFP (rather than eGFP) fusion protein (Ha-
zelrigg et al., 1998), the construct contained endogenous
bcd 50 and 30 UTRs, which are known to mediate anterior
localization and translation of bcd mRNA.

Embryos expressing Bcd-GFP demonstrated an intri-
cate spatial and temporal pattern of concentration

dynamics that was captured by time-lapse two-photon
excitation laser scanning microscopy (Denk et al., 1990;
Svoboda et al., 1997). A typical image stack of three focal
planes from a Bcd-GFP embryo during nuclear cycle 12 is
shown in Figure 1A. The fluorescence consisted of two
components: bright nuclei and dispersed cytoplasmic
fluorescence of lower intensity. The bright nuclei are con-
sistent with previous antibody stainings of Bcd and the
fact that Bcd is a transcription factor that should, at some
point, be targeted to nuclei. A gradient in fluorescence
intensity from anterior to posterior is observed in both
the nuclear and cytoplasmic components, which is also
consistent with previous work (Driever and Nüsslein-
Volhard, 1988a; Movie S1).

Figure 1. Time-Lapse Movie of a Drosophila Embryo Express-
ing Bcd-GFP Using Two-Photon Microscopy
(A) Typical image stack during nuclear cycle 12 of three focal planes at

30 mm (top panel), 60 mm (middle panel), and 90 mm (bottom panel)

below the top surface of the embryo. (Scale bar is 100 mm.)

(B) Six snapshots of a time-lapse movie of the anterior third of the mid-

sagittal plane of a Drosophila embryo expressing Bcd-GFP. Each

snapshot corresponds to a time point during interphases 9 to 14.

Red arrow points to individual nucleus during interphase 9 when nuclei

are deeper inside the egg. (Scale bar is 60 mm.)

(C) Bcd-GFP fluorescence profiles are extracted from two-photon

time-lapse movies and projected on the egg’s AP axis by sliding (in

software) an averaging box of 10 3 10 mm2 size along the edge of

the egg focused at the midsagittal plane. Time is represented by color

code. Time zero corresponds to oviposition. Imaging started 20 ± 15

min after oviposition.

Inset shows nuclear Bcd gradients in nuclear cycles 11 (cyan), 12 (red),

13 (green), and 14 (blue) projected on the AP axis in the anterior half of

the embryo (red error bars for nuclear cycle 12 are over five consecu-

tive time points).

142 Cell 130, 141–152, July 13, 2007 ª2007 Elsevier Inc.
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• Computation: function/purpose 
Define discrete regions with clear spatial boundaries in a field of cells 

• Algorithm: strategy/solution 
Clock and wavefront model 

• Implementation:  
Chemical oscillator 
Molecular gradient 
Tissue growth

• Other algorithms: clock and wave front 

— Wave front of sudden cell state changes (discontinuity) 
— Clock: smooth oscillation of phase-linked cells  
— Slow posterior movement of the wave front

J. theor. Biol. (1976) 58, 455-476 

A Clock and Wavefront Model for Control of the Number 
of Repeated Structures during Animal Morphogenesis 

J. COOKEr 
National Institute for Medical Research, 

The Ridgeway, Mill Hill, London NW7 1AA, England 
AND 

E. C. ZEEMAN 
Institute of Mathematics, University of Warwick, 
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Most current models for morphogenesis of repeated patterns, such as 
vertebrate somites, cannot explain the observed degree of constancy for the 
number of somites in individuals of a given species. This precision requires 
a mechanism whereby the lengths of somites (i.e. number of  cells per somite) 
must adjust to the overall size of individual embryos, and one which co- 
ordinates numbers ofsomites with position in the whole pattern of body parts. 

A qualitative model is presented that does admit the observed precision. 
It is also compatible with experimental observations such as the sequential" 
formation of somites from anterior to posterior in a regular time sequence, 
the timing of  cellular change during development generally, and the in- 
creasing evidence for widespread existence of cellular biorhythms. The 
model involves an interacting "clock" and "wavefront". The clock is 
is a smooth cellular oscillator, for which cells throughout the embryo are 
assumed to be phase-linked. The wavefront is a front of rapid cell change 
moving slowly down the long axis of the embryo; cells enter a phase of 
rapid alteration in locombtory and/or adhesive properties at successively 
later times according to anterior-posterior body position. In the model, 
the smooth intracellular oscillator itself interacts with the possibility 
of  the rapid primary change or its transmission within cells, thereby 
gating rhythmically the slow progress of the wavefront. Cells thus enter 
their rapid change of  properties in a succession of separate populations, 
creating the pattern. 

It is argued that the elements, a smooth oscillator, a slow wavefront 
and a rapid cellular change, have biological plausibility. The consequences 
of combining them were suggested by catastrophe theory. We stress the 
necessary relation between the present model and the more general con- 
cept of positional information (Wolpert, 1969, 1971). Prospective and 
ongoing experiments stimulated by the model are discussed, and emphasis 
is placed on how such conceptions of  morphogenesis can help reveal 
homology between organisms having developments that are very different 
to a surface inspection. 
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FIG. 3. Topological representations of the model for control of somite number. (a) A 
section of the embryonic axis a few somites long graphed in real space (S) in head-tail 
axis, real developmental time (T) (i.e. onset of somite formation at each level) and a 
dimension representing intracellular development (vertical, with gravity as analogue of 
the vectorial nature of developmertt). The fold in the descending surface, representing 
onset of fast unstable cell change involved in somitogenesis, is oblique to the time and 
space axes. Thus of any longitudinal string of somite-forming cells, some will not yet 
have changed, a group will be changing and the rest will be in a new era of slow develop- 
merit (differentiation) following change. The hypothetical oscillator that controls the 
grouping of these cells is represented as a point describing a limit cycle, in real time and 
in some of the imracellular biochemical dimensions (vertical). The dashed line shows that 
it involves oscillation in the position of the instability or fold-edge. (b) The same surface 
is shown, but with real space and time represented by the rippled shape of the fold-edge 
and by drawing a string of cells travelling through their development (i.e. time) at an 
angle to the axis of the fold-edge, so that all must meet it. Cells thus undergo c h a n ~  in 
a succession of discrete, synchronized groups in time and space. A formed and differen- 
tiating, a just-formed, and a forming block are shown, while still on the upper surface 
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mesoderm (PSM) creates the visual impression of a travelling wave that progressively sharpens as it moves anteriorly along 
the PSM. However, this travelling wave is not caused by cell movements because the progression of the wave is faster 
than the movement of a group of cells (square). b | Gradient formation. The FGF8 gradient (and presumably the FGF4 
and WNT3A gradients) is formed by an RNA decay mechanism: mRNAs are only produced in the tail bud and are then 
progressively degraded in the PSM. As a group of cells (square) becomes located more anteriorly in the PSM owing to 
posterior elongation movements, the amount of Fgf8 mRNA decreases, which creates a gradient of mRNA (in blue) that is 
translated into a gradient of FGF8 ligand. Over time, the group of cells experiences less FGF and WNT signalling, so that the 
determination front position moves posteriorly with elongation of the body axis. c | Clock topologies. Oscillations are 
thought to arise through delayed negative-feedback loops. Three main signalling pathways were shown to oscillate in 
mouse embryos: Notch, WNT and fibroblast growth factor (FGF). Binding of the WNT ligand to its receptor results in 
β-catenin (β‑cat)‑mediated target gene transcription. AXIN2 and Dickkopf‑related protein 1 (DKK1) are negative‑feedback 
inhibitors of this pathway and are periodically expressed in the PSM. The binding of FGF ligands to their cognate receptor 
results in activation of the ERK pathway. Phosphorylated ERK (pERK) activates dual specificity protein phosphatase 4 
(Dusp4), Dusp6 and Sprouty 2 (Spry2), which are known negative‑feedback inhibitors of the FGF pathway that are expressed 
rhythmically. The Notch targets lunatic fringe (Lfng) and Notch‑regulated ankyrin repeat protein (Nrarp) contribute to the 
rhythmic production of the transcriptional effector Notch intracellular domain (NICD).The mouse oscillators interact and 
entrain each other. Hairy and enhancer of split 7 (HES7) is activated by the FGF–phosphorylated ERK pathway posteriorly in 
the PSM and by NICD more anteriorly, and represses the FGF–ERK pathway and Notch inhibitors, as well as its own 
expression. By contrast, in zebrafish, oscillations are mainly controlled by the availability and activities of Hes/Hes‑related 
(Her) factors. F|| Clock‑and‑wavefront model. Two inputs control the activation of the segmental programme: the 
segmentation clock (in orange) and the wavefront (in blue). The clock moves along the PSM and triggers the segmental 
determination of cells (pink) that are passed by the wavefront during the previous cycle. DLL1, Delta‑like 1.
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• Self-organised spatial and temporal instabilities 

Hans Meinhardt (1938-2016) 

Marr’s Tri-Level in developmental Patterning
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• Turing-like  spatial instabilities 

• Computation: function/purpose 
Generate patterns across a field without scaling 
Do not specify specific location but rather spacing properties 

• Algorithm: strategy/solution 
Local excitation/Non-local inhibition 
Local positive feedback and long-range repression 

• Implementation:  
Chemical: reaction diffusion (Turing patterns) 
Mechanical: Local positive feedback of contractility 

   Long range repression: friction, viscosity, or tension 
Neural network: Local activation, Inhibition at a distance

Marr’s Tri-Level in developmental Patterning
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• Chemical implementation: Turing reaction-diffusion  

Bailles A, Gehrels EW, Lecuit T.  Annu Rev Cell Dev Biol. 38:321-347 (2022)

NATURE GENETICS VOLUME 44 | NUMBER 3 | MARCH 2012 349

association between growth-associated spacing and stripe appearance 
and explaining the latter’s order.

The coupling of growth with the generation of new stripes is con-
sistent with a simple fixed–inhibitory distance, lateral-inhibition 
mechanism (Fig. 2a) in which a stripe generates an inhibitor activity 
whose local level declines with distance from the stripe: as tissue grows 
and space between stripes increases, the inhibitor level falls below a 
threshold, and a new stripe can form. (Lateral inhibition in Drosophila 

takes this general form, although cellular mechanisms involving 
Notch-Delta signaling and cell-cell contact are not essential to it.) In 
this model, growth inhibition stops stripe addition. This is consistent 
with the correlation between the time of growth and the number of 
rugae among related rodent species14. We found that culturing palatal 
explants in vitro maintained mediolateral growth (indicating healthy 
tissue) but arrested anteroposterior growth (Supplementary Fig. 1). 
Unexpectedly, despite the lack of anteroposterior growth, new stripes 

Figure 1 New rugal stripes appear in the 
palate at regions of growth. (a) In situ 
hybridization for Shh in the developing  
palatal shelves from mice at E12.0 to E14.5 
(right, anterior; up, medial) showing the 
sequential addition of new rugae (white 
arrowheads) anterior to ruga 8 (r8; black 
arrowhead). Scale bar, 500 Mm. (b) Schematic 
showing the sequential addition of rugae with 
growth. (c) Inter-rugal intervals measured  
at E13.5 and E14.5 along a line drawn from 
the point where the palatal shelf meets the 
posterior of the primary palate parallel to the 
midline of the head (dotted line). Scale bar, 
200 Mm. (d) Ratios of the lengths of the inter-
rugal intervals at E14.5 and E13.5, indicating 
high levels of growth between r8 and ruga 
5 (r5) and elevated growth between r5 and 
ruga 4 (r4), with little growth anterior to r4. 
Error bars, s.d. Colors in the histogram in d 
correspond to those for different inter- 
rugal intervals in c. (e) Growth anterior to 
ruga 2 (r2). Colored dotted lines show the 
orthogonal distance from Shh expression at 
r2 to the anterior shelf edge (black dotted 
line) at the base of the shelf (blue), medial edge of the stripe of Shh expression (red) and midway between (yellow). Growth in more medial regions 
correlated with the appearance of Shh expression at ruga 1 (r1) at the anterior edge. Scale bar, 200 Mm.
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Figure 2 Rugal stripe patterning size is scaled with growth inhibition and  
is branched when an established stripe is excised. (a) Schematic of a lateral  
inhibition hypothesis for rugal spacing. Curves represent levels of inhibitor  
produced by rugae, and the dashed line represents the inhibitory threshold.  
Growth between rugae would allow the level of inhibition to fall below the  
threshold (asterisk), permitting the formation of a new ruga (dashed rectangle).  
(b,c) Rugal stripes of Shh expression on palatal shelves cultured for 0, 24  
and 48 h after explant from littermates at E12.5 (b) and E13.5 (c), showing  
the addition of rugae without anteroposterior growth at closer spacing than the equivalent stripes in vivo. (d) Schematic representing the predicted effect of 
removing a ruga under a lateral inhibition model. Removing the anterior edge of the palatal shelf by cutting posterior to ruga 2 (vertical dashed line)  
removes inhibition from this ruga, allowing inhibition to fall below the threshold at the cut edge (asterisk) and leading to the formation of a new ruga  
(dashed rectangle). (e–g) Experimental results differed greatly from those predicted under a lateral inhibition model. Posterior palatal shelves cut adjacent  
to ruga 2 and cultured for 48 h with the anterior edge immediately fixed (f,g, two examples; right, uncultured anterior pieces) were analyzed by Shh  
in situ hybridization, which revealed branches to ruga 3 at curves in the ruga (black arrowheads), which was not seen in uncut controls (e). (Dashed line in e 
represents where the cut is in cut shelves.) (h,i) Branches to stripes were readily replicated in reaction-diffusion simulations generated using Turing equations 
as described2. Compare the pattern in circles in h and i (two examples) with those at arrowheads in f and g. For all specimens: right, anterior; up, medial.

L E T T E R S

FGF: activator 
Shh: inhibitor

Palate ridges

Economou AD, et al. & JBA. Green 
Nat Genet. 44(3):348–51 (2012)
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Figure 6.10: Schematic of the Turing mechanism in the formation of digits.
As shown in the schematic, there is an out of phase pattern of expression of
Sox9 (future digits) and Wnt and Bmp (future gaps between digits). The three-
node Turing network comprised of those three genes is shown in the bottom
left, while the bottom right shows a simple one-dimensional representation of
the expression patterns that would result from solving the governing equations
for that network. Adapted from Zuniga, A and Zeller, R. (2014) Science, 345,
516-517.

J. Raspopovic et al. and J. Sharpe. 
Science 345, 566 (2014)
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• Mechanical implementation: Turing-like instabilities
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Marr’s Tri-Level in developmental Patterning

Synchronous oscillations: 
Delayed negative feedback  
+ spatial coupling

Spatial patterns: local excitation 
+ long range inhibition

, 
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A Model for Shell Patterns Based on Neural Activity 
by 

BARD ERMENTROUT 

Department of Mathematics and Statistics, University of Pittsburgh, Pittsburgh, 
Pennsylvania 15260, U.S.A. 

JOHN CAMPBELL 

Department of Anatomy, University of California, 
Los Angeles, California 90024, U.S.A. 

AND 

GEORGE OSTER 

Departments of Biophysics and Entomology, University of California, 
Berkeley, California 94720, U.S.A. 

Abstract. The patterns of pigment on the shells of mollusks provide one of the most beautiful and 
complex examples of animal decoration. Recent evidence suggests that these patterns may arise from 
the stimulation of secretory cells in the mantle by the activity of the animal's central nervous system. 
We present here a mathematical model based on this notion. A rather simple scheme of nervous 
activation and inhibition of secretory activity can reproduce a large number of the observed shell 
patterns. 

INTRODUCTION 

THE GEOMETRICAL patterns found on the shells of mol-
lusks comprise some of the most intricate and colorful 
patterns found in the animal kingdom. Their variety is 
such that it is difficult to imagine that any single mecha-
nism can be found. Adding to their mystery is the dis-
turbing fact that, since many species hide their pattern in 
the bottom mud, or beneath an opaque outer layer, it is 
doubtful they could serve any adaptive function. Perhaps 
these wonderful patterns arise as an epiphenomenon of 
the shell secretion process. This may account for the ex-
treme polymorphism exhibited by certain species-a phe-
nomenon characteristic of traits shielded from selection. 

Several authors have attempted to reproduce some of 
these patterns using models that depend on some assumed 
behavior of the pigment cells in the mantle that secrete 
the color patterns (WADDINGTON & COWE, 1969; COWE, 
1971; WANSHER, 1972; HERMAN & LIU, 1973; HERMAN, 
1975; LINDSAY, 1982a, b; WOLFRAM, 1984; MEINHARDT, 
1984). These models have generally been of the "cellular 
automata" variety, and the postulated rules were chosen 

so as to give interesting patterns, rather than to correspond 
to known physiological processes (WADDINGTON & COWE, 
1969; LINDSAY, 1982a, b; WOLFRAM, 1984). In the most 
recent attempt, MEINHARDT (1984) modeled the growing 
edge of the shell as a line of cells subject to activator-
inhibitor kinetics and a refractory period. He was able to 
obtain a variety of shell-like patterns, suggesting that an 
activator-inhibitor mechanism is likely to be involved in 
the actual process. 

Recently, CAMPBELL (1982) proposed a novel expla-
nation for the shell patterns. He reasoned that the pigment 
cells of the mantle behaved much like secretory cells in 
other organisms; that is, they secreted when stimulated by 
nervous impulses. Therefore, the shell patterns could be 
a recording of the nervous activity in the mantle. Because 
the phylogeny of mollusks is well represented in the fossil 
record, the implications of this view for the study of the 
evolution of a nervous system are obvious. 

Building on Campbell's notion, and the suggestive sim-
ulations of Lindsay, Meinhardt, and Wolfram, we have 
constructed a model for the shell patterns based on nerve-

• Neuronal implementation: Turing-like instabilities

The Veliger 28(4):369-388 (April 1, 1986)

Hans Meinhardt 
The algorithmic beauty of seashells (Springer)
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1354CHAPTER 20. BIOLOGICAL PATTERNS: ORDER IN SPACE AND TIME
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Figure 20.23: Model for sea shell pattern formation. (A) A cross section near
the growing lip of a shell shows how the mantle of the mollusk can reach around
the edge to “taste” the pre-existing pattern. The pigment pattern detected by
the sensory cells is processed according to their pattern generation program, and
communicated to the secretory cells, which lay down a new strip of appropri-
ately pigmented shell. (B) Generation of horizontal pinstripes by propagation
of a standing wave pattern. The sensory cells detecting pigment generate both
excitatory and inhibitory signals with respect to pigment generation by the se-
cretory cells. The excitatory signals act over short distances, and the inhibitory
signals act over longer distances, maintaining narrow stripes. (C) Modifications
of the processing rules followed by the sensory cells can create vertical stripes,
spots, zigzags, or many, many other patterns. (Adapted from A. Boettiger et
al., Proc. Nat. Acad. Sci. 106:6837, 2009.)
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communicated to the secretory cells, which lay down a new strip of appropri-
ately pigmented shell. (B) Generation of horizontal pinstripes by propagation
of a standing wave pattern. The sensory cells detecting pigment generate both
excitatory and inhibitory signals with respect to pigment generation by the se-
cretory cells. The excitatory signals act over short distances, and the inhibitory
signals act over longer distances, maintaining narrow stripes. (C) Modifications
of the processing rules followed by the sensory cells can create vertical stripes,
spots, zigzags, or many, many other patterns. (Adapted from A. Boettiger et
al., Proc. Nat. Acad. Sci. 106:6837, 2009.)

A. Boettiger, B. Ermentrout and G. Oster. P.N.A.S  106:6837-6842. 2009

R. Phillips, J. Kondev, J. Thériot & H. Garcia. 
Physical Biology of the Cell (Garland Science) 2012
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A framework to disentangle: 

• Purpose(why): computation 

• Strategy (how): algorithm 

• Biology/physics (what):   implementation 

David Marr (1945-1980) 

Unity of algorithmic level for different implementations 
Diversity of algorithmic level representations and 
solutions for a given function

VISION
A Computational Investigation 
into the Human Representation 

and Processing of Visual Information

David Marr

The MIT Press
Cambridge, Massachusetts

London, England

Conclusion

1982, Vision, David Marr 
W. H. Freeman and Company 
2010: MIT press (re-published)

Information provides a language to decipher the meaning and 
logic of living systems

• Meaning: necessity

• Logic: necessity
• contingency (history)



In search of principles in biology

« Le savant doit ordonner; 
on fait la Science avec des faits comme une maison avec des pierres ; 
mais une accumulation de faits n'est pas plus une science qu'un tas de 
pierres n'est une maison. »

La science et l’hypothèse (1902)Henri Poincaré (1854-1912) 

« La Science remplace du visible 
compliqué par de l'invisible simple. »

Jean Perrin (1870-1946)

on being a Bio-logician

Les Atomes (1913)

https://dicocitations.lemonde.fr/citation.php?mot=Science
https://dicocitations.lemonde.fr/citation.php?mot=remplace
https://dicocitations.lemonde.fr/citation.php?mot=visible
https://dicocitations.lemonde.fr/citation.php?mot=complique
https://dicocitations.lemonde.fr/citation.php?mot=par
https://dicocitations.lemonde.fr/citation.php?mot=invisible
https://dicocitations.lemonde.fr/citation.php?mot=simple
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